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Abstract— This paper presents a modeling and identification robustness and consistent estimates in presence of output
procedure for Radio Frequency Power Amplifier (PA) in con- disturbances, we introduce the Instrumental Variable$ ¢iv
tinuous time representation. The proposed method is based {na identification procedure. This frequency-domain pdoce

on a combined approach using time and frequency domain. . - . . L .
The microwave PA dynamics are described by the continuous With IV estimator is the major contribution of this paper.

Hammerstein model. The distortion function coefficients wee Two exper.imental setups .dedicated to radio frequency With
estimated using Least Mean Squares (LMS) method that min- baseband signal transmission were performed and used in
imizes the squared error based on baseband output data. The order to validate this technique. The results confirm the PA

_coefﬁments of d_ynamlc_block are extracted using an iteratie characterization accuracy using mixed time/frequencyerep
instrumental variable with measured PA frequency responsg.

To demonstrate the feasibility of the identification methodin sentation.
experimental results we used a standard mobile PA at 1.85GHz Il. PA MODEL DESCRIPTION
. INTRODUCTION The PA behaviour is modeled by a continuous Hammerstein

The microwave power amplifier (PA) represents one of tfBodel operating on baseband quadrature 1/Q time-domain
major element of modern wireless communication systenf42veforms. In this model, the complex low-pass equivalent
The modeling and simulation of PA nonlinearities and memof§Presentation of the communication signal is used to aeid
effects, in particular their impacts in a transmission w@igi N19h sampling rate required at the carrier frequency. Asvsho
system, are a current topic of intensive research worldwidt Fig 1, this model consists of static nonlinearity follegv
[1][2]. Numerous approaches in PA identification area haf®y @ multivariable Linear Time Invariant (LTI) system.
been developed to characterize the input to output complev

envelope relationship [3][4]. [in|
Block-structured models are used to model Radio Frequenc
(RF) PA system that can be represented by interconnection —{m leH

of Iinea_lr dynamips and static nonlinear elements [1]. Ham- /i v H{EOHA 7, e [H(jw) 0 } —
merstein model is one of these cascaded models that con Q, . . Q |l 0 Hw)

posed from static nonlinearity followed by a linear dynamic : :
system [5]. In literature, the existing identification medis of [ TapaH -

Hammerstein model can be divided into time-domain iteeativ Delay

methods, stochastic methods separable least squaresdsetho
and frequency domain methods [6]. In the proposed method,
a mixed time and frequency domain identification approach
was considered to analyze baseband data from microwavd he nonlinear distortion of the amplifier usually resultsnr
amplifier. The ultimate aim is the estimation of the PAwonlinear distortion processes in the transistors thatemgk
model parameters by minimizing the quadratic estimatioorer the amplifier. In the model, the static distortion functiaves
based on improved time-delay data for nonlinear functicsh am complex envelop&y = Ip + j.Qp of the transmitted input
frequency response for the memory effect of the HammerstsignalV;,, = I;,, +j.Qi», according to the polynomial function
model. composed by even terms which produces harmonic distortions
For frequency-domain identification, gain and phase-shiftside the PA bandwidth. A delay is added for each order to
measurements are used commonly to construct a quadratiprove nonlinear memory modeling:
criterion that is minimized by ordinary LMS algorithm [7]. P
The main problem in th_ese techniques is assuring the optimal 17Pk — Zg2p+1 ) |17W |2p_f/mk42 » (1)
convergence under noisy sampled data [7][8]. To guarantee =0 Y

Fig. 1. Radio frequency power amplifier model



wherecy, 1 are the complex coefficients of the power seriesyith @, [mG . |mG| mG s |mG|

Top+1 are the delays for each componew;1 andek are the isthe regressor vector.

sampled input and output complex envelopes of the nonlineafor a time-domain acquisition witR” data of input complex

static model. envelopeV;,, and disturbed output noteld?,,, a solution for
The dynamical model including memory effects caused B¢ coefficients is obtained by minimizing the normalized

the PA can be expressed with a differential equation. As shoff'€an- squared error with LMS algorithm [7] such as:

in Fig. 1, the inpu/p to outputVout = Tout + 7 Qout relation

]T
Vini ToP+1

of this n'" order filter can be written as: 6. — (iw sDH) Z‘p (5)
m . i =P Fk Tk k- OUt
~ . o Iout o Qout o 1+ Zi:l bl(]w) k=1
H(jw) = —= = 2= = —=F=——== (2)
Ip Qpr > im0 @i-(jw) where :

define the model. Noted that vector esUmatéP is asymptotically unbiased

Our objective is to identify the model parameters accordlr}%
cause the regressors vectprsare not correlated with the
to time domain and frequency response of the amplifier. Thus; =

we define the transposed parameters vector: measured outpui;,, [9].
O=1[ao- - an_1 by - by ¢ - Copi1 ]T (3) B. Filter identification using frequency response
0r 0p Fig. 3 shows the principle of filter parametets identifi-

Note thatd will be determined as a combination of tWOcatlon from PA frequency response data using LMS algorithm

with iterative IV estimator.
subvectorsf, describing the memoryless function afg
corresponding to the filter parameters. In the next sectizas

present an identification procedure based on two steps: Freauency " responies ¢
« identification of 8, using the two-tone test and Least A ALAUAD | I
Mean Squares algorithm (LMS), uml‘Mh >_, W

« identification of 8, using a new procedure based on ot evene DEMOD | rrequency
frequency gain and phase responses and unbiased LMS /,QF Al }”’
method with 1V estimator. Fiter model A :*

L L H(jo) W A
A. Memoryless function identification

The identification principle of nonlinear paramefigr, using
complex envelope waveforms, is shown in Fig. 2.

Fig. 3. PA identification scheme for dynamic identification

Assume that we have measurBddediagram of the trans-
N mission system which correspond to gaip and phase-shift

iputerueoppe DEMOD Yy for K values of frequencyy. At any frequencywy, we
_o e can write:
- Vout, m .
Vink Least Mean Squares 1 + Zi:l bl(jwk)z ~
algorithm i) n . i - ka (6)
> 0p Zi:O ai'(]wk)
Fig. 2. PA identification scheme for static analysis where éwk = A - el ¥r

We can rewrite the above equation as:
The PA characteristics are performed by a two-tone test m
signal applied on ba§eband inputs and Qi at_ f_ixed low Zal won-(jwn)? — Zbi-(jwk)i -1 @)
frequency and high input level. In these conditions, the PA
filtering effects are assumed negligible according to mmar
dynamics. To applied a LMS algorithm, it is necessary tor into linear regression version:
write the relation (1) as a linear regression according ® th

i=1

T _
parametergs, ; such as: e, 0= (8)
With ¢, = [Gu, -+ Guy-(wr)” = (wr) -+ = Gow)™ ]

Vb, = ¢F Op (4)



The suggested method shown in Fig. 3 minimizes th& PA setups and characteristics
following quadratic criterion: The power amplifier is a commercial APM1855 fronDA

K | n B m 2 VANCED SEMICONDUCTOR BUSINESSINC. The quadrature
J = Z Zai-ka-(jWk)i - Zbi.(jwk)i -1 (9) modulator AD8349 and demodulator AD8347 are inserted at
k=1 i=0 i=1 the input and output of the PA. They are standard commercial
Becausen; andb; are non-complex parameters, it is necunits from Analog Devices. The local oscillator frequensy i
essary to construct a new regressors vectors with scalar85GHz obtained from Digital Modulation Signal Generator
coefficients. Splittingp, into real and imaginary partg . (Anritsu MG 3660A). Two measurement setups, shown in Fig.
ansy, respectively, and then equating the real and imaginafy are used:

parts on both sides of the relation (8): (a) the left figure (4.a) illustrates time-domain data asgui
o7 1 tion. The two-tone signal at low frequency equal to 5 kHz
l _1;’“ ] b= [ ] (10) are delivered by a Tektronix AFG3102 Arbitrary function
1. 0 Generator connected to PC control. Input and output data
For the K pulsationswy,, we obtaink sets of the above are obtained from YOKOGAWA Digital Oscilloscope with a
relation and we can write a global system: sampling period equal to 10ns.
¢-9F —y (11) (b) figure (4.b) shows the test bench used to obtain the fre-

guency response. A network analyzer generates the frequenc

whereY = [1---10--- 0]" and ¢ is a regression matrix sweep signal and measures the frequency transfer function.
composed bx_oRk andglk.

4195A Network

Then, the least-squares estimate n(ﬁggs is given by: Data Acquisiion

Op, .= (") o ¥ (12)

When the gain and phase-shift data are disturbed, whic .._.;,_E
is the case on experimental tests, the LMS algorithm in th = :
above relation gives biased and inconsistent estimatesubec E
the regressors are correlated with the output measurenfents  Seeorel
common strategy for dealing with this bias problem is to us -
Instrumental Variable (IV) estimator [7]. The principaki of
the IV method is to premultiply the regression matiin (11)

Local Oscillator Local Oscillator

Spectrum Analyzer

with a suitable matrixZ = [z, z, --- zx] whose elements,, (a) (b)

are uncorrelated with output disturbances. This gives a new

estimate parameters calléd estimates such as: Fig. 4. PA setups for (a) time-domain analysis (b) frequeshognain analysis.
O, =(2"9)" 2" ¥ (13)

Fig. 5 illustrates nonlinear characteristics appearingrapli-

The elements of the regression matik are called the tude to amplitude distortion (AM/AM) and amplitude to phase

instruments or ‘instrumentals variables’. These elemanés . .
: : istortion (AM/PM).

usually formed as delayed and filtered values of the mputgs

and/or the outputs and have the same structure as the regres AVAM AviPM

vectors g, . An original choice is based on the use of the

estimated parameteégp for simulation of frequency response =
H(jw) and generate estimates gairand phase-shifp. With £+
these uncorrelated variables, we construct the matiefined =
by a new regressor vector : =

2y =[Gy o Gup (wr)™ = (wr) -+ — (w)™]" (14) T el

Where(?wk = Ak el Yk Fig. 5. AM/AM and AM/PM characteristics of used PA

—_— Pum @1.85 GHz

10| — Phase @1.85 GHz
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Noted that each regressor vectgy is associated with a
prospected frequency,. This method can be used iterativelyB

: T . ) 5 Identification results
with a parallel model initialized with LMS estimatés., ..

All estimation results presented here were produced using
lIl. EXPERIMENTAL RESULTS 20 Monte-Carlo acquisitions and the informations on the
In this section, the LMS and IV algorithms presentechodel parameters and figures are based on the mean of those
previously are used to identify the nonlinearity functiamda values.
transfer function model of a standard amplifier for mobile For nonlinear function identification, a PA is driven in
communication. saturation with a two-tone test at frequencfgs = 1850 +



5kHz. Fig.6 shows a measurddchannel normalized output
waveform and its approximation with d"Sorder (P = 2)

polynomial function:

‘7Pk = El"anﬂ-l +E3-|‘7;nk|2‘7;nk773 +55-|‘an|4‘7ink,,.5

Magnitude (V)

Magnitude (V)

Fig. 6.
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The IV algorithm gives the following filter parameters:

ao = 1,809.107!
a; =1,483.1078
as = 5,031.10716
as = 3,170.10724
by = —1,952.10~10

The achieved transfer function corresponds to a Low-pass
filter with a cut-off frequency in baseband format at 1,6 MHz.

(15)

IV. CONCLUSIONS

In this paper, the solution for time and frequency domain es-
timation of RF PA continuous model is presented. A proposed
identification method, even based on Hammerstein model and
mixed time and frequency analysis can easily put into practi
especially for RF transmission system. The central redult o
this paper was the implementation of a method using unbiased
LMS algorithm with IV estimator for the identification of LTI
systems.

Consistency and efficiency of IV estimator are important
properties to ensure the robustness of parameter conwergen
in presence of noisy data. The experimental result shows the
application of these class of characterizations methods th
combines both frequency and time domain data.

For the 20 realizations with normalized data, LMS algorithm
described in relation (5) gives:

G =1,2178 — j4,052.102

Gy = —2,144.1071 + j2,453.102

Gy = —7,678.1072— j1,631.10~2

with 71 = 6, 73 = 45 and 75 = 120 samples delay.

The estimated filter is aBorder transfer function with one (4]
zero (n = 3 poles andm = 1 zero) corresponding to the
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