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Abstract

In the present paper, the nonlinear Internal Model Control (IMC) method is introduced and applied to linearize high frequency Power Amplifiers (PAs). The IMC is based on the description of a process model and of a controller. It is shown that baseband frequency descriptions are suitable for the model and the controller. Their description parameters are derived from input and output modulation signals processed in Cartesian form. Simulation results are given to illustrate the design procedure and to demonstrate the performances of the IMC linearizer.
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1. Introduction

Nonlinear system linearization of microwave components and radio-frequency circuits becomes a challenge and potential useful problem in the radiocommunication system research areas. Interest for Power Amplifier (PA) control is motivated by the increasing growth of the wireless communication systems which has lead to use digital modulation techniques such as (BPSK, QPSK, QAM, ...) with nonconstant envelope to improve spectral efficiency. As a result of the variable envelope modulation schemes, the improvement of the linearity of the PA becomes an objective of first importance for mobile communication systems. This is due to the nonlinear distortions and dynamical effects which generate unwanted spectrum components for the transmitted signal and lead to Adjacent Channel Power Ratio (ACPR) requirements.

Traditionally, techniques used for PAs linearization are based on feedback [1][2][3], feedforward [4][5], and predistortion [1][6][7]. Other structures guided to an efficient amplification exist like Linear amplification with Nonlinear Components (LINC)[8], Combined Analog-Locked Loop Universal Modulator (CALLUM)[9], and Envelope Elimination and Restoration (EER)[10]. The predistortion technique involves the creation of an inverse characteristic complementary to the PA nonlinearity [11][12][13]. Performances can be improved by adding a feedback control to deal with external perturbations, parameter variations or operating frequency modifications. Design of conventional feedback requires considering carefully performances in term of gain-bandwidth product and stability [14][15][16]. The nonlinear IMC is an alternative solution using a model of the nonlinear system to be controlled [17]. If the model is a perfect representation of the nonlinear system, the controller can be design without concern for system stability. Furthermore, the control method of the IMC is very simple and comprehensive, leading to an easy tuning of the controller parameters.

For radio communications applications, the model and the controller are difficult to design because of the high operating frequency used and time delay introduced [18][19]. A solution consists in using baseband signals to describe the behavior of system parts. For feedback implementation, an error signal can be given by the comparison of the input and output envelope signals [20][21]. More advanced techniques used polar or...
cartesian signal formats to take into account the phase distortion [1][22][23]. In this paper, we proposed to design an IMC structure using Cartesian signal. The model and the controller are then described by mathematical expressions derived from measurements of the downconverted output signals and of the input modulating signal. Then, the technique results in the linearization of the overall microwave-transmitter.

Different stages leading to the description of the IMC structure are introduced and illustrated by nonlinear simulation results. At first, a model is established to describe the behavior of the transmitter and secondly a design of the nonlinear controller is presented. IMC is analyzed and compared to standard predistortion method through simulation using ADS and MATLAB softwares.

The remainder of this paper is organized as follows. In Section 2, the IMC method, based on continuous-time signals, is revised and applied to the PA linearization problem. Section 3 is devoted to the nonlinear model and frequency model description. In section 4, we present simulation results with the linearizer structure, evaluating its performances from the two-tone test and from the transmission of a QPSK, 16-QAM and 64-QAM digitally modulated signal. And, finally, Section 5 summarizes and concludes this paper.

2. Internal Model Control

IMC was originally developed for chemical engineering applications [24], and is considered as a robust control method. The IMC structure is shown in Fig. 1.

![Figure 1: Schematic of the IMC structure](image)

The structure uses an internal model \( \hat{H}(s) \) in parallel with the system to be linearized \( H(s) \). The control loop is augmented by a block filter \( R(s) \), so-called the IMC controller. In this structure, \( s \) denotes a Laplace operator for continuous time-domain consideration.

2.1. IMC analysis

The closed loop transfer function describing the input \( e(t) \) and the disturbance \( d(t) \) to output \( y(t) \) relationship is given by:

\[
Y(s) = \frac{R(s) H(s)}{1 + R(s)(H(s) - \hat{H}(s))} E(s) + \frac{1 - R(s) \hat{H}(s)}{1 + R(s)(H(s) - \hat{H}(s))} D(s)
\]

The IMC loop computes the difference \( w(t) \) between the system output \( H(s) \) and the model output \( \hat{H}(s) \). This residual signal \( w(t) \) represents the effects of the disturbance \( d(t) \) and of the modeling error between the model and the system. The IMC structure has advantages over conventional feedback control loop. If a perfect model is used, i.e. \( \hat{H}(s) = H(s) \) there exists no feedback, and the closed loop system is affected only by the disturbance \( d(t) \). In this case, the closed loop system has the transfer function:

\[
Y(s) = R(s) H(s) E(s) + \left(1 - R(s) \hat{H}(s)\right) D(s)
\]

Noted that without disturbance the system is effectively open-loop hence no stability problems can arise. Also, if the system \( H(s) \) is stable, which is the case for application to power amplifiers, the closed-loop will be stable for any stable controller \( R(s) \). Furthermore, the controller can be designed as a feedforward controller in the IMC scheme.

An ideal control system, would suppress all disturbances and insure the instantly tracking of the input \( e(t) \). From equation (2), the ideal control system is achieved for:

\[
R(s) \hat{H}(s) = 1
\]

So, the ideal choice for the controller \( R(s) \) is the model inverse \( \hat{H}(s)^{-1} \). For the investigated application, the IMC must allow to compensate the static non linearity of the amplifier. The model of the system includes a model of the nonlinear static characteristic and the IMC controller includes the inverse static characteristic. If the inversion of the static characteristic model is perfect, the IMC scheme allows a rejection of the disturbance and of the non linearity effects.

2.2. Design procedure for PA linearization

The block diagram of IMC is shown in Fig. 2. All signal designations refer either to complex baseband signals and don’t depend on the modulation format.

The proposed IMC structure allows linearizing the transmitter composed of the I/Q modulator, amplifier and demodulator blocks. The output of the demodulator is compared with the output of the baseband model of
the amplifier and the resulting error signal \( w(t) \), normalized according to PA gain noted \( G \), is used to modify the input modulation signal.

The critical point in the IMC structure is the description of the inverse amplifier static nonlinearity. A solution consists in using a complex polynomial function, composed by even terms, to describe the inverse AM/AM and AM/PM characteristics. The main advantage of such models is that they are linear-in-parameters allowing Least Mean Square (LMS) estimation techniques.

3. Baseband PA characterization

In IMC structure (Fig. 2), it is necessary to have a description of the process in continuous time domain. In this paper, a special case of Volterra series, the Hammerstein memory polynomial, is used.

3.1. PA model description

The nonlinear block presented here operates on baseband quadrature I/Q time-domain waveforms [17]. The complex low-pass equivalent representation of the communication signal is used to avoid the high sampling rate required at the carrier frequency.

As shown in Fig. 3, the two-box model includes a memoryless nonlinearity and a filter matrix. The complex gain gives a nonlinear version \( V_{NL} = I_{NL} + jQ_{NL} \) of the transmitted input signal \( V_{in} = I_{in} + jQ_{in} \) according to the polynomial function composed by even terms which produces harmonic distortions inside the PA bandwidth:

\[
V_{NL} = \sum_{k=0}^{P} \zeta_{2k+1} |V_{in}|^{2k} V_{in}
\]

(4)

where \( \zeta_{2k+1} \) are the complex power series coefficients.

The dynamical model including memory effects caused by the PA may be expressed with a differential equation. As shown in Fig. 3, the input \( V_{NL} \) to output \( \hat{V}_{out} = I_{out} + jQ_{out} \) relation of this \( n^{th} \) order filter can be written as:

\[
H(s) = \frac{I_{out}}{I_{NL}} = \frac{Q_{out}}{Q_{NL}} = \frac{\sum_{k=0}^{m} b_k s^k}{s^n + \sum_{k=0}^{m-1} a_k s^k}
\]

(5)

where the coefficients \( \{a_k\} \) and \( \{b_k\} \) are real scalars that define the model.

3.2. Identification algorithm

The parameters \( a_k, b_k \) and \( \zeta_k \) of previous PA model have been identified by Output-Error technique (see also [25]). Thus, we define the transposed parameter vector:

\[
\theta = [a_0 \cdots a_{n-1} b_0 \cdots b_m \zeta_1 \cdots \zeta_{2P+1}]^T
\]

(6)
mation is based on minimization of a quadratic multivariable criterion defined as:

\[
J = \sum_{k=1}^{K} \left( I_{\text{out}_k} - I_{\text{in}_k} \right)^2 + \left( Q_{\text{out}_k} - Q_{\text{in}_k} \right)^2
\]

\[= \sum_{k=1}^{K} \left( e_{I_k}^2 + e_{Q_k}^2 \right) \quad (7)\]

As shown in Fig. 4, we obtain the optimal values of \( \theta \) by Non Linear Programming techniques. Practically, Marquardt’s algorithm [26] is used for the minimization of quadratic criterion based on the error between measured data and estimation such as:

\[
\frac{\theta_{t+1}}{\theta_t} = \frac{\theta_t - \left\{ \left( J_{\theta \theta}'' \right)^{-1} J_{\theta \theta}' \right\}_t}{\lambda} \quad (8)
\]

\( J_{\theta \theta}' \) and \( J_{\theta \theta}'' \) are respectively gradient and hessian such as:

\[
J_{\theta \theta}' = -2 \sum_{k=1}^{K} \left[ \begin{bmatrix} e_{I_k}^T \cdot \sigma_{I_k} + e_{Q_k}^T \cdot \sigma_{Q_k} \end{bmatrix} \right]
\]

\[
J_{\theta \theta}'' \approx 2 \sum_{k=1}^{K} \begin{bmatrix} \sigma_{I_k} \cdot \sigma_{I_k}^T + \sigma_{Q_k} \cdot \sigma_{Q_k}^T \end{bmatrix}
\]

\( \lambda \) is the monitoring parameter,

The sensitivity IQ functions \( \sigma_{I_k} = \frac{\partial f_{I_k}}{\partial \theta} \) and \( \sigma_{Q_k} = \frac{\partial f_{Q_k}}{\partial \theta} \) are obtained, for each parameter, by partial differentiation of global PA model (Eqs. 4-5).

Identification results are shown for a MESFET power amplifier, used at a center frequency of 900 MHz. The input signal is a pseudo random binary sequences (PRBS) at rate of 60 Mb/s, filtered by a low pass root-raised cosine with \( \alpha = 0.35 \). Optimization algorithm and all data processing are performed using MATLAB Mathworks. For the amplitude and phase identification, fifth order polynomial expressions and 1st order filter \( H(s) \) are used and allow achieving a good agreement between the amplifier behavior and its estimation such as:

\[
\begin{cases}
\mathcal{V}_{\text{NL}} = \left( \xi_1 + \xi_3 \cdot |I_{\text{in}}|^2 + \xi_5 \cdot |I_{\text{in}}|^4 \right) \cdot V_{\text{in}} \\
\mathcal{V}_{\text{out}}(s) = H(s) \cdot \mathcal{V}_{\text{NL}}(s) = \frac{a_0}{s} \cdot \mathcal{V}_{\text{NL}}(s)
\end{cases}
\]

After 8 iterations, we obtain the following parameters:

\[
\hat{\theta} = \begin{bmatrix}
c_1 = 6.6537 - j \ 1, 61356 \\
c_3 = -2.3588 + j \ 9, 0722.10^{-1} \\
c_5 = 4.51456.10^{-1} - j \ 1, 7331.10^{-1} \\
a_0 = 4.7493 \cdot 10^8
\end{bmatrix}
\]

Figure 5 allows a comparison between measured output waveform and estimation on \( I \) channel. As can be seen, even if the amplifier is driven near saturation, the non linear behavioral of the amplifier is successfully described by the obtained model.

The estimation error evaluated by a quadratic criterion value \( J \) (Eq. 7) is an indication of the correspondence degrees of the obtained model and the actual PA. Figure 6 shows the convergence of this coefficient to optimal value corresponding to the output noise and modeling errors [25].

The dynamic characteristic of the PA system can be described by a MIMO coupled filter. The real filter \( H(s) \) and the obtained filter \( \hat{H}(s) \) characteristics are represented in Fig. (7) by the gain and phase curves. Note that the cut off frequency of the corresponding filter is around 76 MHz.
4. Simulation and investigation

The IMC structure is evaluated by nonlinear simulations using circuit envelope algorithm with Agilent ADS simulator. The described class AB PA presented in figure (8), is a single stage structure composed of a MESFET device by Infineon (CLY 5). The behavior of the transistor is described by a table based model of the nonlinear drain current source associated to a junction model for the gate to source capacitance.

The matching topology is designed to ensure optimum power and efficiency performances at the 900MHz operating frequency. The output matching has a low pass T structure composed of a capacitor to ground and two transmission lines.

Figures (9) and (10) shows the AM-AM and AM-PM conversion characteristics for the studied amplifier. The 1dB compression point is achieved for an input power of 2.4dBm. The amplifier behaviour has been simulated using the Harmonic Balance algorithm and a sinusoidal signal at 900MHz.

4.1. Inverse PA characteristic model

In linearizer architecture illustrated in figure (2), an inverse characteristic $\hat{F}_{NL}^{-1}$ is included to compensate the PA static nonlinearities. This memoryless function take into account simultaneous gain and phase characteristics and can be modeled with a complex polynomial series [6][11]. Contrary to $F_{NL}$, the inverse function $\hat{F}_{NL}^{-1}$ describe the relationship between complex envelope $V_{in}$ and $V_{out}$ such as:

$$V_{in}(k) = F_{NL}^{-1}(V_{out}(k))$$

$$= \sum_{q=0}^{Q} d_{2q+1} (V_{out}(k))^{2q} V_{out}(k)$$

The ultimate step consists in searching approximation of the complex parameters $d_{2q+1}$ using the envelope magnitude and phase distortions. Thus, the AM/AM and AM/PM characteristics are used to optimize a polynomial function by Least Mean Square (LMS) algorithm [27]. A solution for the coefficients is obtained by minimizing the mean-squared error between the measured and the modeled output under low frequency signal such as:

$$\hat{\theta}_d = (\phi^H \phi)^{-1} \phi^H V_{in}$$


where:

\( (\cdot)^H \) denotes transpose-conjugate transformation

\( \hat{d}_i = [d_1, d_3, \ldots, d_{Q+1}]^T \) is the vector of polynomial parameters,

\( V_{in} \) and \( V_{out} \) are the measured input and output complex envelopes,

\( \phi = [\varphi_1, \varphi_2, \ldots, \varphi_K] \) is the regression matrix,

\( \varphi_k = [V_{outk} V_{outk} | V_{outk}|^2 \ldots V_{outk} | V_{outk}|^2 Q]^T \) is the regression vector,

and \( V_{outk} \) is a \( k^{th} \) sampled input.

Noted that for these estimations, the regression vector \( \varphi_k \) is not correlated with the measured input \( V_{in} \).

4.2. Linearization performances

To evaluate the effectiveness of the proposed linearization technique in suppressing spectral regrowth, we compare the power spectral density of the PA output without linearizer, with memoryless predistortion and with IMC memory controller.

Figure 12: Output spectrum for the amplifier without linearization, with predistorsion and with IMC.

Here, the baseband input is 4-QPSK digitally modulated signal at a bit rate of 5 Mb/s. Figure 12 shows the output spectrum for an output power backoff of 3

Figure 13: Carrier to intermodulation ratio versus carrier frequency difference

In practice, the PA characteristics is performed by a sinusoidal excitation applied on baseband inputs \( I_{in} \) and \( Q_{in} \) at fixed low frequency and high input level. In these conditions, the PA filtering effects are assumed negligible according to non linear dynamics. The input-output curves are obtained by measuring the output gain and phase as a function of input level.

For illustration, on figure (11) are presented the dynamic envelope variations of amplifier and model output for a 16-QAM at a bit rate of 2.5Mb/s, modulated at 900 MHz and shaped with a raised-cosine pulse with 35 %. This signal is applied to the IMC system. Also plotted are the dynamic envelope at the output of controller and of overall IMC system versus the instantaneous input envelope. This last curve allows to verify that the nonlinear behavior and the hysteresis effects are reduced, showing the interest of the IMC system.
dB. Using IMC structure, an improvement of approximatively 10dB is obtained according to standard predistortion and of 30dB according to PA without linearization.

Due to memory effects, linearization performances can depend on baseband signal frequency. To verify the performances of IMC, simulations have been performed for two two tones excitation with a difference of 2KHz to 20MHz between the carrier frequencies. Results are plotted on figure (13) in terms of carrier to third order intermodulation ratio C/I in dBc. For the memoryless predistortion designed with the previous 2.5Mb/s 16-QAM modulation, performances are reduced and degraded at low baseband frequencies. Whereas, the IMC system allows to improve the nonlinear performances for the whole bandwidth considered.

If there is a signal with non-constant envelope at the PA's input, each of its samples will be amplified with different gain and the introduced phase shift will differ according to the input signal amplitude. As a consequence, the PA output signal will suffer from non-negligible nonlinear distortion. Thus, for example in the case of 16-QAM and 64-QAM modulations shown in figures (14) and (15), the constellation point near the saturation will be more deformed in the case of PA without linearizer. These figures show too the amelioration of impairments of this nonlinearity in constellation diagrams in the case of IMC feedback controller.

5. Conclusion

In this paper, nonlinear internal model control was introduced and applied to power amplifier linearization with different baseband signals. Design of the IMC system, using baseband signal, is described. Simulations are presented to demonstrate the interest of the technique. For a 16-QAM at a bite rate of 2.5Mb/s, IMC allows to reduce nonlinear and hysteresis effects on the dynamic envelope characteristic. Simulated performances show improvement of the ACPR of 30 dB for the amplifier at high output power, and 10 dB in comparison to predistortion. Furthermore, IMC allows to improve performances in term of linearity for different output levels and signal bandwidths. Compared with classical Cartesian feedback and feedforward structures, the robustness and stability of the proposed linearizer is improved.

Our next objective is to implement the proposed linearizer architecture for an industrial amplifier in cellular phones or RF base-station. In this case, we can study the robustness improvement with regard to carrier phase shifts in the linearizer branches or stability according to on-line devices variation.
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