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Abstract

We study numerically and theoretically the $d$-dimensional Hamiltonian motion of fast particles through a periodic field of scatterers, modelled by bounded, localized, (time-dependent) potentials, that we refer to as (in)elastic non-dissipative Lorentz gases. We illustrate the wide applicability of a random walk picture previously developed for a field of scatterers with random spatial and/or time dependence by applying it to four other models. First, for a periodic array of spherical scatterers in $d \geq 2$, with a smooth (quasi-)periodic time dependence, we show Fermi acceleration: the ensemble averaged kinetic energy $\langle \|p(t)\|^2 \rangle$ grows as $t^{2/5}$. Nevertheless, the mean squared displacement $\langle \|q(t)\|^2 \rangle \sim t^2$ behaves ballistically. These are the same growth exponents as for random time-dependent scatterers. Second, we show that in the soft elastic and periodic Lorentz gas, where the particles’ energy is conserved, the motion is diffusive, as in the standard hard Lorentz gas, but with a diffusion constant that grows as $\|p_0\|^5$, rather than only as $\|p_0\|$. Third, we note the above models can also be viewed as pulsed rotors: the latter are therefore unstable in dimension $d \geq 2$. Fourth, we consider kicked rotors, and prove them, for sufficiently strong kicks, to be unstable in all dimensions with $\langle \|p(t)\|^2 \rangle \sim t$ and $\langle \|q(t)\|^2 \rangle \sim t^3$. Finally, we analyze the singular case $d = 1$, where $\langle \|p(t)\|^2 \rangle$ remains bounded in time for time-dependent non-random potentials whereas it grows at the same rate as above in the random case.
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1 Introduction

In this paper, we shall be interested in the classical dynamics generated by Hamiltonians of the form

\[ H(q, p, t) = \frac{p^2}{2} + \lambda V(q, t), \]  

(1.1)

where the potential \( V \) is smooth, periodic in its (dimensionless) spatial variable \( q \) and periodic or quasi-periodic in its (dimensionless) time variable \( t \). We suppose \( \max_{q,t} |V(q, t)| \leq 1; \lambda > 0 \) is a coupling constant. More specifically, we consider potentials of the form

\[ V(q, t) = \sum_{m \in \mathbb{Z}^d} W(q - x_m, \omega t + \phi_0), \quad x_m = \sum_i m_i e_i, \]  

(1.2)

where the \( e_i, i = 1 \ldots d \) form a basis of \( \mathbb{R}^d \), with \( \|e_i\| = 1 \) and where \( W(q, \phi) \) is a function on \( \mathbb{R}^d \times \mathbb{T}^m \), which is spherically symmetric in \( q \), and of compact support contained in the ball of radius \( 1/2 \) centered at \( q = 0 \). It is periodic in \( \phi \) so that, with \( \omega \in \mathbb{R}^m \) a frequency vector, the potential is periodic or quasi-periodic in time. The model can be thought of as a soft inelastic and periodic Lorentz gas, in which the particle with position \( q \) and momentum \( p \) scatters off periodically placed scatterers, modelled by the identical and localized time-dependent potentials \( W \). We consider an ensemble of particles with fixed given initial energy \( \|p_0\|^2 \) starting off in a random initial direction from a position close to the origin. We will always suppose \( \|p_0\|^2 \) is large compared to \( \lambda \). We will give numerical and analytical evidence for the fact that, for \( d \geq 2 \), the averaged kinetic energy \( \langle \|p(t)\|^2 \rangle \) and mean squared displacement \( \langle \|q(t)\|^2 \rangle \) of such an ensemble behave like

\[ \langle \|p(t)\|^2 \rangle \sim t^{2/5}, \quad \langle \|q(t)\|^2 \rangle \sim t^2. \]  

(1.3)

The motion is in this sense ballistic, and this in spite of the fact that the averaged kinetic energy of the particle increases with time, so that the particle undergoes Fermi acceleration. This is, as we will see, a consequence of the fact that the particle turns while travelling. We wish to stress that the power laws in (1.3) are identical to the ones valid for random time-dependent potentials, studied in [ABLP10]. In that paper, the motion of a particle in a random potential of the form

\[ V(q, t) = \sum_m \lambda_m W(q - x_m, \omega t + \phi_m) \]  

(1.4)

was considered. Contrary to the situation described in (1.2), the scattering centers \( x_m \) in (1.4), as well as the initial phases \( \phi_m \) and the coupling constants \( \lambda_m \) are i.i.d. random variables. It was shown in [ABLP10] that the
statistical properties of the motion in such a potential are well described by
a random walk; this allows for the prediction of the asymptotic behaviour
of the particles’ mean position and momentum. In the numerics performed
in [ABLP10] it was already briefly noted that even if the coupling constants
and scattering centers are non-random, so that the only randomness remain-
ing is in the phases $\phi_m$, this asymptotic behaviour is unaltered. We go a
step further in the present paper: if the spatial dimension of the system is
greater than one, and if the random phases $\phi_m$ are all chosen equal, leading
to a purely deterministic potential, periodic in space and (quasi-)periodic
in time (as in (1.2)), the asymptotics of the particles’ motion is not altered.
This is, as we will see, a result of the fact that the geometry of the periodic
lattice together with the instabilities in the dynamics of the individual scatter-
ing events undergone by the particle suffice to effectively randomize the
motion, even if the potential itself is completely deterministic: the motion
is in this sense self-randomizing.

We will support the results in (1.3) with numerical data for two simple
models of $W$ (figure 3), and with a straightforward extension of the ideas
developed in [ABLP10] which, as pointed out already, dealt with random
time-dependent potentials. The central idea of this analysis is the claim that
the particle motion is efficiently described by a random walk, in which one
step corresponds to one crossing by the particle of an effective correlation
length of the potential, which is present, as we shall see, in spite of the fact
that the potential is not random. We will show the growth exponents in
(1.3) are directly related to the typical momentum transfer $\Delta p$ undergone
by the particle during one such crossing. In the present situation, it obeys
$\Delta p \sim \|p\|^{-2}$, as we will show.

In order to illustrate the versatility of our approach we mention it also
applies to other types of inelastic Lorentz gases that have been considered in
the literature. In [LRA99, LRA00], the scatterers are hard obstacles, as in
the usual elastic Lorentz gas, but with periodically or stochastically moving
boundaries. It is found that the particles’ kinetic energy grows linearly in
time for the stochastic case. This can also be inferred from our analysis,
since, as the authors show, in these systems, the typical momentum transfer
in one collision is of order $\|p\|^0 \sim 1$, and does therefore not decrease with
momentum. As such, these systems are similar to kicked rotors, discussed
below, for which the energy growth is indeed linear, as we shall establish. For
periodically moving boundaries, the authors report a slightly faster energy
growth in the systems they study, presumably due to the persistence of
correlations; no quantitative analysis is made of the numerically determined
exponent, however. Let us finally mention that no analysis of the behaviour
of the particle position is performed in those works, either. We conjecture
it to be of the same type as in the kicked rotor, namely $\langle\|q(t)\|^2\rangle \sim t^3$ (see
below).

Our random walk analysis furthermore applies to the soft elastic Lorentz
gas \( (d \geq 2) \), in which the potentials \( W \) in (1.2) are independent of time. Energy is then conserved and hence the kinetic energy of the particle is bounded, and constant in time between collisions. We show that the particle then diffuses in space, so that

\[
\langle \|q(t)\|^2 \rangle \sim t. \tag{1.5}
\]

In addition, we show the diffusion constant to grow very fast, as \( \|p_0\|^5 \) and we illustrate these claims with numerical data (figure 5). In a periodic potential with Coulomb singularities, it was proven in [Kna] that the motion is diffusive at sufficiently high energies and argued in [Nob95] that the diffusion constant scales as \( \|p_0\|^3 \). The different power laws stem from the following fact. Whereas in our models the particle undergoes many small deflections from a straightline path, leading to a mean free path behaving as \( \|p_0\|^4 \), in singular Coulomb potentials the diffusion mechanism is dominated by occasional large deflections, leading to a mean free path behaving as \( \|p_0\|^2 \). Note finally that in the usual Lorentz gas, with hard scatterers, the motion has been rigorously proved to be diffusive as well [BS81], but the diffusion constant then scales as \( \|p_0\| \), due to the trivial scaling of the motion with the speed.

There is a second interpretation of the results described above, to which we now turn. There has been continued interest in the study of time-periodic or time-quasi-periodic perturbations of completely integrable Hamiltonian systems, both in classical and quantum mechanics. The basic problem is the one of their stability. Noting that the Hamiltonian in (1.1) is invariant under the lattice translation group \( \mathbb{Z}e_1 + \cdots + \mathbb{Z}e_d \) one concludes it generates a Hamiltonian dynamics on \( \mathbb{T}^d \times \mathbb{R}^d \), where \( \mathbb{T}^d \) designates the torus \( \mathbb{T}^d = \mathbb{R}^d / (\mathbb{Z}e_1 + \cdots + \mathbb{Z}e_d) \). With this change of viewpoint the Hamiltonian (1.1) therefore describes a particle moving on a flat torus, perturbed by a scatterer modelled by the time-(quasi)-periodic potential \( W \). Such systems are referred to as pulsed rotors, and are perturbations of the completely integrable system consisting of a free particle on a flat torus. They are said to be stable if their kinetic energy is uniformly bounded in time, i.e. \( \sup_t \|p(t)\| < +\infty \).

Viewing the Hamiltonian (1.1)-(1.2) as describing a pulsed rotor, the first relation of (1.3) shows that pulsed rotors are unstable when \( d \geq 2 \). As will become clearer below, the potential \( V \) constitutes an increasingly small perturbation of the free particle, as the particle momentum gets larger. The unbounded growth of the energy observed in (1.3) therefore suggests that either all invariant tori of the unperturbed system are destroyed by the perturbation, or that the momentum variable diffuses between the remaining tori, slowly increasing with time at a rate given in (1.3). We have not explored any further the complicated mechanisms, possibly related to Arnold diffusion, by which this may happen; our results are obtained through a
much simpler analysis of the momentum transfer in a single scattering event, which is sufficient to predict the rate of growth of the diffusion mechanism.

The preceding analysis does not apply when $d = 1$, where the motion in a random time-dependent potential as in (1.4) is completely different from the one in a potential that is (quasi-)periodic in time as in (1.2). Indeed, we find for the models we study numerically that, for very long times, (see figure 6)

$$\langle p^2(t) \rangle \sim 1, \quad \langle q^2(t) \rangle \sim t. \quad (1.6)$$

This is in contrast with the behaviour in a random potential of the type (1.4), where one has (see [ABLP10]) for $d = 1$:

$$\langle p^2(t) \rangle \sim t^{\frac{5}{2}}, \quad \langle q^2(t) \rangle \sim t^{\frac{12}{5}}. \quad (1.7)$$

We will explain this difference in Section 3. Note that (1.6) indicates the system to be stable. We will provide two theorems (Theorems 3.1 and 3.2) supporting this last claim for arbitrary long times using basic time-dependent Hamiltonian perturbation theory. More precisely, we show with a suitable rescaling of the variables that the system is equivalent to a small, smooth and adiabatic perturbation of a simple one-dimensional completely integrable system: a particle moving freely on a circle. We then use Lie-Deprit perturbation theory to show momentum is an adiabatic invariant of the system. The result actually holds for arbitrary time-dependent potentials, provided they are bounded and sufficiently smooth in time: no assumption needs to be made on the (quasi-)periodicity of the time dependence. Since the system is one-dimensional, we have no resonances to contend with. These results are not surprising: other one-dimensional non-autonomous systems have been studied extensively in the literature over the years, such as the Fermi-Ulam model [Ula61] in which a particle moves between a fixed and a periodically moving wall, and variations thereof. It is generally expected and it has been shown in some cases that sufficiently smooth, periodically driven one-dimensional systems are stable: the basic idea is that some KAM tori survive the perturbation and create barriers blocking indefinite energy growth [LL72, LL92, LM88]. Presumably, if one assumes the potential to be analytic, similar results can be obtained for the model we study here.

It is finally instructive to notice the difference in behaviour of the pulsed rotors considered above with kicked rotors, in which the time dependence of the potentials in (1.1) is very singular, of the form

$$V(q, t) = \lambda \sum_n \delta(t - n)v(q), \quad (1.8)$$

with $v$ a sufficiently smooth function of its argument. For such systems, it is easy to write down the Floquet transformation which gives the evolution
of the system over one period of the potential:

\[ \Phi(q,p) = (q', p'), \quad \text{where} \quad p' = p - \lambda \nabla v(q), \quad q' = q + p'. \tag{1.9} \]

In that case, we find, for \( \lambda \) sufficiently large, and independently of the dimension \( d \), that (see figure 8)

\[ \langle \|p(t)\|^2 \rangle \sim t, \quad \langle \|q(t)\|^2 \rangle \sim t^3. \tag{1.10} \]

This is again easily understood in terms of the random walk picture we develop in Section 2, showing the flexibility of the approach developed in [ABLP10] and here. The main difference with the case of pulsed systems resides in the observation that, whereas for kicked systems the momentum change undergone by a particle in one period of the potential is of order \( \|p\|^0 \sim 1 \), independently of the size of the initial momentum of the particle and of the dimension \( d \) (as is clear from (1.9)), this momentum change is of order \( \|p\|^{-1} \) for pulsed systems. Indeed, in one period, the particle traverses the unit cell \( \|p\| \) times, undergoing each time a momentum change of order \( 1/\|p\|^2 \) only, as pointed out above. This fully explains the slower energy growth observed in pulsed systems, as well as the slower growth of the mean squared displacement.

We end with some comments on the situation in quantum mechanics and the relation of our work with the question of quantum suppression of classical chaos. It was observed numerically in [CCIF79] that the one-dimensional quantum kicked rotor is stable, even for large coupling (\( \lambda >> 1 \)), in contrast to its classical counterpart, which is stable only at small coupling. This is the phenomenon that has been dubbed “quantum suppression of classical chaos”; we refer to [Izr93] [Fis93] for reviews on the quantum kicked rotor in one dimension. Although stability of the kicked quantum rotor for weak coupling was proved in [Bou02], the problem remains open for strong coupling, therefore leaving a rigorous proof of the occurrence of quantum suppression of classical chaos in this system open.

For quantum pulsed rotors, on the other hand, the situation is somewhat better understood. First, in one dimension, it follows from [DSSV08] that if the potential is small, time-periodic with suitably Diophantine period, and sufficiently smooth in both its variables, the system is indeed stable [Duc09]. The proof relies on a quantum version of KAM theory and exploits the widening energy gap between successive eigenvalues of the unperturbed quantum system, typical of the free particle on a one-dimensional torus. It is however not clear whether this is an example of “quantum suppression of classical chaos”, to the extent that, as we argue here, the classical pulsed rotor is also stable in one dimension, and this independently of the strength of the potential.

For quantum pulsed rotors of arbitrary dimension, on the other hand, various almost stability results have been proved by Bourgain, who showed
they have a very slow energy growth bounded by $t^\epsilon$, for any $\epsilon > 0$, provided $V$ is a bounded $C^\infty$ function of both its variables (see [Bou99a]), and this, whether it is time-(quasi-)periodic or not (see also [Del10]). If the potential is analytic, small, and quasi-periodic in time, then in two dimensions this growth is even bounded by a suitable power of $\ln t$ under some additional Diophantine conditions on the frequency vector (see [Bou99b]). The same logarithmic bound holds in one dimension, without the smallness hypothesis. It furthermore holds for time-periodic potentials in all dimensions, without a smallness condition or conditions on the frequency vector.

These quantum "almost" stability results for pulsed rotors stand in contrast to our results here on their classical counterparts, which we argue to be unstable if $d \geq 2$, with a power law growth of their kinetic energy given by $t^{2/5}$. As such, these models will provide examples of "quantum suppression of classical chaos" provided a fully rigorous proof can be provided of our results on the higher dimensional systems considered in this paper.

The rest of the paper is organized as follows. In Section 2 we describe the random walk approximation we use to analyze the motion of the systems studied when $d \geq 2$. We also show how to derive the various power laws for $\langle \|p(t)\|^2 \rangle$ and $\langle \|q(t)\|^2 \rangle$ from it and present our numerical data. In Section 3, we study the one dimensional problem. In Section 4, we establish a comparison with kicked systems.
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2 Inelastic and elastic Lorentz gases in $d \geq 2$

In this section, we first briefly explain how the random walk description of the motion through an array of random scatterers, developed in [ABLP10], can be adapted to the present case. We suppose $d \geq 2$. We will then summarily show how the analysis of this random walk leads to the asymptotics (1.3), referring to [ABLP10] for more details. We consider a typical trajectory of a particle moving in the potential $V$ described in (1.2). Such a trajectory will successively “visit” scattering centers $x_{Nn}$ at a sequence of instants $t_n$, with incoming momenta $p_n$ and impact parameters $b_n$. Those quantities are related by (see figure 1):

$$q_n^- = x_{Nn} - \frac{1}{2} e_n + b_n, \quad e_n = \frac{p_n}{\|p_n\|}, \quad b_n \cdot e_n = 0, \quad \|b_n\| \leq 1/2.$$
Figure 1: A particle at time $t_n$ impinging with momentum $p_n$ and impact parameter $b_n$ on the $n$th scatterer, centered at the point $x_{N_n}$.

Note that we view the impact parameter as a vector perpendicular to the incoming direction. We choose $t_0 = 0$ and $x_0 = 0$: the particle starts at the scatterer at the origin. We also assume the initial velocity of the particle is large, meaning $\|p_0\|^2 >> \lambda$. At each scattering event the momentum of the particle undergoes a change $\Delta p_n = p_{n+1} - p_n$. The momentum $p_{n+1}$ with which it leaves the $n$-th scatterer is also the one with which it impinges on the next one. This momentum change depends on the time of arrival $t_n$ of the particle at the scattering center, via the phase $\phi_n = \phi_0 + \omega t_n$, as well as on its impact parameter $b_n$. One has

$$\Delta p_n = R(p_n, b_n, \phi_n),$$  \hspace{1cm} (2.1)$$

where

$$R(p, b, \phi) = -\lambda \int_0^{+\infty} d\tau \nabla W(q(\tau), \omega \tau + \phi)$$  \hspace{1cm} (2.2)$$

in which $\tau \rightarrow q(\tau)$ is the solution of

$$\ddot{q}(t) = -\lambda \nabla W(q(t), \omega t + \phi), \quad q(0) = b - \frac{1}{2} \frac{|p|}{\|p\|}, \quad p(0) = p.$$ 

After leaving the support of the $n$th scatterer, the particle travels a distance $\eta_n$ to the next scatterer, which it reaches after a time $\Delta t_n = \eta_n/\|p_{n+1}\|$. The distance $\eta_n$, hence the time $t_{n+1}$ and the phase $\phi_{n+1}$ depend on the geometry of the periodic lattice as well as on the dynamics of the scattering event via the precise point $q_n^+$ where the particle leaves the $n$-th scatterer.
as well as through the outgoing direction $e_{n+1}$. As a result, it is legitimate to expect that, after a large number of scattering events, the phases $\phi_n$ and impact parameters $b_n$ are randomized, that is, they are uniformly distributed in their natural range, and that they display short temporal correlations only. This hypothesis was tested numerically, and the results are shown in figure 2. In all the numerical results shown in this paper for higher dimensional systems, we employed a two-dimensional hexagonal lattice with, for $N = (N_1, N_2) \in \mathbb{Z}^2$, $x_N = N_1 u + N_2 v$, where $u = (1, 0)$, $v = \frac{1}{2}(1, \sqrt{3})$. The potential $W$ was taken in the form of a time-dependent, flat circular potential,

$$W(q, t) = f(t) \chi \left( \frac{\|q\|}{q_s} \right), \quad q \in \mathbb{R}^2,$$

(2.3)

where $\chi(x) = 1$ if $0 \leq x \leq 1$ and $\chi(x) = 0$ otherwise. The parameter $q_s$ satisfies $\frac{\sqrt{3}}{4} < q_s < 1/2$ to ensure the system has finite horizon and $\lambda = 1/6$. Two different cases were explored for the function $f$, namely,

$$f_1(t) = \cos(t) \quad \text{and} \quad f_2(t) = \cos(t) + \cos \left( \sqrt{2} t \right).$$

In the numerical calculations, each particle has the same initial speed and is initially placed at random at a point on the boundary of the scatterer.
Figure 3: Numerically determined values of $\langle \|p_n\|^2 \rangle$, $\langle \|p(t)\|^2 \rangle$, $\langle \|q_n\|^2 \rangle$ and $\langle \|q(t)\|^2 \rangle$ in a two-dimensional hexagonal lattice for the potential described by equation (2.3) where $f(t) = \cos(t)$. In each plot, different symbols correspond to different initial conditions, as indicated.

at the origin, with an initial velocity drawn with equal probability from all possible outward directions.

The data in figure 2 strongly indicate that the distributions of phases and impact parameters are indeed randomized after a relatively short time, and that they decorrelate, despite the fact that the potential is periodic in space and time. Under the described circumstances, the statistical behaviour of the ensemble of particles is expected to be the same as that of an ensemble executing the random walk

$$p_{n+1} = p_n + R(p_n, b_n, \phi_n), \quad t_{n+1} = t_n + \frac{\eta_s}{\|p_{n+1}\|}, \quad q_{n+1} = q_n + \eta_s e_{n+1},$$

(2.4)

where $\eta_s$ is the average distance traveled between scattering events, $q_n$ the position of the particle at the $n$th such event and in which $b_n$ and $\phi_n$ are treated as independent random variables, each distributed in its natural range. We will write $\langle \cdot \rangle$ for the corresponding averages.

The analysis of this random walk was performed in detail in [ABLP10] and in [Agu10]. We reproduce here only the essence of the arguments allowing to predict the asymptotic behaviour of the particles’ averaged energy and position, referring to the above works for more mathematical details. We will in particular only carry the leading order terms in all expansions.

We first describe the growth of the kinetic energy of the particle (see figure 3, top panels). Leading order perturbation theory applied to (2.1)
and (2.2) yields
\[ \|p_{n+1}\| \simeq \|p_n\| + \frac{\beta_n^{(1)}}{\|p_n\|^2}, \] where \[ \beta_n^{(1)} = \lambda \int_{-\infty}^{+\infty} d\mu (\omega \cdot \nabla \phi) W (b + \mu e_n, \phi_n). \] (2.5)

Since, if the \(\phi_n\) are uniformly distributed on the torus, \(\langle \beta_n^{(1)} \rangle = 0\), one can think of (2.5) as a random walk with variable step size and it is then easy to determine the asymptotic behaviour of \(\|p_n\|\). Indeed, since
\[ \Delta \|p_n\|^3 \simeq 3\|p_n\|^2 \Delta \|p_n\| \simeq 3\beta_n^{(1)}, \] (2.6)

\(\|p_n\|^3\) executes a standard random walk with \(\|p_n\\\)-independent step, so that
\[ \langle \|p_n\|^3 \rangle \sim n^{\frac{1}{2}}, \] and \[ \langle \|p_n\|^s \rangle \sim n^{\frac{s}{2}} (s > -3), \] (2.7)
since the correlations between the \(\beta_n^{(1)}\) are supposed to decrease fast. Combining this result with (2.4), one finds
\[ \langle t_n \rangle \sim n^{\frac{2}{3}}, \] so that \[ \langle \|p(t)\|^s \rangle \sim t^{\frac{s}{2}}, \] (2.8)
which proves the first equation in (1.3). This slow growth of the energy \((s = 2)\) is indeed observed in the numerical data presented in figure 3 (top panels). It is identical to the one found for random time-dependent potentials in [ABLP10] confirming that the motion in a time-periodic potential of the type considered is self-randomizing due to the instabilities inherent in the scattering mechanism.

To understand the asymptotic behaviour of the particle’s position \(q(t)\) we have to analyze how fast it turns. For that purpose, notice first that (2.2) and (2.4) allow one to write, to lowest order in perturbation theory:
\[ p_{n+1} \simeq p_n + \frac{\alpha_n^{(1)}}{\|p_n\|}, \] where \[ \alpha_n^{(1)} = -\lambda \int_{-\infty}^{+\infty} d\mu \nabla W (b_n + \mu e_n, \phi_n). \] (2.9)

Note that \(\alpha_n^{(1)} \cdot e_n = 0\) and \(\langle \alpha_n^{(1)} \rangle = 0\). It follows from (2.5) and (2.9) that
\[ e_{n+1} \simeq e_n + \frac{\alpha_n^{(1)}}{\|p_n\|^2}. \] (2.10)

One can therefore think of the \(e_n\) as executing a random walk on the unit sphere in \(\mathbb{R}^d\). For values of \(m\) small enough that \(\|p_{n+m}\| \sim \|p_n\|\), that is for \(m < < n\) (see (2.6)-(2.7)), it is legitimate to approximate this walk by
\[ e_{n+m} \simeq e_n + \frac{1}{n^{\frac{2}{3}}} \sum_{k=0}^{m-1} \alpha_{n+k}^{(1)}. \]
Figure 4: Coordinates of the vectors \( e_k, k \in \{1; m\} \), with \( m \) as indicated, for a single trajectory in the model described by equation (2.3) with \( f(t) = \cos(t) \). The initial velocity is taken to be \( p_0 = 2e_0 \), and \( e_0 \) is represented by the large dot.

Thinking of the \( \alpha_{n+k}^{(1)} \) as independent steps (again, for a more careful treatment, see [ABLP10]), it follows that \( \langle \|e_{n+m} - e_n\| \rangle \sim m^{\frac{1}{2}} / n^{\frac{1}{3}} \). We conclude that \( \langle \|e_{n+m} - e_n\| \rangle \sim 1 \) for times of order \( m \sim n^{\frac{2}{3}} << n \). This means in particular that, if after \( n \) collisions, we consider only those particles moving in a given direction \( e \), so that \( e_n = e \), it will take of the order of \( n^{2/3} \) more collisions for the distribution of particle directions to spread over a macroscopic angle about \( e \). This spreading is qualitatively illustrated in figure 4, where we see that after \( m \sim 1500 \) collisions, the set of directions \( \{e_k\}_{k \in \{1; m\}} \) covers the unit circle.

Writing \( M_k \) for the number of collisions needed for the particle to turn \( k \) times over a macroscopic angle, we find

\[
M_{k+1} = M_k + M_k^{\frac{2}{3}},
\]

so that \( M_k \sim k^3 \). It is then reasonable to think of the motion as being effectively rectilinear at constant speed between \( M_k \) and \( M_{k+1} \), so that one obtains an effective random walk for the particle position given by

\[
q_{M_{k+1}} = q_{M_k} + \eta_k (M_{k+1} - M_k) e_{M_k} \simeq q_{M_k} + \eta_k k^2 e_{M_k}.
\]

Treating the \( e_{M_k} \) as independent random variables distributed uniformly on
the sphere, one finds from this that
\[ \langle \|q_{M_k}\|^2 \rangle \sim \sum_{\ell=1}^{k} \ell^4 \sim k^5 \simeq M_k^{5/3}. \]

Extrapolating to all \( n \) and using (2.8) yields the second equation in (1.3) (see figure 3, bottom panels).

We point out that the previous analysis about the evolution of \( q_n \) applies equally well to a time-independent potential \( W \). In that case, the kinetic energy \( \|p_n\|^2 \) of the particle is of course a constant of the motion and one finds, instead of (2.10)
\[ e_{n+1} \simeq e_n + \frac{\alpha_{(1)}}{\|p_0\|^2}, \]
so that
\[ e_{n+m} = e_n + \frac{1}{\|p_0\|^2} \sum_{k=0}^{m-1} \alpha_{n+k}, \text{ and } \langle \|e_{n+m} - e_n\| \rangle \sim \frac{\lambda}{\|p_0\|^2} \sqrt{m}, \]
provided \( \|p_0\| \) is large, that is \( \|p_0\|^2 \gg \lambda \). The directions \( e_n \) now diffuse on the unit sphere at a fixed rate, that decreases with the particle’s speed as \( \|p_0\|^{-2} \): indeed, the faster the particle, the less it turns in one scattering event. It follows that \( M_{k+1} = M_k + \lambda^{-2}\|p_0\|^4 \), so that \( M_k \sim \lambda^{-2}\|p_0\|^4 k \) from which one concludes with a reasoning as above that
\[ \|q(t)\|^2 \sim \frac{\eta_s}{\lambda^2}\|p_0\|^5 t. \]

In other words, our random walk analysis shows that in a soft elastic Lorentz gas, the particle diffuses, and that the corresponding diffusion constant grows like \( \|p_0\|^5 \). This is illustrated in figure 5. One notices in the left panel that at high speeds the diffusive regime sets in at later times, as expected: this is apparent from the bending of the topmost graphs. For short times, the motion is ballistic, of course. It is furthermore interesting to note the difference with what happens in the hard Lorentz gas, where diffusion of the particle has been rigorously proven; one has \( \|q(t)\|^2 \sim \|p_0\| t \). The slow growth of the diffusion constant as \( \|p_0\| \) can in that case be explained by the observation that, in the presence of hard obstacles, the trajectories do not depend on the speed of the particle, so that the velocity dependence of the diffusion constant follows from a simple scaling argument.

This ends our analysis of the class of soft non-dissipative inelastic and elastic Lorentz gases in dimension \( d \geq 2 \), described by (1.2). As pointed out in the introduction, the Hamiltonians (1.1)-(1.2) can also be viewed as describing pulsed rotors: our results here show they are unstable in higher dimension since their energy grows on average. A comparison with kicked rotors will be made in Section 4. But we first turn in the next section to the study of the one-dimensional situation, which is very different.
Figure 5: Numerically determined values of $\langle \|q(t)\|^2 \rangle$ (left panel) and of the diffusion constant (right panel) in the case of a soft Lorentz gas with a potential as in (2.3), with $f(t) = 1$ and $\lambda = 0.49^2 / 2$, for 12 initial velocities $\|p(0)\|$ from 0.5 to 3.8.

3 Inelastic Lorentz gases and pulsed rotors in one dimension

Unlike the standard (hard) Lorentz gas, which has no interesting analog in one dimension, the soft Lorentz gas described by (1.1)-(1.2) yields a meaningful and non-trivial dynamics in one dimension as well. It is to its study we turn our attention in this section.

We have just shown that, in dimensions strictly higher than one, the asymptotic behaviour of a high speed particle in a potential periodic in space and (quasi-)periodic in time (as in (1.2)) is identical to its behaviour in a field of random scatterers (as in (1.4)). We will now see that in one dimension the situation is totally different. It was shown in [ABLP10] that in the random case, the particle momentum grows as $t^{1/5}$, just as in higher dimensions. We will show here that, on the contrary, the momentum of a particle in a space and time-periodic potential remains bounded for very long times. The precise results are given in Theorems 3.1 and 3.2 below. In fact, our conclusions hold for spatially periodic potentials with an arbitrary smooth and bounded time dependence: time-periodicity is not needed. The results follow from time-dependent Hamiltonian perturbation theory, with the inverse of the particle’s initial speed as the small parameter.

To understand the notion of high speed in the present context it is helpful
to remember how the dimensionless Hamiltonian $H$, position $q$, momentum $p$ and time $t$ in (1.1) arise. The problems we are considering have a natural length scale $\ell$, which is the size of the unit cell of the lattice, and a natural time scale $T$, which is the typical scale on which the potential fluctuates. This suggests expressing the position $\tilde{q}$ of the particle as a multiple of $\ell$, its momentum as a multiple of $\ell/T$ (we set the mass equal to 1) and to measure time in units of $T$. So, writing $\tilde{q} = \ell q$, $\tilde{p} = p\ell/T$ and $\tau = tT$, the equations of motion for $(\tilde{q}, \tilde{p})$, equivalent to those obtained from (1.1) are

$$\begin{align*}
\frac{d\tilde{q}}{d\tau}(\tau) &= \tilde{p}(\tau), \\
\frac{d\tilde{p}}{d\tau}(\tau) &= -\frac{\lambda\ell}{T^2} \partial_q V\left(\frac{\tilde{q}(t)}{\ell}, \frac{\tau}{T}\right),
\end{align*}$$

(3.1)

which are Hamilton’s equations for

$$\hat{H}(\tilde{q}, \tilde{p}, \tau) = \frac{\tilde{p}^2}{2} + \mu V\left(\frac{\tilde{q}}{\ell}, \frac{\tau}{T}\right),$$

with $\mu = \lambda\ell^2/T^2$ having the dimension of an energy. In what follows, the potential $V$ is a dimensionless smooth function in $C^\infty(\mathbb{R}^2)$, periodic of period 1 in its first (spatial) variable, and bounded with uniformly bounded derivatives in both its variables. It need not be of the specific form given in (1.2) and in particular, we do not assume the potential is (quasi-)periodic in time. As before, the spatial periodicity of the potential implies we can equally well think of the equations as describing a particle moving on a circle of circumference $\ell$ in a bounded time-dependent potential.

This Hamiltonian has one dimensionless parameter, which is $\lambda = \mu T^2/\ell^2$, where $\mu$ is the typical strength of the potential and $\ell^2/T^2$ the kinetic energy of a particle crossing the unit cell in a time $T$. We will study the solutions of the equations of motion for large initial momentum $\tilde{p}(0)$, by which we mean

$$ap_\ast \frac{\ell}{T} \leq \tilde{p}(0) \leq Ap_\ast \frac{\ell}{T} \iff ap_\ast \leq p(0) \leq Ap_\ast < +\infty$$

for some fixed $2 \leq a \leq A < +\infty$ and for a large value of $p_\ast$, to be specified below; $p_\ast$ is therefore a second dimensionless parameter, measuring the relative size of the initial momentum $\tilde{p}(0)$ and $\ell/T$. Note that $\varepsilon = 1/p_\ast$ is the time a free particle with initial momentum $p_\ast$ needs to traverse the unit cell of length 1, so that $\varepsilon << 1$ means this time is short compared to the time interval 1, characteristic of the variations of the potential. The particle is in this sense fast. We will in addition suppose $\lambda\varepsilon^2 << 1$, which means that the kinetic energy of the particle is much larger than the typical size of the potential: so the particle is energetic.

What will happen is intuitively clear: since the particle is energetic and fast, the potential provides a small and slow perturbation of the free motion.
In fact, in one traversal of the unit cell, the particle will pick up a momentum change of order $p^*_s^{-1}$ at most (see (2.9)). Naively, one may expect that after a time of order 1, the particle has turned around the circle $p_*$ times, resulting in a momentum change of order 1. If the momentum changes were systematic, this could lead to an acceleration $p(t) \sim t$, much faster than in a random time dependent potential where it was proven in [ABLP10] that $p(t) \sim t^{1/5}$. As we shall prove, the situation is much better than that: due to cancellations, the momentum is bounded for arbitrarily long times (Theorem 3.1). The phenomenon is illustrated in figure 6 for the potential $V(q,t) = \cos t \chi_{[0,2/3]}(q)$. Note that this potential is not even smooth in $q$, which does not seem to affect the stability of the momentum at all, on the time scale explored. The difference with the situation in higher dimensions is intuitively clear: in one dimension, there are no impact parameters that can be randomized by the successive scattering events and in addition, since the distances between successive scattering events are all rigorously identical, the phases of the potential do not randomize either.

We now give precise statements of the above claims, supposing

$$\forall t \in \mathbb{R}, \int_0^1 V(q,t) \, dq = 0. \quad (3.2)$$

This condition constitutes no restriction since we can always substract its spatial average from the potential without changing the equations of motion.

**Theorem 3.1.** Let $2 \leq a \leq A < +\infty$. For all $\sigma_* > 0$ and all $K \in \mathbb{N}^+$, there exists a constant $C_K > 0$ such that, for all $p_*$ large enough and for all initial conditions $ap_* \leq p(0) \leq Ap_*$, $q(0) \in [0,1]$, one has, for $0 \leq t \leq \sigma_* p_s^{K-2}$,

$$|p(t) - p(0)| \leq C_K \frac{1}{p(0)}.$$
Figure 7: On the left, the evolution of $p(t)$ for ten different initial velocities, from 0.2 to 2, for the potential $V(q,t) = \cos t \chi_{[0, 2/3]}(q)$. On the right, numerically determined values of $p(t)$ compared to values of $p_{ap}(t)$ for the same model and with initial velocity $p(0) = 2$.

The variations in $p(t)$ do really have an amplitude of $p(0)^{-1}$:

**Theorem 3.2.** For all $\sigma > 0$ and all $0 \leq t \leq \sigma$, $p(t) = p_{ap}(t) + O(p^{-2})$, where $p_{ap}(t) = p(0) - \lambda (V(q(0) + p(0)t, t) - V(q(0), 0))/p(0)$.

This result is illustrated in figure 7. Its proof provides in addition an approximation of $p(t)$ to order $p^{-2}$ for arbitrary long times (See Corollary 3.3). We will prove these results using standard techniques of Hamiltonian perturbation theory as explained in [Car81, LL92, LM88], only sketching the essence of the arguments and stressing the points particular to the present model. Details are given in [Agu10]. We note that Theorem 3.1 is close to a statement that can be found on p200 of [LM88]. We first rewrite the equations of motion in a form suitable for Hamiltonian perturbation theory. For that purpose, we define a new time scale and new variables

$$
\sigma = \frac{t}{\varepsilon} = p_* t, \quad \bar{q}(\sigma) = q(\varepsilon \sigma), \quad \bar{p}(\sigma) = \frac{p(\varepsilon \sigma)}{p_*} = \varepsilon p(\varepsilon \sigma).
$$

(3.3)

Here $\sigma$ counts the number of revolutions executed by a particle of momentum $p_*$ in a time $t$. Then, if $(q(t), p(t))$ solves Hamilton’s equations corresponding to (1.1), they satisfy

$$
\begin{cases}
\frac{d\bar{q}}{d\sigma}(\sigma) = \bar{p}(\sigma), \\
\frac{d\bar{p}}{d\sigma}(\sigma) = -\varepsilon^2 \lambda \partial_1 V(\bar{q}(\sigma), \varepsilon \sigma),
\end{cases}
$$

(3.4)
with initial conditions \( q(0) \in [0,1]\) et \( 2 \leq a \leq \bar{p}(0) \leq A < +\infty \). These are Hamilton’s equations corresponding to \( \overline{H} \) defined by

\[
\overline{H}(q, \bar{p}, \varepsilon, \tau) = \frac{1}{2} \bar{p}^2 + \varepsilon^2 \lambda V(q, \tau),
\]

where \( \tau = \varepsilon \sigma \). We will write \( (q(\sigma), \bar{p}(\sigma)) := \Phi_{\sigma}^{\overline{H}}(q(0), \bar{p}(0)) \) for the Hamiltonian flow generated by \( \overline{H} \).

**Proof of Theorem 3.1.** One considers a \( C^\infty \) function \( \chi(q, \bar{p}, \mu, \tau) \) periodic in \( q \), defined for \( \bar{p} > 0, \mu, \tau \in \mathbb{R} \), which is bounded together with all its derivatives on \( \bar{p} > \delta \), for all \( \delta > 0 \). We will show a judicious choice of \( \chi \) allows to use its flow to define new coordinates \((\overline{Q}, \overline{P})\) in which the equations (3.4) take a simple form. More precisely, we define the local diffeomorphisms

\[
\Phi_{(\mu, \tau)}^{\chi}(\overline{Q}, \overline{P}) = (q(\mu, \tau), \bar{p}(\mu, \tau)),
\]

through the Hamiltonian flow in \( \mu \) of \( \chi \):

\[
\begin{aligned}
\frac{d\bar{q}(\mu, \tau)}{d\mu} &= (\partial_{\bar{p}}\chi)(q(\mu, \tau), \bar{p}(\mu, \tau), \mu, \tau), \\
\frac{d\bar{p}(\mu, \tau)}{d\mu} &= - (\partial_{q}\chi)(q(\mu, \tau), \bar{p}(\mu, \tau), \mu, \tau),
\end{aligned}
\]

with initial conditions \( (q(0, \tau), \bar{p}(0, \tau)) = (\overline{Q}, \overline{P}) \). If \( \mu \) is small enough, then for all \( \tau \) and for \( k = 1, 2, \)

\[
(\Phi_{(\mu, \tau)}^{\chi})^{-1} : \mathbb{R} \times [a/k; \infty[ \rightarrow \mathbb{R} \times [a/2k; \infty[.
\]

At the end of the proof we will take \( \mu = \varepsilon \), which means \( p_0 = 1/\varepsilon \) has to be large enough. For all \( \mu \leq \varepsilon \) and all \( \sigma \) small enough so that \( \Phi_{\sigma}^{\overline{H}}(\mathbb{R} \times [a, +\infty[) \subset \mathbb{R} \times [a/2, +\infty[ \), we define for \((\overline{Q}, \overline{P}) \in \mathbb{R} \times [a/2, +\infty[ \):

\[
\psi_{(\mu, \sigma)}(\overline{Q}, \overline{P}) := \left( (\Phi_{(\mu, \tau)}^{\chi})^{-1} \circ \Phi_{\sigma}^{\overline{H}} \circ \Phi_{(\mu, 0)}^{\chi} \right)(\overline{Q}, \overline{P}).
\]

We also define

\[
(\overline{Q}(0), \overline{P}(0)) = (\Phi_{(\mu, 0)}^{\chi})^{-1}(q(0), \bar{p}(0)) \) and \((\overline{Q}(\sigma), \overline{P}(\sigma)) = \psi_{(\mu, \sigma)}(\overline{Q}(0), \overline{P}(0)) \).

Since \( \psi_{(\mu, \sigma)} \) is symplectic, there exists a Hamiltonian \( \tilde{H}(\overline{Q}, \overline{P}, \mu, \tau) \) of which \( \psi_{(\mu, \sigma)} \) is the flow with respect to \( \sigma \), with \( \mu \) fixed:

\[
\frac{d}{d\sigma} f \circ \psi_{(\mu, \sigma)} = \left\{ f; \tilde{H} \right\} \circ \psi_{(\mu, \sigma)}, \quad \forall f : \mathbb{R} \times \mathbb{R}^+ \rightarrow \mathbb{R}.
\]

We will write \( \psi_{(\mu, \sigma)} = \Phi_{\sigma}^{\tilde{H}} \). The expression for \( \tilde{H} \) is known ([Car81, LM88]):

\[
\tilde{H} = \overline{H} \circ \Phi_{(\mu, \tau)}^{\chi} - \int_{0}^{\mu} \partial_{\sigma} \chi \circ \Phi_{(\mu', \tau)}^{\chi} \, d\mu'.
\]
We obtain the result by constructing $\chi$ as a polynomial of degree $K$ in $\mu$, 

$$
\chi(\tilde{q}, \tilde{p}, \mu, \tau) = \sum_{n=0}^{K} \mu^n \chi_{n+1}(\tilde{q}, \tilde{p}, \tau),
$$

for each $K \in \mathbb{N}^*$, in such a way that for $\mu = \varepsilon$,

$$
\frac{d}{d\sigma} \mathcal{P}(\sigma) = -\partial_{\sigma} \tilde{H} (\mathcal{Q}(\sigma), \mathcal{P}(\sigma), \varepsilon, \tau) = O(\varepsilon^{K+1}); \sup_{\sigma \geq 0} |\mathcal{P}(\sigma) - \bar{p}(\sigma)| = O(\varepsilon^2).
$$

(3.9)

To obtain this, the smooth functions $\chi_n$ will be chosen so that, when $\mu = \varepsilon$, $\tilde{H}$ is independent of $\mathcal{Q}$ up to terms of order $\varepsilon^{K+1}$. Clearly, for all $f \in C^\infty(\mathbb{R} \times \mathbb{R}^+, \mathbb{R})$ and for all $\tau \geq 0, \tilde{q}, \mathcal{Q} \in \mathbb{R}, \tilde{p}, \mathcal{P} > 0$, the functions

$$
\mu \mapsto f \circ \Phi^\chi_{(\mu, \tau)}(\mathcal{Q}, \mathcal{P}) \quad \text{and} \quad \mu \mapsto f \circ \left(\Phi^\chi_{(\mu, \tau)}\right)^{-1}(\tilde{q}, \tilde{p})
$$

are $C^\infty$. Indeed, one easily sees that, with $\Delta\chi := \{\cdot, \chi\} + \partial_{\mu}$,

$$
\partial^k_{\mu} \left(f \circ \Phi^\chi_{(\mu, \tau)}\right)(\mathcal{Q}, \mathcal{P}) = \left(\Delta^k_{\chi} f\right) \circ \Phi^\chi_{(\mu, \tau)}(\mathcal{Q}, \mathcal{P}), \quad \forall k \in \mathbb{N},
$$

A similar argument works for $\mu \mapsto f \circ \left(\Phi^\chi_{(\mu, \tau)}\right)^{-1}(\tilde{q}, \tilde{p})$. Hence, such functions can be expanded to any order $K$, with smooth coefficients in $(\tilde{q}, \tilde{p}, \tau)$.

We now take $\mu = \varepsilon$ in (3.8). With $\tilde{H}$ as in (3.5), $\tilde{H}$ is $C^\infty$ in $\varepsilon$. We introduce the notation

$$
\mathcal{H} = \mathcal{H}_0 + \varepsilon^2 \mathcal{H}_2,
\quad
\tilde{H} = \sum_{n=0}^{K} \varepsilon^n \tilde{H}_n + O(\varepsilon^{K+1}) = \tilde{H}^K + O(\varepsilon^{K+1}),
$$

(3.10)

$$
f \circ \left(\Phi^\chi_{(\varepsilon, \tau)}\right)^{-1} = \sum_{n=0}^{K} \varepsilon^n T_n f + O(\varepsilon^{K+1}).
$$

Taking the derivative of (3.8) with respect to $\varepsilon$ and composing with $\left(\Phi^\chi_{(\varepsilon, \tau)}\right)^{-1}$ on the right, one finds $\partial_{\sigma} \chi = \partial_{\varepsilon} \mathcal{H} + \{\mathcal{H}, \chi\} - \partial_{\varepsilon} \tilde{H} \circ \left(\Phi^\chi_{(\varepsilon, \tau)}\right)^{-1}$. Since $\partial_{\sigma} = \varepsilon \partial_{\varepsilon}$, one then easily identifies the terms in $\varepsilon^n$ for $n \in [0; K - 1]$, on both sides of this equation. For $n = 0$, one finds $\partial_{\varepsilon} \chi_1 = -\tilde{H}_1 / \tilde{p}$, since $\mathcal{H}_1 = 0, \mathcal{H}_0 = \tilde{p}^2 / 2$ (see (3.5)). Since we wish to choose $\tilde{H}_1$ to be independent of $\tilde{q}$, averaging this equation over $\tilde{q}$ implies $\tilde{H}_1 = 0$, and hence $\partial_{\varepsilon} \chi_1 = 0$; one chooses the particular solution $\chi_1 = 0$. For $n \in [1; K - 1]$, one has

$$
\partial_{\sigma} \chi_n = (n + 1) \mathcal{H}_{n+1} + \{\mathcal{H}_0, \chi_{n+1}\} + \sum_{k=0}^{n-1} \{\mathcal{H}_{n-k}, \chi_{k+1}\}
$$

$$
-(n + 1) T_0 \tilde{H}_{n+1} - \sum_{k=1}^{n} \binom{n}{k} (n - k + 1) T_k \tilde{H}_{n-k+1},
$$
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where \( \Pi_k = 0 \) when \( k \not\in \{0; 2\} \). Since \( T_0 = Id \) one finds,

\[
\partial_q \chi_{n+1} = \frac{1}{p} \left[ (n+1) \left( \Pi_{n+1} - \bar{H}_{n+1} \right) - \partial_a \chi_n + \sum_{k=0}^{n-1} \left\{ \Pi_{n-k} \chi_{k+1} \right\} \right. \\
\left. - \sum_{k=1}^{n} \binom{n}{k} (n-k+1) T_k \bar{H}_{n-k+1} \right]. \quad (3.11)
\]

For \( k \in [1; n] \), the coefficients \( T_k f \) depend only on the \( \chi_j \) with \( j \in [1; n] \). Indeed, we already know \( T_0 = Id \) and, in addition, the equality

\[
\frac{d}{d\mu} \left( f \circ \left( \Phi^\chi_{(\mu, \tau)} \right)^{-1} \right) = - \left\{ f \circ \left( \Phi^\chi_{(\mu, \tau)} \right)^{-1} ; \chi \right\}
\]

implies, after identification of the terms of order \( \mu^n \) for \( n \in \mathbb{N} \),

\[
(n+1) T_{n+1} f = - \sum_{k=0}^{n} \{ T_{n-k} f ; \chi_{k+1} \}.
\]

After averaging over \( \bar{q} \) in (3.11), one can therefore recursively construct the coefficients \( \chi_n \) in such a way that the coefficients \( \bar{H}_n, n \in [0; K] \), don’t depend on \( \bar{Q} \). This yields the first part of (3.9).

To show the second part of (3.9), we note that, since \( \chi_1 = 0 \), (3.6), (3.7) and the definition of \( \mathcal{P}(\sigma) \) imply

\[
\bar{p}(\sigma) - \mathcal{P}(\sigma) = - \int_0^\varepsilon \left( \mu \partial_q \chi_2(\bar{q}(\mu, \tau), \bar{p}(\mu, \tau), \tau) + O(\varepsilon^2) \right) \, d\mu. \quad (3.12)
\]

Now, (3.11) for \( n = 1 \) reads \( \partial_q \chi_2 = \left[ 2 \left( \Pi_2 - \bar{H}_2 \right) \right] / \bar{p} \), since \( \chi_1 = 0 \). Integrating this equality with respect to \( \bar{q} \) yields \( 0 = - \frac{2}{p} \bar{H}_2 \) since \( \Pi_2 \) has zero average and \( \bar{H}_2 \) is to be chosen independent of \( \bar{q} \). As a result,

\[
\partial_q \chi_2 = \frac{2}{p} \Pi_2 = \frac{2\lambda}{p} V.
\]

The hypotheses on \( V \) together with (3.7) therefore imply \( \sup_{\sigma \geq 0} |\bar{p}(\sigma) - \mathcal{P}(\sigma)| = O(\varepsilon^2) \). Similarly, \( \sup_{\sigma \geq 0} |\bar{q}(\sigma) - \bar{Q}(\sigma)| = O(\varepsilon^2) \). One concludes the proof of the theorem by coming back to the definition of \( \bar{p} \) (see (3.3)):

\[
p(t) - p(0) = p_\ast \left( \bar{p}(\sigma) - \bar{p}(0) \right) = \varepsilon^{-1} \left( \bar{p}(\sigma) - \bar{p}(0) \right).
\]

This difference can be decomposed in three terms

\[
|\bar{p}(\sigma) - \bar{p}(0)| \leq |\bar{p}(\sigma) - \mathcal{P}(\sigma)| + |\mathcal{P}(\sigma) - \mathcal{P}(0)| + |\mathcal{P}(0) - \bar{p}(0)|.
\]

Using (3.9), one concludes there exist constants \( c_K \) et \( C_K \) such that

\[
|p(t) - p(0)| \leq \varepsilon^{-1} c_K (\varepsilon^2 + \varepsilon^{K+1} \sigma + \varepsilon^2) \leq C_K \varepsilon \quad (3.13)
\]
for all $0 \leq t = \varepsilon \sigma \leq \sigma \varepsilon^{-K+2}$.

\[ \]

Proof of Theorem 3.2. In view of the definitions of $\bar{q}$, $\bar{p}$ and $\sigma$ (see (3.3)), it suffices to show that, for all $0 \leq t = \varepsilon \sigma \leq \sigma$, one has

\[ \bar{p}(\sigma) = \bar{p}(0) - \varepsilon^2 \frac{\lambda}{\bar{p}(0)} (V(\bar{q}(0) + \bar{p}(0)\sigma, \tau) - V(\bar{q}(0), 0)) + O(\varepsilon^3). \quad (3.14) \]

Let $K \in \mathbb{N}$, $K \geq 3$. From (3.12), using $\bar{P}(\sigma) - \bar{P}(0) = O(\varepsilon^{K+1})$,

\[ \bar{p}(\sigma) - \bar{p}(0) = \bar{p}(\sigma) - \bar{P}(\sigma) + \bar{P}(\sigma) - \bar{P}(0) + \bar{P}(0) - \bar{p}(0) \]
\[ = - \int_0^\varepsilon 2\lambda \mu \left( \frac{V(\bar{q}(\mu, \tau), \tau)}{\bar{p}(\mu, \tau)} - \frac{V(\bar{q}(0, \tau), \tau)}{\bar{p}(0, \tau)} \right) d\mu \]
\[ + O(\varepsilon^3) + O(\varepsilon^{K+1}). \quad (3.15) \]

Here $\bar{q}(0, \tau) = \bar{Q}(\sigma)$ and $\bar{p}(0, \tau) = \bar{P}(\sigma)$. In addition, since $\chi_1 = 0$, it follows from (3.7) for all $\sigma$ and all $0 \leq \mu \leq \varepsilon$ that

\[ \bar{q}(\sigma) - \bar{Q}(\sigma) = \int_0^\varepsilon \partial_\sigma \chi(\bar{q}(\mu, \tau), \bar{p}(\mu, \tau), \mu, \tau) d\mu = O(\varepsilon^2), \]
\[ \bar{q}(\sigma) - \bar{q}(\mu, \tau) = O(\varepsilon^2), \quad \bar{p}(\sigma) - \bar{p}(\mu, \tau) = O(\varepsilon^2). \]

Inserting this in (3.15), and using $\bar{p}(\sigma) - \bar{p}(0) = O(\varepsilon^2)$ (see (3.13)), one finds

\[ \bar{p}(\sigma) - \bar{p}(0) = - \int_0^\varepsilon 2\lambda \mu \left( \frac{V(\bar{q}(\sigma), \tau)}{\bar{p}(\sigma)} - \frac{V(\bar{q}(0), \tau)}{\bar{p}(0)} \right) d\mu + O(\varepsilon^3) + O(\varepsilon^{K+1}) \]
\[ = -\varepsilon^2 \lambda \left( \frac{V(\bar{q}(\sigma), \tau)}{\bar{p}(\sigma)} - \frac{V(\bar{q}(0), \tau)}{\bar{p}(0)} \right) + O(\varepsilon^3) + O(\varepsilon^{K+1}) \]
\[ = -\varepsilon^2 \lambda \left( V(\bar{Q}(\sigma), \tau) - V(\bar{q}(0), 0) \right) + O(\varepsilon^3) + O(\varepsilon^{K+1}). \]

Finally, the definition of $\bar{H}^K$ (equation (3.10)) implies

\[ \bar{Q}(\sigma) = \bar{Q}(0) + \int_0^\sigma \partial_{\bar{P}} \bar{H}^K(\bar{P}(\sigma'), \varepsilon, \varepsilon\sigma') d\sigma' + O(\varepsilon^{K+1}) \]
\[ = \bar{Q}(0) + \int_0^\sigma \partial_{\bar{P}} \bar{H}^K(\bar{P}(0), \varepsilon, \varepsilon\sigma') d\sigma' + O(\varepsilon^{K+1}) \]
\[ = \bar{q}(0) + \int_0^\sigma \partial_{\bar{P}} \bar{H}^K(\bar{p}(0), \varepsilon, \varepsilon\sigma') d\sigma' + O(\varepsilon^2) + O(\varepsilon^{K+1}). \]

So

\[ \bar{p}(\sigma) = \bar{p}(0) - \frac{\varepsilon^2 \lambda}{\bar{p}(0)} \left( V(\bar{q}(0) + \int_0^\sigma \partial_{\bar{P}} \bar{H}^K(\bar{p}(0), \varepsilon, \varepsilon\sigma') d\sigma', \tau) - V(\bar{q}(0), 0) \right) \]
\[ + O(\varepsilon^3) + O(\varepsilon^{K+1}). \quad (3.16) \]
To conclude the proof, one fixes $K = 3$. By definition
\[
\tilde{H}^3 = \tilde{H}_0 + \varepsilon \tilde{H}_1 + \varepsilon^2 \tilde{H}_2 + \varepsilon^3 \tilde{H}_3,
\]
and we already know $\tilde{H}_0 = \mathbb{T}_0 = \mathbb{T}^2/2$ and $\tilde{H}_1 = \tilde{H}_2 = 0$. Considering (3.11) with $n = 2$ yields $\partial_q \chi_3 = \frac{1}{p} \left( -3 \tilde{H}_3 - \partial_r \chi_2 \right)$. Averaging over $\bar{q}$ implies $\tilde{H}_3 = 0$, since $\chi_2$ can be chosen of zero average. Equation (3.16) then yields (3.14).

Equation (3.16) implies the following corollary.

**Corollary 3.3.** Under the hypothesis of Theorem 3.1, for all $K \in \mathbb{N}$, $K \geq 3$, and all $0 \leq t \leq \sigma^* p_K^{-3}$,
\[
p(t) = p_{ap}^K(t) + O(p_*^{-2})
\]
where
\[
p_{ap}^K(t) = p(0) - \frac{\lambda}{p(0)} \left( V \left( q(0) + p_* \int_0^t \partial_P \tilde{H}_K \left( \frac{p(0)}{p_*}, p_*^{-1}, t' \right) dt', t \right) - V(q(0), 0) \right).
\]

4 Kicked rotors

We now turn to the kicked system described in (1.8)-(1.9) and consider $(q_n, p_n) = \Phi^n(q_0, p_0) \in \mathbb{T}^d \times \mathbb{R}^d$, so that
\[
\begin{cases}
p_{n+1} = p_n - \lambda \nabla v(q_n), \\
qu_{n+1} = q_n + p_{n+1}.
\end{cases}
\] (4.1)

When $d = 1$ and $v(q) = \cos(2\pi q)$, this system reduces to the much studied standard map (see [Mei92] for a review). Note that here $q_n = q(n)$ and $p_n = p(n)$ since in (1.8) the potential is of period 1. So in kicked systems, there is exactly one “scattering event” per unit time, independent of the particle’s speed, whereas in pulsed systems the number of kicks per unit time increases linearly with $\|p\|$ as the particle speeds up. So in kicked systems, the momentum change $\Delta_{\text{kick}}\|p\|$ is of order $\lambda$ in a time interval of order 1, independently of the size of $\|p\|$. On the other hand, in pulsed systems of dimension $d > 1$, as a result of (2.5), supposing the $\beta_n^{(1)}$ are i.i.d., the typical momentum change $\Delta_{\text{puls}}\|p\|$ of a fast particle with momentum $\|p\|$ in a time interval of order 1 is
\[
\Delta_{\text{puls}}\|p\| \sim \left( \frac{\|p\| \beta_n^{(1)}}{\sum_{n=1} \|p\|^2} \right)^{1/2} \sim \|p\|^{-3/2}.
\]
Figure 8: Numerical determined values of $\langle \|p(t)\|^2 \rangle$ and $\langle \|q(t)\|^2 \rangle$ in one dimension (top) and two dimensions (bottom) for the model with kicked rotors described by equation (1.9), where $V(q) = \prod_{i=1}^{d} \cos(q_i)$ and $\lambda = 10$. The different symbols correspond to different initial conditions, as indicated.

So $\Delta_{\text{puls}} \|p\| \ll \Delta_{\text{kick}} \|p\|$. We will now see that, as a result of this, for large $\lambda$, kicked rotors speed up much faster than pulsed ones. From (4.1) we find

$$p_n = p_0 - \lambda \sum_{\ell=0}^{n-1} (\nabla v)(q_{\ell}).$$

Since in kicked systems $\Delta p_n$ is of order $\lambda$, independently of the size of $\|p\|$, the second equation in (4.1) suggests that, for large $\lambda$, these successive large momentum changes will lead to a randomization of the position of the system on the torus, allowing one to think of the $q_n$ as uniformly distributed on the torus, and with short temporal correlations. This implies $\langle (p_n - p_0)^2 \rangle \sim n$ or equivalently $\langle \|p(t)\|^2 \rangle \sim t$. In dimension $d = 1$, this immediately implies $\langle \|q(t)\|^2 \rangle \sim t^3$. In dimension $d > 1$, the change of direction $e_{n+1} - e_n$, with $e_n := p_0 / \|p_n\|$, is of order $\|p_n\|^{-1} \sim n^{-1/2}$, so that $\langle \|e_{n+m} - e_n\| \rangle \sim 1$ for $m \sim n$. Writing, as in section 2, $M_k$ for the number of collisions needed by the particle to turn $k$ times over a macroscopic angle, we find $M_k \sim 2^k$ and

$$q_{M_{k+1}} = q_{M_k} + (M_{k+1} - M_k) p_{M_k}$$

$$= q_{M_k} + M_k^{3/2} e_{M_k}.$$
This yields $\langle \|q_{M_k}\|^2 \rangle \sim M_k^3$ and, interpolating between the $M_k$, we therefore finally find $\langle \|q(t)\|^2 \rangle \sim t^4$ even in dimension $d \geq 2$. The reason for this is clear: the particle speeds up considerably faster for kicked systems (where $\langle \|p(t)\|^2 \rangle \sim t$) than for pulsed ones (where $\langle \|p(t)\|^2 \rangle \sim t^{2/5}$) and hence turns much less. These asymptotics are in agreement with the results of numerical computations displayed in figure 8.
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