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[1] A biogeochemical ocean general circulation model, driven with NCEP-R1 and
observed atmospheric CO2 history, is used to investigate and quantify the role that the
Southern Annular Mode (SAM), identified as the leading mode of climate variability,
has in driving interannual variability in Southern Ocean air-sea CO2 fluxes between 1980
and 2000. Our simulations show the Southern Ocean to be a region of decreased CO2

uptake during the positive SAM phase. The SAM induces changes in Southern Ocean
CO2 uptake with a 2-month time lag explaining 42% of the variance in the total
interannual variability in air-sea CO2 fluxes. Our analysis shows that the response of the
Southern Ocean to the SAM is primarily governed by changes in DpCO2 (67%), and
that this response is driven by changes in ocean physics that control the supply of
nutrients to the upper ocean, primarily Dissolved Inorganic Carbon (DIC). The SAM is
predicted to become stronger and more positive in response to climate change and our
results suggest this will decrease the Southern Ocean CO2 uptake by 0.1PgC/yr per unit
change in the SAM.

Citation: Lenton, A., and R. J. Matear (2007), Role of the Southern Annular Mode (SAM) in Southern Ocean CO2 uptake, Global

Biogeochem. Cycles, 21, GB2016, doi:10.1029/2006GB002714.

1. Introduction

[2] The Southern Ocean, with its energetic interactions
between the atmosphere, ocean and sea ice, plays a critical
role in ventilating the global oceans and regulating the
climate system though the uptake and storage of heat,
freshwater and atmospheric CO2 [Rintoul et al., 2001;
Sarmiento et al., 2004a]. Recent studies suggest that the
formation of Sub-Antarctic Mode Water (SAMW) alone
may be responsible for as much as 40% of the uptake of
anthropogenic CO2 by the oceans [Sabine et al., 2004]. The
uptake of CO2 in the Southern Ocean is primarily through
air-sea fluxes which are both poorly sampled and highly
variable [Louanchi et al., 1999; McKinley et al., 2004;
Sabine and Key, 1998]. Consequently, the carbon budget
remains poorly constrained with large uncertainties in the
global carbon budget and hence in the predicted response to
climate change.
[3] Air-sea CO2 fluxes can be described as a combination

of seasonal and nonseasonal variability. In the Southern
Ocean seasonal cycle, a complex interplay between biolog-
ical production and deep winter mixing, is the dominant

mode of variability. The mechanisms that drive seasonality
are well known but the magnitude remains poorly con-
strained [Louanchi and Hoppema, 2000; Louanchi et al.,
1999; Metzl et al., 2006, 1999, 1995; Roy et al., 2003]. In
the Southern Ocean the nonseasonal variability, particularly
interannual variability, can also be large [Jabaud-Jan et al.,
2004; Metzl et al., 2006]; but the interannual changes in
biological production, ocean dynamics and thermodynamics
that drive these changes are poorly understood and therefore
poorly quantified at the interannual timescales. The sam-
pling study by Lenton et al. [2006] showed that the
nonseasonal variability, dominated by interannual variabil-
ity, was responsible for the largest component of the
uncertainty in the annual mean uptake of CO2 by the
Southern Ocean.
[4] Studies have identified the Southern Annular Mode

(SAM), which is characterized by changes in atmospheric
mass between 20�S and 90�S, as the dominant mode of
climate variability in the Southern Hemisphere [e.g.,
Thompson and Solomon, 2002; Visbeck and Hall, 2004].
The SAM induces changes in the strength of westerly winds
which have been shown to induce significant changes in
ocean circulation [Hall and Visbeck, 2002; Oke and Eng-
land, 2004]. These include: (1) changes in the strength of
northward Ekman Flow and increased upwelling along the
Antarctic Continent; (2) changes in the vertical tilt of the
isopycnals; (3) downwelling around 45�S and (4) changes
in the strength of the Antarctic Circumpolar Current (ACC)
resulting in changes in mixed layer depth and oceanic heat
transport. The SAM is also known as the Antarctic Oscil-
lation (AAO) [Gong and Wang, 1999] and the High
Latitude Mode (HLM) [Rogers and van Loon, 1982].
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Paris, France.

2CSIRO Marine and Atmospheric Research (CMAR), Hobart, Tasma-
nia, Australia.

3Antarctic Climate and Ecosystem Cooperative Research Centre (ACE
CRC), University of Tasmania, Hobart, Tasmania, Australia.

Copyright 2007 by the American Geophysical Union.
0886-6236/07/2006GB002714

GB2016 1 of 17



[5] The Northern Annular Mode (NAM), also known as
the North Atlantic Oscillation (NAO) or Arctic Oscillation
(AO) has been shown to play an important role in driving
interannual variability in air-sea CO2 fluxes in the Northern
Hemisphere [Gruber et al., 2002; Russell and Wallace,
2004]. It is logical then to explore and quantify whether
the SAM plays a similarly important role in driving inter-
annual variability in Southern Ocean CO2 fluxes. This study
is unique; no previous studies exist that quantify the air-sea
CO2 flux in the Southern Ocean and the relative importance
of its drivers in response to the SAM.
[6] Hall and Visbeck [2002], using a physical only ocean

model, hypothesized that in its positive phase the SAM
would drive a strong decrease in the CO2 uptake, due to
the increased upwelling of Dissolved Inorganic Carbon
(DIC). This predicted response appears to contradict a
recent study based on remotely sensed observations
[Lovenduski and Gruber, 2005] that looked at the effect
of the SAM on the entire carbon cycle over nonseasonal
timescales. Lovenduski and Gruber [2005] suggested that
when integrated over the entire Southern Ocean between the
Subtropical Front (STF) and the Antarctic Continent, the
SAM would elicit only a moderate net CO2 flux response.
They suggested that while upwelling of nutrient rich waters
did occur in response to the SAM, this effect was offset by
changes in export production and solubility.
[7] Present climate change projections suggest that the

amplitude of the SAM will increase and become more
positive in future decades (i.e., stronger and more sustained
increases in zonal wind stress) [Cai et al., 2003; Kushner et
al., 2001]. If we can understand and quantify the interannual
variability in CO2 air-sea fluxes explained by the SAM from
1980�2000, this relationship may be able to be used to
predict the response of the Southern Ocean carbon cycle to
climate change.
[8] As the Southern Ocean remains one of the most poorly

carbon sampled regions globally, we used a prognostic
Biogeochemical Ocean Global General Circulation Model
(BOGCM). In this study we used the Commonwealth Scien-
tific Industrial Research Organisation (CSIRO) Mark 3
model, driven with NCEP-R1 atmospheric forcing and ob-
served CO2 history, to simulate the interannual variability of
the Southern Ocean carbon cycle, for the period 1980�2000.
We defined the Southern Ocean to be the region of ocean
bounded by 40�S and the Antarctic Continent.
[9] This paper examines and quantifies the response to the

SAM of CO2 fluxes in the Southern Ocean and in each of its
ocean sectors. This paper is structured as follows: in section 2
we describe our methodology; section 3 presents our results;
and section 4 gives our conclusion and discussion. In this
final section we compare our results to other studies and
suggest what impact the predicted role of the SAM under
climate change may have on Southern Ocean CO2 uptake.

2. Simulation and Approach

2.1. Modeling the Southern Ocean

[10] To compensate for the lack of observed air-sea CO2

fluxes, a prognostic 3D Biogeochemical Ocean General
Circulation Model (BOGCM) was used. A global domain

model was used thereby avoiding any problems related to
open boundary conditions. The ocean general circulation
module (OGCM) of the BOGCM was based on the
Z coordinate Modular Ocean Model (MOM)�Version 3
[Pacanowski and Griffies, 1999]. The model grid has a
horizontal resolution of 0.94�N–S and 1.9�E–W at the
equator with a tapering of longitude as a function of the
cosine of latitude (T63-2) and 31 nonregular vertical levels,
15 levels in the upper 500 m. To represent the effects of
eddies not simulated in the model, the eddy parameteriza-
tion of Gent and McWiIliams [1990] was implemented, as
was the Chen mixed layer scheme [Chen et al., 1994] to
parameterize upper ocean mixing.
[11] The biogeochemical module of the BOGCM pre-

dicted DIC, alkalinity, oxygen and phosphate. What follows
is brief description of this model: a more detailed descrip-
tion of the model is given by Matear [2004] and Matear
and Hirst [1999]. Export production in the top 50 m was
calculated as a function of light, phosphate, temperature and
mixed layer depth. CaCO3 production was set at 8% of the
export production following Yamanaka and Tajika [1996]
and consistent with Trull et al. [2001a]. Below the euphotic
zone, particulate organic matter was remineralized as a
function of depth according to (z/100)�0.9 following values
deduced from observations [Suess, 1980] and [Martin et al.,
1987]; and CaCO3 according to e(�z/3500) following
Yamanaka and Tajika [1996]. Nutrient uptake and reminer-
alization of P:N:C:O2 were related via the Redfield ratio of
1:16:106:�138 [Redfield et al., 1963] in and below the
euphotic zone.
[12] The model was forced with daily wind stress, heat

and freshwater fluxes from NCEP-R1 [Kalnay, 1996]. The
model was not coupled to sea-ice model, but the effects of
sea-ice on heat and freshwater fluxes were accounted for by
the use of NCEP-R1 forcing that does contain sea ice. To
avoid excessive model drift, sea surface temperature and
salinity were restored to observed sea surface temperatures
(SST) [Reynolds and Smith, 1994] and sea surface salinity
[Conkright et al., 2002] every 30 days. Air-sea gas ex-
change of CO2 was calculated following the relationship of
Wanninkhof [1992], using daily wind speed from NCEP-R1.
To account for a lack of explicit sea ice, the net CO2 flux
was scaled by the fraction of observed sea-ice cover,
interpolated from the monthly climatological fields ofWalsh
[1978] and Zwally et al. [1983]. A net flux into the ocean
was defined as positive and DpCO2 as atmosphere minus
ocean.
[13] The model was initialized with the values of prein-

dustrial DIC and Alkalinity from GLODAP [Sabine et al.,
2005] and temperature and salinity fields from the World
Ocean Atlas [Conkright et al., 2002] in accordance with the
protocols of the Northern Ocean Carbon Exchange Study
(NOCES)/Ocean Carbon Model Intercomparison Project 3
(OCMIP3) (O. Aumont et al., NOCES Project: Interannual
HOWTO, 2004, http://www.ipsl.jussieu.fr/OCMIP/time3/
simulations/NOCES/HOWTO-NOCES.html) (hereinafter
referred to as Aumont et al., online document, 2004). The
model was then evolved from 1837 to 2002 with observed
atmospheric pCO2 values from [Enting et al., 1994] in
accordance with the protocols of NOCES/OCMIP3. The
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protocols of NOCES were designed to best simulate vari-
ability in global biogeochemical ocean models on interan-
nual to interdecadal timescales.
[14] To isolate the simulated interannual variability in the

monthly averaged biogeochemical fields, we calculated for
the 1980�2000 period the seasonal climatology and sub-
tracted this from the simulated fields. The remaining non-
seasonal variability was smoothed with a 12-month
running-mean filter to ensure that only interannual variabil-
ity was extracted.
[15] As we chose to restore sea surface temperature to

[Reynolds and Smith, 1994] we cannot use this data set to
validate interannual variability following Le Quéré et al.
[2000]. We do not believe that validating the model at the
North Atlantic Bermuda Time Series Station (BATS) nor
North Pacific Hawaii Ocean Time Series (HOTS) would

elucidate the processes controlling air-sea CO2 fluxes in the
Southern Ocean.

2.2. Positions of the Fronts

[16] The Southern Ocean south of 40�S is made up of a
series of major fronts and interfrontal zones: each of these
zones has its own unique set of biogeochemical and physical
properties [Trull et al., 2001b]. To facilitate our later dis-
cussion of the response of each region, the mean positions
(1980�2000) of the major fronts of the Southern Ocean were
identified on the basis of temperature definitions (q). These
major fronts and their definitions were the Subtropical Front
(STF) q < 10�C at 150 m [Orsi et al., 1995], the SubAntarctic
Front q > 4�C at 400 m [Orsi et al., 1995] and the Polar Front
(PF) q > 2�C at 300 m [Trull et al., 2001b]. These fronts
separate the four major interfrontal zones of the Southern
Ocean: the Subtropical Gyre (north of the STF); the SubAnt-
arctic Zone (SAZ; between the STF and SAF); the Polar
Frontal Zone (PFZ; between the SAF and PF); and the
Antarctic Zone (south of the PF). These fronts and interfron-
tal zones are displayed on subsequent spatial maps.

2.3. Southern Annular Mode (SAM)

[17] The SAM was assessed in terms of the SAM index,
defined as the time series of the first EOF of the 850 hPa
geopotential height anomaly. We use the NCEP-R1 reanal-
ysis [Kalnay, 1996] to calculate the geopotential height
anomaly (1980�2000) by subtracting the mean climatology
between 1979 and 2000. In the calculation of the mean we
neglected data prior to 1979 because it is not well validated
over Antarctica [Marshall, 2002]. The SAM index was then
smoothed with a 12-month running-mean filter to ensure
that only interannual variability in the SAM was captured.
The SAM index (1980�2000; Figure 1) showed a definite
positive trend consistent with other SAM indices calculated
using other techniques and data sets [Marshall, 2002]. The
spatial pattern of the SAM is also displayed in Figure 1.

2.4. Statistical Approach

[18] To quantify the response to the SAM of the Southern
Ocean air-sea CO2 flux and its components, we regressed
these components against the SAM, which allowed us to
estimate the response of each component per unit of change
in the SAM. We also calculated the square of the
corresponding correlation coefficient or R2. The R2 value
quantified how much of the simulated variability was
explained by the SAM (0 = not at all and 1 = totally). This
approach is consistent with recent SAM studies [e.g.,
Lovenduski and Gruber, 2005; Lefebvre et al., 2004; Hall
and Visbeck, 2002].
[19] To evaluate the statistical significance of our results we

determined the autocorrelation length scale for the time series
of 12months translating to 20 degrees of freedom (n = 20).We
used the single tailed t-test, to determine values of R2 > 0.1296
to be statistically significant at the 95% level. In subsequent
analyses only the statistically significant part of the spatial
maps are included. To calculate the percent of explained
variance we divided the variance due to the SAM by the total
variance of the interannual variability (including the SAM).
Assessing the response of the Southern Ocean to the SAM we

Figure 1. SAM index and spatial pattern as calculated
from the NCEP-R1 850 hPa geopotential height anomaly.

GB2016 LENTON AND MATEAR: SAM AND SOUTHERN OCEAN CO2 UPTAKE

3 of 17

GB2016



use the SAM index as calculated from NCEP-R1, this ensured
that the response of the model was internally consistent.

3. Results

3.1. Model Simulation

[20] The Southern Ocean shows high variability in CO2

fluxes [e.g., Jabaud-Jan et al., 2004] but the paucity of data

makes it impossible to directly validate large-scale interan-
nual variability from observations. Instead we use the large-
scale seasonal physical and biogeochemical properties of
the ocean to assess the underlying state of our ocean
simulation. Although it must be emphasized that reproduc-
ing the large-scale ocean state does not guarantee a realistic
simulation of interannual variability, it does provide some
confidence in the preconditioning of the ocean response to

Figure 2. Annual average simulated stream function (Sv).

Figure 3. Annual average simulated meridional stream function (Sv; Eulerian + GM velocities) between
1980 and 2000.
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the SAM. To assess this base state of our ocean simulation
we include a comparison of the annual mean state of both
the ocean dynamics and biogeochemistry with published
studies.
[21] The mean barotropic stream function (Figure 2)

showed an estimated Drake Passage transport for the period
1980�2000 of 131 Sv, which was in good agreement with
the observed value of 136.7 ± 7.8 Sv [Cunningham et al.,
2003]. The simulated Southern Ocean meridional overturn-
ing stream function (Eulerian + GM) is shown in Figure 3.
The value of the North Atlantic Deep Water (NADW)
inflow at 30�S was 8 Sv, which is lower than the estimates
of 15�20 Sv published by Talley [2003]. The maximum
strength of the northward flowing Antarctic Bottom Water
(AABW) cell was � �8 Sv near 23�S at 3500 m, which was
lower than the value reported by Ganachaud and Wunsch
[2000] of 21 ± 6 Sv. The value of the Deacon cell was

�32 Sv lying within the range of values estimated
(30�45 Sv) by Speer et al. [2000]. We note that although
the ocean simulation in general showed weaker than ob-
served values of overturning circulation, the simulated
values do lie within the range of values from this current
class of coarse-resolution biogeochemical ocean models
[Doney et al., 2004].
[22] The zonal simulated annual mean density structure

between 1980 and 2000 was compared with that calculated
from the World Ocean Atlas 2001 [Conkright et al., 2002]
in Figure 4. The simulated density appeared to capture well
the observed Southern Ocean density structure well; the
exception was the region south of 66�S that comprises the
Weddell and Ross seas, where the upper ocean appeared to
be more stratified in the simulation.
[23] The Phosphate (PO4) and Dissolved Inorganic Car-

bon (DIC) (Figures 5 and 6) were also compared with those

Figure 4. Density structure of the Southern Ocean: (top) density structure as calculated from the WOA
[Conkright et al., 2002] and (bottom) density structure as simulated by the model and density structure as
simulated by the model (kg/m3 �1000).
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from the World Ocean Atlas 2001 [Conkright et al., 2002]
and GLODAP [Sabine et al., 2005]. The zonal sections of
PO4 and DIC showed reasonable agreement in the surface
and upper ocean, the difference in the surface being that the
location of the major fronts are shifted further south than
observed, moving the lines of isonutrient concentration
south. The subsurface values of DIC below 1000 m diverge
from the observations with the exception of the region
adjacent to the Antarctic continent, which showed good
agreement down to 2000 m. PO4 showed values exceeding
those observed adjacent to continent, but showed reasonable
agreement in the deep ocean. As the export production has
been suggested to play an important role in the SAM
response [Lovenduski and Gruber, 2005] we compared
our values south of 50�S of 2.2 ± 0.02 PgC/yr to those of
1.0 ± 0.2 PgC/yr [Schlitzer, 2002] and 1.1 ± 0.2 PgC/yr
[Pollard et al., 2006]. This comparison suggested that
although these values were calculated at different depths

and included different remineralization profiles, the model
does not appear to underestimate export production.
[24] To assess the impact of the mean state of our simulation

we compared our air-sea CO2 flux (Figure 7) with the most
recent observed annual mean air-sea CO2 flux of T. Takahashi
et al. (Climatological mean surface pCO2 and net CO2 flux
over the global oceans, manuscript in preparation, 2007)
(hereinafter referred to as Takahashi et al., manuscript in
preparation, 2007). We saw good agreement in both time
and magnitude, this coupled with restoration to surface tem-
perature and salinity, provided confidence that the annualmean
state of the carbon cycle was well represented. In section 4 we
discuss in further detail, in light of the SAM response, how
the simulated distribution of DIC may impact on our results.

3.2. Southern Ocean Fluxes and the SAM

[25] From our simulation the standard deviation of the
interannual variability for the study area (south of 40�S:

Figure 5. Southern Ocean phosphate fields: (top) from the WOA [Conkright et al., 2002] and (bottom)
simulated PO4 (mMol/kg).
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1980�2000) was calculated as ±0.16 PgC/yr and the annual
mean annual mean uptake (south of 40�S) of �0.8 PgC/yr
between 1980�2000. The interannual variability was
regressed against the SAM and the R2 values were calculated
using different temporal lags. Integrating the total response of
the Southern Ocean to the SAM we see a net decrease in
uptake of CO2 of 0.09 PgC/yr per unit change in the SAM
with no time lag and a maximum value of 0.1 PgC/yr per unit
change in the SAMwith a lag time lag of 2 months (Figures 8
and 9). The total integrated response of Southern Ocean air-
sea CO2 fluxes to the SAM was compared with the total
interannual variability (Figure 10). The amount of the total
interannual variance in air-sea CO2 flux explained by the
SAM also increased from 36% with no time lag to 42% with
the addition of this 2-month time lag (Table 1).
[26] The time lag did not significantly alter the spatial

pattern of the air-sea flux response of CO2, to the SAM, it

only strengthened the magnitude of the response (Figure 8).
The regions north and south of the mean position of the
STF showed different and opposing responses to the SAM.
North of the mean position of the STF there was an
increase in flux of CO2 into the ocean; south of the STF
there was a decrease in the flux of CO2 into the ocean. In
both of these regions the strongest and most highly
correlated response was in the PFZ and SAZ of the Pacific
and Indian Oceans, where the SAM response explained
21% and 22%, respectively, of the interannual variance in
CO2 fluxes (Table 1).
[27] The SAM can alter Southern Ocean CO2 fluxes

through changes in the gas exchange coefficient (K) and
changes inDpCO2. The response of each of these to changes
in the SAM was assessed by regressing these variables
against the SAM and then calculating the corresponding R2

value with a time lag of 2 months (Figure 11).

Figure 6. Southern Ocean DIC fields: (top) from the GLODAP [Sabine et al., 2005] and (bottom)
simulated DIC (mMol/kg).
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[28] A strong circumpolar response of K to the SAM
was evident in the region south of the STF (�40�S) and
north of the Antarctic Divergence (�63�S). Between PF
and SAF, K was positively correlated with the SAM and
up to 52% of the variance in K is explain by SAM. The
strongest and most highly correlated (Figure 11) response
to the SAM was seen in the Indian Ocean PFZ and in the
PFZ and SAZ of the Pacific Ocean, where the integrated
response to the SAM explains 21% and 51% respectively
of the total variance in interannual variability of K
(Table 2).
[29] The regression of DpCO2 against the SAM

(Figure 11) did not showed an obvious strong circumpolar
response of K. Instead the Southern Ocean showed a very
different circumpolar response north and south of mean
position of the STF. South of the STF oceanic DpCO2

showed an increase relative to atmospheric values, while
north of this there was a decrease in oceanic values. The
exception was the region adjacent to the Antarctic coast-
line, where these values do not translate to a large air-sea
flux because they encompass small areas and are covered
by sea ice for much of the year. The explained variance
maps (R2) of DpCO2 show two semiannular rings of
higher explained variance: an inner region, corresponding
to the Atlantic Ocean PFZ and the Pacific PFZ; and an
outer region, corresponding to the STF. The total variance
in DpCO2 explained by the SAM was 26% (Table 1). The
DpCO2 displays more interannual variability than was
explained by the SAM.
[30] We explored how much of the total SAM response in

the air-sea CO2 fluxes was driven by changes in K and
DpCO2. The air-sea CO2 flux is given by

FAIR�SEA ¼ K pCO2AIR � pCO2SEAð Þ ¼ K DpCO2AIR�SEAð Þ: ð1Þ

[31] Equation (1) was rewritten in terms of the temporal
mean �K and variability K0 between 1980 and 2000.

FAIR�SEA ¼ K þ K 0� �
DpCO2 þDpCO0

2

� �
ð2Þ

FAIR�SEA ¼ K 0DpCO0
2 þ K 0DpCO2 þ KDpCO2

0 þ KDpCO2:

ð3Þ

[32] We calculated and regressed each of these terms of
equation (3) against the SAM and then divided this by the
total response of air-sea CO2 flux; this provided a means of
quantifying the contribution of each term (Figure 12). The
integrated response (Table 2) showed that the DpCO2

response to the SAM (�K DpCO2
0 ) contributed 67% of the

total air-sea flux response: this term was strongest in the
PFZ, SAZ and this STGR, particularly in the Pacific Ocean
sector. The remainder of the air-sea flux variability was
driven by changes in K (K0DpCO2; 25%) and (K0 DpCO2

0;
5%). This analysis was repeated with different temporal lags
ranging from 0 to >12 months, the results showed that the
relative importance of K against DpCO2 decreased as the
lag increased.

3.3. Component Analysis of DpCO2 Variability

[33] Our results showed that more than two thirds (67%)
of the total air-sea flux response was due to the changes in
DpCO2. In this section we attempt to understand and
quantify what drives changes in DpCO2 in response to
the SAM. The value of DpCO2 is a function of four
variables: sea surface temperature (SST), sea surface salin-
ity (SSS), TALK (Total Alkalinity) and DIC (Dissolved
Inorganic Carbon), related through the standard equations of
carbonate chemistry [Dickson and Goyet, 1994]. The re-

Figure 7. Comparison between the (left) observed (Takahashi et al., manuscript in preparation, 2007)
and (right) simulated air-sea flux of CO2. Positive is into the ocean.
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sponse of DpCO2 can be written as the summation of the
regression of each component onto the SAM in units of
DpCO2 (matm), with a 2-month time lag, shown below:

dDpCO2

dSAM
¼ @DpCO2

@SST

dSST

dSAM
þ @DpCO2

@SSS

dSSS

dSAM

þ @DpCO2

@TALK

dTALK

dSAM
þ @DpCO2

@DIC

dDIC

dSAM
: ð4Þ

[34] The component analysis, and associated spatial maps
of DpCO2 (Figures 13 and 14) demonstrated that DIC was
the dominant term driving DpCO2 variability. For a positive
SAM Index, DIC showed a net increase, which drove an
associated increase in DpCO2 in surface waters south of the
STF. SST and TALK played a significant compensating role
particularly in the PFZ and SAZ by decreasing DpCO2

values, partially offsetting the changes due to DIC. North of
the STF, the net decrease in SST became the dominant
process through solubility changes, causing a decrease in
DpCO2. The decline in DIC played a minor secondary role
in this region reinforcing the decrease in DpCO2. Salinity
did not play a large role in driving the SAM response of air-
sea CO2 fluxes in any of the ocean basins. Consistent with
the previous results, the component analysis was repeated
with different temporal lags ranging from 0 to >12 months
and showed that the spatial pattern did not change signif-
icantly, nor did the relative importance of each of the drivers
of air-sea CO2 flux to the SAM.

3.4. Component Analysis of DIC

[35] South of the STF, major driver of DpCO2 variability
due to the SAM was identified as DIC. In this section we

Figure 8. (top) Regression and (bottom) R2 of the SAM Index against air-sea CO2 flux, (left) with no
time lag and (right) with a 4-month time lag. Note that positive represents an increased uptake. Overlain
on these maps are the mean positions of the major fronts and interfrontal zones; please refer to the text for
definitions. Note that units are mol/m2/d and the areas of white, in the open ocean, represent the
nonstatistically significant values.
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Figure 9. Response to the positive phase of the SAM, with different time lags, of interannual CO2 flux
uptake (black) in the Southern Ocean south of 40�S and integrated phosphate (red).

Figure 10. Simulated interannual variability in the Southern Ocean total CO2 uptake (black) and the
Southern Ocean CO2 uptake explained by the SAM (red). Units are PgC/yr.
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explore what oceanic processes drove this response with a
2-month time lag.
[36] Total (SAM) DIC change over the upper grid box of

the model (10 m) was separated into changes due to:
(1) ocean physics; (2) air-sea CO2 flux; (3) freshwater
dilution fluxes; and (4) export production, shown by

@DpCO2

@DIC

dDIC

dSAM
¼ @DpCO2

@Phys

dPhys

dSAM
þ @DpCO2

@Flux

dFlux

dSAM

þ @DpCO2

@Dilut

dDilut

dSAM
þ @DpCO2

@EP

dEP

dSAM
: ð5Þ

Table 1. Percent of the Total Interannual Variability Variance

Explained by the SAM South of 40�S

Percent Variance Explained

Pacific
Ocean

Atlantic
Ocean

Indian
Ocean

Southern
Ocean

Gas transfer coefficient 51 21 36 52
DpCO2 25 13 23 26
Air-sea CO2 flux 21 0 22 42

Figure 11. Regression and R2 of the SAM Index against DpCO2 and K with a 2-month time lag.
Overlain on these maps are the means positions of the major fronts and interfrontal zones; please refer to
the text for definitions. Note that the areas of white, in the open ocean (R2 < 0.13), represent the
nonstatistically significant values.
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[37] The zonally integrated response, and the associated
spatial maps, to the SAM of DIC and its respective
components (Figures 15 and 16) demonstrated that the
ocean dynamics dominated. The magnitude of the changes
in DIC due to ocean dynamics increased moving northward
away from the coast. The ocean physical response of DIC
was partially offset by changes in air-sea CO2 fluxes,
particularly in the PFZ and SAZ. Export production and
freshwater dilution fluxes played no significant role in
driving changes in DIC in response to the SAM. For
completeness we repeated this analysis with TALK (not

shown) and saw that ocean physics drove the changes and
export production and freshwater dilution fluxes played no
significant role.
[38] To demonstrate the strong link between the physical

supply of DIC and air-sea CO2 fluxes we used phosphate
PO4 variability as a proxy physical supply. PO4 is a good
proxy for the oceanic supply of DIC as: it contains no air-
sea flux term; the export production response was small as
the Southern Ocean is not a phosphate limited region; and it
is related to DIC via fixed stoichiometric ratios. We calcu-
lated the integrated PO4 in the upper grid box of the
Southern Ocean (Figure 9) and it showed that the maximum
value of PO4 occurred 6 months after the SAM maximum,
4 months later than the maximum value of air-sea CO2

fluxes. The same properties that make PO4 a good proxy for
physical supply explain the time lag between than DIC
and PO4.

4. Discussion and Conclusion

[39] We simulated the Southern Ocean interannual vari-
ability by driving a global biogeochemical ocean general
circulation model with the NCEP-R1 atmospheric forcing.
This experiment was performed in accordance with the

Table 2. Percentage of the Total Integrated Southern Ocean

Response of Interannual Air-Sea CO2 Flux Explained by �K
DpCO2

0, K0 DpCO2, and K0 DpCO2
0a

Percent Flux Explained

Pacific
Ocean

Indian
Ocean

Atlantic
Ocean

Southern
Ocean

�K DpCO2
0 64 85 35 67

K0DpCO2 29 13 60 25
K0 DpCO2

0 8 2 5 7
aSee text for explanation.

Figure 12. Zonally averaged component analysis of interannual variability of CO2 air-sea flux driven
by the SAM in each of the major ocean basins: total air-sea CO2 flux response (black line) due to �K
DpCO2

0 (green line), K0 DpCO2 (blue line), and K0 DpCO2
0 (red line). Units are ((mmol/m2/d)/DSAM

Index)
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protocols of NOCES/OCMIP3 that were designed to simu-
late variability at interannual and longer timescales
(Aumont et al., online document, 2004).
[40] We concluded that the SAM does play an important

role in driving interannual variability in air-sea CO2 fluxes
through the oceanic response, explaining 42% of the total
interannual variance with a 2-month time lag. In the positive
phase of the SAM, the region south of the STF showed a net
decrease in uptake of CO2, while north of the STF there was
a net increase. While these regions did have some compen-
sating effect, when integrated over the Southern Ocean, the
region south of the STF was clearly dominant, inducing a
net change in uptake in CO2 of 0.1 PgC/yr per unit change
in the SAM, relative to the simulated annual mean uptake of
0.8 PgC/yr (south of 40�).
[41] Our results demonstrated that while the SAM affects

both K and DpCO2, it was primarily changes in DpCO2

(67%) that drove the response of air-sea fluxes in the
Southern Ocean. Our analysis showed these changes in
DpCO2 were in turn driven by changes in the concentration
of DIC in Southern Ocean surface waters. South of the STF,
during the positive phase of the SAM, ocean physics drove

the increased supply of DIC to surface waters; the strongest
response was in the SAZ. The increase in DpCO2 due to the
supply of DIC was partially offset by increase in SST and
TALK. Neither changes in salinity, export production nor
freshwater dilution fluxes played any significant role in the
response of the Southern Ocean CO2 fluxes to the SAM.
North of the STF during the positive time of the SAM,
surface DpCO2 was decreased by solubility changes due to
a decrease in SST. A comparison (not shown) between the
simulated SAM response of SST and that published by
Lovenduski and Gruber [2005] showed good agreement
both spatially and in magnitude giving further confidence in
the response of SST to the SAM.
[42] Our analysis was repeated with different temporal

lags ranging from no lag to >12 months and showed that the
spatial pattern did not change significantly, nor did the
relative importance of the drivers of air-sea CO2 flux
response to the SAM. The only significant difference was
the decrease in the relative importance of K compared to
DpCO2 in driving the air-sea flux variability as the lag
increased (<2 months).

Figure 13. Zonally integrated component analysis of interannual variability of DpCO2 driven by the
SAM in each of the major ocean basins: total DpCO2 (black line) and DpCO2 variability due to DIC
(red line), TALK (light blue line), salinity (SSS) (green line), and SST (dark blue line). All units are
1 � 107 matm.
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[43] The 2-month time lag in the response of air-sea CO2

fluxes to the SAM reflects the accumulation of DIC in the
surface water as a result of the finite response time of air-sea
CO2 gas exchange. The time lag between the maximum in
CO2 fluxes and the oceanic supply of DIC was due to the
finite time taken for ocean physics to respond to a change in
the SAM and time taken to erase the accumulation of DIC
in the upper ocean. In this way the ocean can be considered
to have a memory of previous events and maybe precondi-
tioned to other drivers of interannual variability. We note
that the length of the time lags determined may are also a
function of the ocean physics and biogeochemistry in our
model; therefore it would be of value to repeat our analysis
using other ocean biogeochemical models to explore its
sensitivity to differing simulations.
[44] The responses of DpCO2 and K to the SAM were

spatially and temporally very different. K showed the high-
est correlation with wind speed with no time lag, while the

response of DpCO2 was spatially varying with a clear time
lag with the SAM maximum. The DpCO2 response reflects
the different spatial and temporal response in each of the
components that drive changes in DpCO2, i.e., SST, SSS,
TALK and DIC to the atmospheric forcing and associated
ocean circulation changes.
[45] The coarse-resolution model used in this study was

not able to perfectly reproduce the limited annual mean
observations of DIC and PO4 that exist in the Southern
Ocean, but did show good agreement with the observed
annual mean air-sea flux of Takahashi et al. (manuscript in
preparation, 2007). We do not believe that these limitations
in the deep ocean significantly impacted on our results
because: (1) the SAM-driven increased upwelling occurred
in the divergence region where the model showed reason-
able agreement with observed values of DIC (above
2000 m); and (2) any change in the vertical mixing occur-
ring in the SAZ or PFZ occurred in regions where DIC and

Figure 14. Spatial maps of the components of DpCO2/DSAM. Overlain on these maps are the mean
positions of the major fronts and interfrontal zones; please refer to the text for definitions. Note that all
units are matm and the areas of white, in the open ocean, represent the nonstatistically significant values
(R2 < 0.13).
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density were well represented, certainly at depths well in
excess of observed mixed layer depths [Trull et al., 2001b].
[46] Quantifying the importance of the SAM in driving

air-sea CO2 flux variability allowed us to qualitatively
compare our results to predictions made by Hall and
Visbeck [2002] and Lovenduski and Gruber [2005] on the
role of the SAM in driving variability. To compare our
results with Lovenduski and Gruber [2005] we recalculated
the explained variance with no time lag and with only the
seasonal cycle removed (i.e., interannual + intraseasonal).
The result was a reduction in the explained variance from
36% to 16%; consistent with Hall and Visbeck [2002] who
suggested the oceanic response to the SAM would be on
interannual and longer timescales. This recalculated value
(16%) is in agreement with the ‘moderate’ response of air-
sea CO2 fluxes to the SAM as speculated by Lovenduski
and Gruber [2005]. The inclusion of the 2-month time lag
and exploring only the interannual-variability-only response
more than doubled the explained variance (42%); in agree-
ment with the predictions of Hall and Visbeck [2002] of a
net decrease in CO2 uptake in response to the positive SAM.
These results suggest that the differences between the

studies of the Hall and Visbeck [2002] and Lovenduski
and Gruber [2005] can be reconciled.
[47] Our simulation showed that while export production

did play a role by reducing ocean pCO2 in response to the
positive time of the SAM, it had little impact on total
response of the air-sea CO2 flux relative to the role DIC.
As this relationship between surface DIC concentration and
export production may have been biased by not including
Fe (Iron) in the model we explored this question by
assuming maximum growing conditions and using the
observed CSEQUESTERED:FeADDED ratios of 3.3 � 103 from
[Buesseler et al., 2004] and the observed range of ACC
deep-water Fe concentrations 0.4 nM to 2.8 nM [Löscher et
al., 1997]. This simple calculation showed that it was not
possible through changes in the supply of Fe through
upwelling or entrainment from below the mixed layer to
generate the magnitude of export production that could
significantly compensate the effect of DIC supply. Despite
the fact that the profiles of Fe and DIC diverge with depth,
even if the response of DIC to the SAM was doubled to be
twice as large as our response, insufficient Fe exists to
counter the DIC supply to the upper ocean. We concluded

Figure 15. Zonally integrated component analysis of interannual variability of DIC driven by the SAM
in each of the major ocean basins: total DIC (black line) and DIC response due to ocean physics
(red line), air-sea flux (dark blue), dilution (green line), and export production (light blue line). Units are
all 1 � 107 matm.
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therefore that the absence of Fe, although desirable in future
studies, did not significantly bias our results.
[48] This model clearly does not capture high-latitude

vertical stratification changes that are predicted to occur in
the future [Sarmiento et al., 2004b]. Vertical stratification
could have a significant influence on future CO2 fluxes if
DIC supply by upwelling is, in fact, the dominant mecha-
nism of interannual variability. Without accounting for
change in vertical stratification, this model suggests that
with a more positive SAM in the future, CO2 flux into the
Southern Ocean will be decreased.
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