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[1] The warm and saline Subtropical Water carried by the North Atlantic Current
undergoes substantial transformation on its way to higher latitudes, predominantly from
oceanic heat loss to the atmosphere. The geographical distribution of the surface forced
water mass transformation is assessed in multicentury climate simulations from three
different climate models (BCM, IPSLCM4, and MPI-M ESM), with a particular focus on
the eastern subpolar North Atlantic Ocean. A diagnosis, originally introduced by Walin
(1982), estimates the surface water mass transformation from buoyancy forcing. While the
depth structure of the Atlantic Meridional Overturning Circulation (AMOC) is similar in all
models, their climatological heat and freshwater fluxes are very different. Consistently,
the models differ in their mean pathways of the North Atlantic Current, location of upper
ocean low salinity waters, as well as in sea ice cover. In the two models with an excessive
sea ice extent in the Labrador Sea, most of the water mass transformation in the subpolar
region occurs in the eastern part (east of 35°W). The variability of the eastern water
mass transformation on decadal time scales is related to the variable warm northward flow
into the subpolar region, the upper branch of AMOC, where a strengthened flow leads
an intensified transformation. This relationship seems to disappear with a weak

connection between the Subtropical and Subpolar gyres.

Citation: Langehaug, H. R., P. B. Rhines, T. Eldevik, J. Mignot, and K. Lohmann (2012), Water mass transformation and the
North Atlantic Current in three multicentury climate model simulations, J. Geophys. Res., 117, C11001,

doi:10.1029/2012JC008021.

1. Introduction

[2] The North Atlantic Current carries warm and saline
Subtropical Water northward to the eastern subpolar region
(Figure 1a). This flow therefore transports large amounts of
heat and salt poleward. The associated heat loss to the (sub-)
polar atmosphere contributes to the relatively warm European
climate, both on annual and seasonal timescales [Rahmstorf,
2002; Rhines et al, 2008]. When Subtropical Water is
cooled and freshened on its way northward, it results in a
transformation of Subtropical Water to colder and fresher
Subpolar Mode Water (Figure 1b) [ Pérez-Brunius et al., 2004;
Brambilla et al., 2008]. In the subtropics Subtropical water is
mainly transformed due to cooling [Old and Haines, 2006],
whereas farther north Subtropical Water is also transformed by
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discharge of seasonal Arctic sea ice melt, river run-off, and
precipitation [e.g., Isachsen et al., 2007]. Hence, the transfor-
mation of Subtropical Water links directly to the operation of
the coupled atmosphere-ocean climate system. For instance,
identifying the location and strength of the model transfor-
mation maps out where the ocean potentially influences the
atmosphere the most.

[3] The first and main objective of this study is to compare
thermodynamic, surface forced water mass transformation
(hereafter denoted WMT) in the northern North Atlantic in
three different climate model simulations, and to address why
they differ. Carman and McClean [2011] showed that WMT
in the North Atlantic Ocean is very model dependent over a
suite of [PCC AR4 climate models. This model divergence
underlines the importance of assessing climate model WMT
in the North Atlantic Ocean, and more fundamentally, iden-
tifying why models differ. Whereas Carman and McClean
[2011] were concerned with simulations of 20th century cli-
mate, our focus is the WMT in multicentury simulations of
pre-industrial climates. These long-term control simulations
allow us to investigate climate variability on decadal time-
scales, and in particular to quantify decadal variance of WMT
in the eastern subpolar region. Observed hydrographic prop-
erties in the eastern subpolar region are in general associated
with large (multi)decadal variability [e.g., Reverdin, 2010].

[4] An extensive analysis on observation-based WMT in the
eastern subpolar region was done by Brambilla et al. [2008].
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Figure 1. (a) Map of the Subpolar North Atlantic and the Nordic Seas with names of geographical
regions that are referred to in the text. The eastern subpolar region is indicated by the blue lines, and
the rest of the subpolar region is the western subpolar region. The Nordic Seas are divided into three
domains [after Swift, 1986]. The location of the Greenland-Scotland Ridge (GSR) is indicated with the
dashed black line. (b) Schematics of the transformation of Subtropical Water (STW) to Subpolar Mode
Water (SPMW) along the pathway of the North Atlantic Current (NAC). The mixed layer depth shown
in color is the mean mixed layer depth in March over 500 years (obtained from the Bergen Climate
Model). The mean mixed layer depth is deepest in March.

Areas of strong WMT are associated with deep mixed layers
and formation of Subpolar Mode Water, which is the dominant
water mass above the permanent pycnocline in the eastern
subpolar region [McCartney and Talley, 1982; Brambilla and
Talley, 2008]. Subpolar Mode Water is associated with bran-
ches of the North Atlantic Current and each branch becomes
denser along its path [Brambilla and Talley, 2008, Figure 1].
Some branches enter the Nordic Seas and others re-circulate
within the subpolar region. The net transport of the North
Atlantic Current in the subpolar region has rather widely vary-
ing estimates, for example, 12 Sv [Schmitz and McCartney,
1993], whereas Rossby [1996] estimates 20 Sv for the North
Atlantic Current passing through the Charlie-Gibbs Fracture
Zone. Strong eddies and re-circulations complicate these esti-
mates, as does the vertical range over which the estimates
apply. The northward transport across the Greenland-Scotland
Ridge is about 9 Sv [Dsterhus et al., 2005]. This indicates
that about half of the North Atlantic Current is continuing
to the Nordic Seas and the other half re-circulates in the
subpolar region. The fraction of the westward (toward the
Labrador Sea) and poleward branch of the North Atlantic
Current is important in determining the water mass compo-
sition of the dense North Atlantic Deep Water, in particular
the Deep Western Boundary Current [Smethie and Fine,
2001; Lumpkin and Speer, 2003].

[5] The North Atlantic Current forms the upper branch of the
Atlantic Meridional Overturning Circulation (AMOC) [e.g.,
Manabe and Stouffer, 1988]. The variable strength of this
zonally integrated circulation has been investigated in a range
of numerical models [e.g., Bentsen et al., 2004; Jungclaus
et al., 2005; Medhaug et al., 2012]. AMOC is traditionally
quantified in latitude-depth space (hereafter denoted AMOCz).
In the present study—where we analyze WMT—it is more

appropriate to quantify the overturning in latitude-density space
(AMOCo) [e.g., Mauritzen and Hdikkinen, 1999; Bailey
et al., 2005]. AMOCo illustrates the density distribution
that corresponds to the zonally integrated volume transport.
Density changes associated with the North Atlantic Current,
for instance, are therefore evident in AMOCo. Due to strong
zonal density gradients, AMOCo differs greatly from AMOCz
in the subpolar region [Willebrand et al., 2001; Zhang, 2010].
Note that changes in water mass properties are possible with-
out density changes, for instance, when salinity and tempera-
ture changes are density compensated.

[6] The second objective of this study is to investigate the
relationship between model WMT in the eastern subpolar
region and AMOCoq variability on decadal timescales. Sev-
eral studies have investigated the relationship between
AMOC and WMT at high northern latitudes [e.g., Marsh,
2000; Isachsen et al., 2007; Grist et al., 2009; Josey et al.,
2009]. Josey et al. [2009] found that the integrated WMT
from air-sea exchange north of 35°N relates strongly with the
strength of AMOCz between 35°N and 65°N. The other
source for WMT is mixing, such as lateral mixing within the
mixed layer, entrainment of denser water into the mixed
layer, and diapycnal mixing [Nurser et al., 1999]. Estimates
for the North Atlantic suggest that mixed layer entrainment is
significant, yet not dominating the WMT, and often opposes
the surface forced WMT [Tandon and Zhao, 2004]. Dia-
pycnal mixing plays an important role in the WMT of dense
Nordic Seas overflow water passing through the Denmark
Strait, Faroe-Bank Channel, and Iceland-Faroe Ridge [e.g.,
Dickson and Brown, 1994, Hansen and Osterhus, 2000], and
in the subsequent rising of deep water masses throughout the
world ocean.
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[7] The focus of our study is the WMT associated with the
North Atlantic Current in the upper ocean, and we accordingly
only consider WMT due to surface forcing. Previous studies
have shown that WMT at high northern latitudes is dominated
by air-sea exchanges [Nurser et al., 1999; Tandon and Zhao,
2004]. Nurser et al. [1999] used an isopycnal model to
investigate the contribution from mixing and air-sea exchan-
ges on the total WMT in the North Atlantic Ocean. They found
that WMT could be calculated to first order from surface
forcing only outside the Tropics. This is corroborated by the
observation-based study of Lumpkin and Speer [2003], which
point out that air-sea exchanges dominate south of the over-
flow region downstream of the Greenland-Scotland Ridge.
Pérez-Brunius et al. [2004] distinguish between the WMT in
the western and eastern subpolar region. They found that water
entering the Labrador Sea is mainly transformed by mixing
with fresh and cold subpolar waters. In the eastern region, the
focus region in this study, the main factors in transforming
Subtropical Water are air-sea exchanges and horizontal
entrainment of saline water from the northeastern subtropical
gyre. The entrainment of saline water is not explicitly inves-
tigated in this study. However, this entrainment influences the
surface density, and thus implicitly contributes to the WMT
assessed herein.

[8] The paper is organized as follows. The three climate
models and the methods used are presented in section 2. In
section 3, the models’ surface forced WMT is presented, and
in section 4 we discuss why the models are different from
each other, and also why they differ from the observation-
based WMT. In section 5, the surface forced WMT in the
eastern subpolar region is related to the strength of AMOCo
on decadal timescales. The main conclusions from the study
follow in section 6.

2. Data and Method

2.1.

[v] Multicentury simulations from three different climate
models are compared in the present study: the Bergen Climate
Model (BCM) [Furevik et al., 2003; Ottera et al., 2009], the
Institute Pierre Simon Laplace Coupled Model (IPSLCM4)
[Marti et al., 2010; Servonnat et al., 2010], and the Max
Planck Institute for Meteorology Earth System Model (MPI-M
ESM) [Jungclaus et al., 2010]. We use the control simulations
from the EU project THOR (Thermohaline Overturning — at
Risk?), and the first 500 years following model spin-up are
investigated. All models are run without flux adjustments
and are thus free to evolve following their own climates.
The multicentury simulations allow for robust investigation
of long-term climatologies and (multi)decadal variability.
The model resolutions are accordingly relative coarse com-
pared, e.g., to 20th century climate simulations. The three
climate models of very different constructions are widely used
by the climate research community. It is accordingly pertinent
to investigate how — and how well — they simulate the North
Atlantic climate.

[10] The ocean model used in the BCM is MICOM (Miami
Isopycnic Coordinate Ocean Model) [Bleck et al., 1992],
which has a horizontal grid spacing of approximately 2.4° x
2.4° (lon x lat), except in the equatorial region. There are
34 isopycnic layers in the vertical; the potential densities range
from 0, = 1031.51 to o, = 1037.80 kg m > (globally), and a

Model Descriptions
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non-isopycnic surface mixed layer provides the linkage
between the atmospheric forcing and the ocean interior. Three
processes determine the mass exchange across the interface
between the mixed layer and the isopycnic layers: (1) mixing
across the interface, (2) mass exchange caused by changes in
mixed layer depth, and (3) convective adjustment. Whenever
the water column becomes statically unstable, e.g., in the
Labrador or Irminger seas, there is an instantaneous re-strati-
fication of the water column where dense water in the mixed
layer is transferred to the corresponding isopycnic layer below
[Medhaug et al., 2012]. The thermodynamic-dynamic sea ice
model used in BCM is GELATO (Global Experimental Leads
and sea ice for Atmosphere and Ocean) [Salas Mélia, 2002],
a multicategory sea-ice model (thickness dependent), with
one layer for snow and four layers for ice. The atmosphere
model is run with a truncation at wave number 63 (T 63) with
31 vertical levels. The horizontal grid spacing is about 2.8°
in longitude and latitude. The model data are taken from a
700-year control integration based on pre-industrial climate
and has previously been used in several climate studies [Ottera
et al., 2009; Langehaug et al., 2012; Medhaug et al., 2012].

[11] BCM is too warm in the North Atlantic subpolar region
compared to observations, whereas the biases are relatively
small in sea surface salinity [Otterd et al., 2009]. Perhaps due
to the warm bias, the winter sea ice extent is too small in the
Labrador Sea compared to observations [Otterd et al., 2009].
The deep convection in this model is fairly realistic, where
dense water is formed at the eastern rim of the Nordic Seas,
close to the Greenland-Scotland Ridge, and in the Irminger
and Labrador seas. The contribution from the Nordic Seas and
Labrador Sea, constitute 2/3 and 1/3, respectively, of the deep
water in the North Atlantic Basin [Medhaug et al., 2012].

[12] OPAS (Océan PArallélis€) [Madec et al., 1997], the
ocean model used in IPSLCM4, has 31 vertical depth levels
and a nominal 2°-horizontal resolution. To parameterize ocean
convection, the vertical eddy viscosity and diffusivity coeffi-
cients are increased to 100 m* s~ ' in case of static instability.
The sea ice model is the LIM-2 (Louvain-la-Neuve sea Ice
Model) thermodynamic—dynamic sea ice module specifically
designed for climate studies [Fichefet and Morales-Maqueda,
1997, 1999]. It includes one layer for snow and two layers for
ice. The atmosphere model has a horizontal resolution of
3.75° x 2.535° and 19 vertical levels. The model data is
taken from a 1000-year control integration based on pre-
industrial climate and has been used in several climate studies
[Servonnat et al., 2010; Gastineau and Frankignoul, 2011].

[13] TPSLCM4 is colder than observations over the whole
North Atlantic Ocean [Escudier et al., 2012]. In particular, a
very large cold bias is present east of the Grand Banks. This
is in part due to a southward shift of the western boundary
currents as in many other models [e.g., Danabasoglu, 2008].
A strong negative bias in sea surface salinity is present in the
northwestern Atlantic, linked to an excess of freshwater
forcing over the Labrador Sea, as in the previous version of
the model [Swingedouw et al., 2007]. Together with the
temperature bias discussed above, this cold and fresh bias is
associated with an overestimation of the winter sea ice cover
in the Labrador Sea. This prevents a correct representation of
deep convection in this area. Deep convection is nevertheless
found in three distinct sites: the Nordic Seas, the southern tip
of Greenland at the entrance of the Labrador Sea, and an area
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located south of Iceland [Marti et al., 2010; Escudier et al.,
2012].

[14] The MPI-M ESM ocean component, MPI-OM (Max
Planck Institute Ocean Model) [Marsland et al., 2003],
applies a conformal mapping grid with a horizontal resolu-
tion ranging from 20 km to 350 km and 40 vertical depth
levels. The North Pole of the grid is located over Greenland
resulting in a horizontal resolution of 20 to 150 km in the
North Atlantic. The convective adjustment scheme used in
the ocean model is the parameterization of convection by
enhanced vertical diffusion (from 10> m?*s ™' to 10~ ' m*s™ ")
in the presence of static instability. Compared to IPSLCM4
the diffusion coefficient is small, meaning that it takes more
time steps to remove the instability. Sea ice dynamics and
thermodynamics are embedded in the ocean model and are
described in detail in Marsland et al. [2003]. The atmosphere
model is run with T31 resolution and 19 vertical levels. The
model data is taken from a 3000-year control integration
based on a pre-industrial climate [Jungclaus et al., 2010].

[15] In MPI-M ESM the simulated path of the North
Atlantic Current has a rather zonal direction, crossing the
entire North Atlantic Basin before flowing northward along
the eastern rim of the basin, as is also discussed in section 4.2.
Therefore MPI-M ESM tends to be too cold and fresh in the
subpolar North Atlantic compared to observations. The bias
in sea surface temperature reaches more than 1 Kelvin as is
discussed in Jungclaus et al. [2006] for a higher resolution
grid configuration than the one used here. Deep water for-
mation in MPI-M ESM occurs in the eastern part of the
Nordic Seas as well as south of Greenland [e.g., Zhu and
Jungclaus, 2008].

[16] The freshwater flux (Qr) is implemented differently in
the three models: In BCM, it is represented by the equivalent
virtual salt flux (Qs), thus neglecting the volume change
associated with freshwater input. The virtual salt flux includes
all freshwater sources: evaporation (E), precipitation (P), and
contributions from river runoff (R) and sea ice melting/freez-
ing. The freshwater flux for IPSLCM4 also includes all sour-
ces, and the free surface formulation of Roullet and Madec
[2000] is applied in this model. MPI-M ESM uses a semi-
implicit free surface scheme [Marsland et al., 2003]. For the
MPI-M ESM integration presented in this study, the surface
fresh water flux output contains only the atmospheric part (i.e.,
P-E + R). The freezing and melting of sea ice is internal to the
model ocean, and unfortunately not part of online diagnostics;
it cannot adequately be reconstructed offline based on model
output [Marsland et al., 2003].

2.2. Observation-Based and Reanalysis Surface Fluxes

[17] The heat and freshwater fluxes from the models are
compared with observation-based estimates and reanalysis,
respectively. The latter is provided by the very commonly used
NCEP reanalysis product [Kalnay et al., 1996]. The freshwater
fluxes are estimated from monthly precipitation, evaporation,
and river runoff for the 1948 to 2010 period. Any contribution
from sea ice melting/freezing is not included in the reanalysis.
This contribution is therefore subtracted from the freshwater
fluxes in BCM and IPSLCM4 when comparing models with
NCERP. It is important to note that reanalysis surface fluxes
can contain large uncertainties [e.g., Roske, 2006; Large and
Yeager, 2009]. This is particularly the case for freshwater
fluxes from NCEP [Béranger et al., 2006]. In this study we
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only use the long-term annual mean of both reanalysis
freshwater fluxes and observation-based heat fluxes.

[18] Heat fluxes are provided by the National Oceanography
Centre, Southampton (NOC1.1a) [Josey et al., 1999; Grist and
Josey, 2003]. This data set is based on ship data from the
period 1980 to 1993, and we have thus prioritized observation-
based data when available at the expense of having one ref-
erence data source. The data set is further more an updated
version of what was used in the WMT study by Brambilla
et al. [2008]. The ocean heat budget of this data set is bal-
anced with an accuracy of 2 W m ™2 using inverse analysis
[Grist and Josey, 2003], and the data set is distributed as a
monthly climatology. (NOC1 was previously referred to as the
Southampton Oceanography Centre (SOC) flux climatology.)

2.3. Water Mass Transformation Diagnosed From
Surface Buoyancy Fluxes

[19] The quantification of surface forced WMT follows the
method that was introduced by Walin [1982] and further
developed by Speer and Tziperman [1992]. The approach is
based on the fact that surface heat and freshwater fluxes modify
the temperature and salinity at the ocean’s surface and thereby
convert water from one density class to another — unless the
two fluxes are perfectly density-compensated. Walin [1982]
and Speer and Tziperman [1992] showed that the WMT of
surface waters in an outcrop region due to air-sea exchanges is
equivalent to the volume transport across the outcropping iso-
pycnal in a steady state. This study is concerned with surface
forced WMT as argued above. This means that density changes
due to cooling/heating of the ocean surface, evaporation, pre-
cipitation, and contributions from river runoff and ice melting/
freezing are taken into account. Density changes due to
interior mixing between different water masses, on the other
hand, are neglected. The surface forced WMT is estimated
from monthly data.

[20] The surface density flux D (kg m 2 s~ ') quantifies the
local rate of surface WMT, which includes surface heat flux
Oy (W m™2) and freshwater flux O (kg m 2 s~ ') into the
ocean, as well as surface salinity S (dimensionless). The den-
sity flux has one thermal (F7) and one haline (Fs) component:

D =Fr+Fs (1)
Fr=ac,” 'Oy (2)
Fg=—BS x O A3)

where c¢,, is specific heat capacity of water (3996 J kg~ ' K™ "),
and « and (3 are the thermal expansion coefficient and haline
contraction coefficient, respectively. We have here used the
UNESCO formulas [McDougall, 1987] to calculate o and (.

[21] The surface forced water mass transformation F' is equal
to a volume transport across the given isopycnal (i.e., diapycnal
transport), and is given by integrating the surface density flux
over the outcrop region for surface densities between o and
o + Ao (Figure 2a) [Speer and Tziperman, 1992]:

o+Ao
/ D dA (4)

a

Flo) = Jlim <,

where A is the area of the outcrop region.
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Figure 2. (a) Schematics to describe surface forced water mass transformation (WMT). WMT of surface
water from one density class to another class due to surface density fluxes is equivalent to diapycnal vol-
ume transport (adapted from Brambilla et al. [2008]). (b) The typical density range of Subpolar Mode
Water from observational studies is shown in red curves (in o), and the density range used to capture
the models’ Subpolar Mode Water is illustrated by gray curves (in o05).

[22] In practice, to obtain geographical maps of the annual
mean surface forced WMT across a given o-isopycnal from
monthly data we calculate for each grid cell the surface density
flux between o and o + Ao and average over one year:

Fi(O')

1 &
= Dni dAl 5
NTAO' ; ’ ( )

where Ny is 12 (months in a year). Note that F from
equation (4) is the integral over the whole outcrop region,
whereas F; from equation (5) is computed at each grid cell.
The annual mean F; is given in units of Sv (1 Sv =10° m’s .

[23] It has been found that WMT computed from monthly
data, such as the observation-based estimate of Brambilla
et al. [2008], tends to overestimate actual WMT. Eddies in
the upper ocean and mixing associated with deepening of
the mixed layer contribute in particular oppositely to surface
forced WMT [Tandon and Zhao, 2004; Cerovecki and
Marshall, 2008]. In this study we use climate models that
are non-eddy resolving, and hence, the simulated surface
forced WMT is possibly larger than the actual WMT (but also
possibly more consistent with the applied diagnosis).

[24] Another practical aspect of calculating surface forced
WMT is the identification of outcrop regions. The summer
outcrop for a given density can be located far away from the
winter outcrop for the same density. For instance, cold melt-
water in the vicinity of the Arctic sea ice edge during summer
could have similar densities as Subpolar Mode Water during
winter. This means that when integrating the surface forced
WMT over a year and a specific region, the water masses with
the same density do not necessarily communicate with each
other over a year.

[25] The surface forced WMT (F, see equation (5)) is
dependent on the outcrop region that is determined by the
density range (Ao); the larger the range, the larger the outcrop
area. This implies that 7 more represents the WMT in a o-range
given by a specific discretization, rather than a point estimate.
The estimated transformation should nevertheless be indepen-
dent of this to leading order; the area of the outcrop region is
divided by the density range in (5). We have chosen to use the
isopycnal discretization of BCM for convenience and consis-
tency. The simulated surface forced WMT is therefore calcu-
lated for the interval 35.50 < = 0, < = 36.80 kg m .
These o,-densities are comparable with the observed den-
sity range of Subpolar Mode Water (Figure 2b) [Brambilla
and Talley, 2008; Brambilla et al., 2008]; Ao in equation
(5) is the difference between the o,-densities for the simu-
lated WMT (gray lines in Figure 2b).

[26] To evaluate the method of Walin [1982] for the present
purpose, we compare the estimated surface forced formation
and the explicit divergence of isopycnal transport in the sub-
polar region. The surface forced formation is the difference in
surface forced WMT across two neighboring density layers. If
there is convergence, water will subduct in the densest layer of
the two, i.e., accumulation of water in the densest layer, and
vice versa in case of divergence, i.e., removal of water in the
densest layer. Hence, this surface forced formation expresses
changes in the isopycnal transport (Figure 2a). If there is no
difference in WMT across the two neighboring density layers,
there is no formation of water masses (only transformation),
and no change in the isopycnal transport. AMOCo is the
explicit isopycnal transport in the models. The surface forced
formation in the subpolar region is therefore compared with
changes in the isopycnal transport within the subpolar region
obtained from the AMOCo (this is done in section 4.3).
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Figure 3. Annual mean surface forced water mass transformation (WMT) as a function of density, inte-
grated over the entire subpolar region (48°N—62°N as indicated in the inset; solid lines) and over the east-
ern subpolar region (east of 35°W; dashed lines). The WMT has been estimated for each month, and the
annual mean is then averaged over 500 years. Filled circles indicate the density range that corresponds to
the WMT shown in Figures 5—7, whereas the black circle indicates the maximum WMT in the eastern sub-

polar region.

[27] A similar comparison was done by Marsh [2000],
who integrated the total water mass formation north of 15°N
and compared this with the diapycnal overturning circulation
at that latitude. However, to do such a comparison, some
assumptions have been made; interior mixing and volume
changes of isopycnal layers are neglected. This means that
the eventual expansion of a given layer due to surface forc-
ing in this framework is interpreted as a convergence in the
isopycnic flow at the boundaries of the region investigated.
This should not be a considerable source of error for mean
circulations, e.g., Figures 5-7, as a 0.1 Sv-imbalance would
add a O(100 m) thick mean layer across the North Atlantic
for a given density class during a multicentury simulation.

2.4. Statistical Methods

[28] To filter out high-frequency variability, all yearly time
series have been low-pass filtered using an 11-year running
Bartlett window. The time series are linearly detrended prior
to correlation/regression and Empirical Orthogonal Function
(EOF) analysis. For significance testing a Student’s #-test is
used together with the method of Chelton [1983] to estimate
the effective number of degrees of freedom. All quantified
correlations are significant at the 95% confidence level.

3. Surface Forced Water Mass Transformation

[29] Inthis section the simulated mean surface forced WMT
is compared among the models and with observation-based
WMT. Here we only highlight the differences and similarities,
whereas in section 4 reasons for the differences are described.
Before presenting the more detailed geographical distribution
of WMT, the integrated WMT over the entire and eastern
subpolar region are compared among the models.

[30] The integrated surface forced WMT demonstrates
where the bulk of WMT occurs, and allows for quantitative

comparison among the models. The integrated WMT over
the entire subpolar region (48—62°N) and over the eastern
region (east of 35°W) are shown as a function of density in
Figure 3. The figure illustrates which model isopycnals out-
crop in the subpolar region. For IPSLCM4 and MPI-M ESM,
nearly all of the WMT occurs in the eastern part. This is
also the case for BCM for o, < 35.95 kg m >, but for higher
densities the WMT occurs mainly in the western part. The
WMT in the subpolar region is generally stronger in BCM
than in the other two models. The WMT in IPSLCM4 occurs
for slightly denser water masses than in MPI-M ESM.

[31] Weuse the same methodology as Brambilla et al. [2008]
(cf. section 2.3); their observation-based surface forced WMT
therefore provides a benchmark for assessing model perfor-
mance in the subpolar region (Figure 4). The observation-
based WMT is shown for the density range given in Figure 2b
(00 =27.05-27.65 kg m ), where observation-based WMT
predominantly is found [Brambilla et al., 2008]. The geo-
graphical distribution of the simulated WMT is also shown
in Figures 5-7 for the density range that corresponds to
the largest simulated WMT (Figure 3) for each of the three
models. The simulated WMT and the observation-based esti-
mate are intercompared according to their geographical struc-
ture. The magnitude of WMT (i.e., for each grid cell) cannot
be accurately compared, since the horizontal resolution of the
models and the observation-based data differ. BCM never-
theless has the strongest WMT of the three models (Figure 3).

[32] The structure of surface forced WMT in BCM is in
qualitative agreement with the observation-based estimate
(Figure 5). More specifically, BCM has strong WMT just
south of Nova Scotia and toward the eastern subpolar region.
The position of the North Atlantic Current in BCM [Langehaug
et al., 2012] is less consistent with observation-based esti-
mates (Figure 4) [see also Krauss, 1986; Pérez-Brunius et al.,
2004], thereby giving somewhat different regions of strong
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Figure 4. Observation-based annual mean surface forced water mass transformation (Sv) is shown in
color. The corresponding density is noted in the figures. Positive values denote densification. Values
are plotted on a regular 1° x 1° grid. The black lines are the surface flow streamlines [after Brambilla

et al., 2008].

WMT. For instance, in BCM there is strong WMT south of
45°N, which is not the case in the observation-based esti-
mate. The models’ North Atlantic Current is further described
in the next section. The BCM is nevertheless more similar to
the observation-based WMT in this aspect than the other two
models. Model outcrop regions in March are indicated in
Figures 5—7. Even though our computation of WMT follows
the outcrop positions in their seasonal movement, we show
March outcrops that are typical of the most active season
for WMT.

[33] The IPSLCM4 surface forced WMT structure differs
both from the observation-based and that of BCM (Figure 6).
IPSLCM4 has strong WMT just south of Nova Scotia, but
between this region and the eastern subpolar region the WMT
is weak (less than 0.01 Sv). The structure of the WMT in
IPSLCM4 is more similar to BCM and the observation-based
WMT in the vicinity of the Greenland-Scotland Ridge.

[34] The MPI-M ESM displays a different surface forced
WMT structure than both the other two models and the obser-
vation-based estimate (Figure 7). Here WMT mainly occurs
along the eastern boundary of the North Atlantic Basin and the
Nordic Seas. Similar to IPSLCM4, MPI-M ESM has strong
WMT just south of Nova Scotia and weak WMT between Nova
Scotia and the eastern subpolar region. The WMT for the lowest
densities are negative east of Newfoundland (Figures 7a and
7b), meaning that the surface water becomes less dense here.
Negative WMT close to Newfoundland is also seen in BCM
and IPSLCM4, although not so extensively.

[35] To emphasize the relevance of the identified model
differences, we show the simulated zonal mean heat flux
and poleward heat transport in the northern North Atlantic
Ocean (Figure 8). The poleward heat transport is strongly

interconnected with the surface heat flux, and hence, also the
surface forced WMT. For instance, in regions with large heat
convergence, there is consistently large heat loss from the
ocean to the atmosphere. The meridional distribution of the
ocean heat transport is thus a quantification of the ocean’s
influence on climate, identifying where and how much heat is
lost from the ocean to the atmosphere (or stored in the ocean).
The largest heat loss occurs just south of Nova Scotia and close
to the Greenland-Scotland Ridge in all models, and between
43°-50°N there is warming of the ocean surface in IPSLCM4.

[36] The simulated poleward heat transport is shown
together with estimates from reanalysis data in Figure 8 (bot-
tom). It is important to note again that the reanalysis data
contain large uncertainties [e.g., Rhines et al., 2008]. Never-
theless, the ECMWF and NCEP derived heat transports com-
pare relatively well in the northern North Atlantic. BCM is the
most similar to the reanalysis data at the border between the
subtropical and subpolar region, whereas the two other models
are more similar to the reanalysis data in the northern part of
the subpolar region, close to the Greenland-Scotland Ridge.

[37] We have seen that there are large differences in how
the three models simulate their surface forced WMT, both in
terms of geographical distribution and the magnitude of
integrated WMT over the subpolar region. The comparison
of northward ocean heat transports also highlight differences
in the location and strength of surface heat loss.

4. Identifying Causalities in Model WMT

[38] The model differences in WMT, including their com-
parison with observation-based and reanalysis data, are here
diagnosed based on model heat and freshwater fluxes.
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Figure S. BCM'’s annual mean surface forced water mass transformation (WMT) is shown in color. The
WMT has been estimated for each month, and the annual mean is then averaged over 500 years. Positive
values denote densification. The corresponding o,-density range is noted in the figures. The upper and
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4.1.

[39] Two main differences stand out when comparing heat
and freshwater fluxes. The first is associated with the large
heat loss along the pathway of the North Atlantic Current and
in the Labrador Sea (Figure 9, left). The observation-based
pattern is relatively well reproduced in BCM, except that the
pathway of the North Atlantic Current is shifted eastward
compared the observed (as identified in section 3). In con-
trast, the two other models have little heat loss between Nova
Scotia and the eastern subpolar region. The reason for the
weak heat loss in IPSLCM4 is that the North Atlantic Current
subducts beneath what has been found to be a much too fresh
surface layer in this region [Mignot and Frankignoul, 2010],
leading to weak WMT. The second difference is the exces-
sive freshwater input close to Newfoundland in IPSLCM4
and MPI-M ESM compared to NCEP and BCM (Figure 9,
right). This excessive freshwater input can be explained by
excessive net precipitation regionally in these models com-
pared to NCEP, which in the case of IPSLCM4 has previ-
ously been described by Swingedouw et al. [2007].

Heat and Freshwater Fluxes

[40] The heat and freshwater fluxes’ relative contribution to
the total density flux are compared in Figure 10. The density
flux determines the magnitude of the WMT (equations (1) and
(4)). The thermal contribution is mainly positive (i.e., density
gain from heat loss (Figure 10, left)), whereas the haline con-
tribution is mainly negative (i.e., density loss from freshwater
input (Figure 10, right)). The thermal contribution dominates
the density flux in the eastern subpolar region (cf. Table 1) and
in the Atlantic domain of the Nordic Seas (Figure 1a). Gen-
erally, the thermal contribution in BCM is larger than that in
IPSLCM4 and MPI-M ESM (Table 1). The haline contribu-
tion dominates or is comparable to the thermal contribution in
the Polar/Arctic domain of the Nordic Seas (Figure 1a). In the
western subpolar region the three model simulations generally
differ: The thermal contribution dominates in BCM, whereas,
consistent with an apparent overestimate of freshwater input
(Figure 9), the haline contribution dominates in IPSLCM4 and
is comparable to the thermal contribution in MPI-M ESM
(Table 1).

[41] Overall, the northward flowing water becomes denser
due to the predominantly positive WMT (Figure 5-7),
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Figure 6. IPSLCM4’s annual mean surface forced water mass transformation (WMT) is shown in color.
The WMT has been estimated for each month, and the annual mean is then averaged over 500 years. Pos-
itive values denote densification. The corresponding o,-density range is noted in the figures. The upper
and lower boundary of this range in March is indicated by dashed and solid lines, respectively.

caused by a dominance of heat loss over freshwater input.
In IPSLCM4 the integrated thermal contribution in both
the subpolar region and the Nordic Seas is only slightly
larger than the integrated haline contribution (Table 1).
However, there is positive WMT regionally, such as in the
eastern subpolar region (Figure 3). A general dominance of
the thermal over the haline buoyancy forcing in the subpolar
region is also found in both high- and coarse resolution ocean
models forced with reanalysis data [Gulev et al., 2007].

[42] In order better to understand the differences in the
haline component of the models, the models’ Arctic sea ice
extent is included in Figure 10 (right). The freshwater input in
the Nordic Seas in BCM and IPSLCM4 is located close to the
extremes in September sea ice extent throughout the simu-
lations, suggesting that this freshwater input is dominated by
sea ice melting. Similar freshwater input in the Nordic Seas is
not evident in MPI-M ESM. This can thus be related to the
absence of sea ice melting/freezing in the diagnosed fresh-
water budget of MPI-M ESM. Both in IPSLCM4 and MPI-M
ESM the sea ice extent in March advance farther south than
observed in present climate [Arzel et al., 2006], whereas BCM
is more similar to what is observed. This means that winter

sea ice cover in IPSLCM4 and MPI-M ESM largely prevents
heat loss in the Labrador Sea, and hence reduces regional deep
water formation.

[43] To estimate the magnitude of temporal variations, the
standard deviation (std) of interannual variability of the thermal
and haline component is calculated (Figure 10, black contours;
using non-filtered time series). In BCM and IPSLCM4 the
haline contribution has largest variability in the Irminger Sea/
Denmark Strait and the Polar/Arctic domain of the Nordic
Seas. In the same regions, the haline contribution has low
variability in MPI-M ESM, which again can be related to the
lack of sea ice melting/freezing in the diagnosed freshwater
budget of this model. The thermal contribution has largest
variability along the pathway of the models’ North Atlantic
Current, which is shown in following section. In BCM there is
also large variability in the Labrador Sea, whereas variability is
low in the other two models in this region. In BCM the thermal
variability in the Atlantic domain of the Nordic Seas is of
similar magnitude to the variable heat loss associated with the
North Atlantic Current. This is also the case for MPI-M ESM,
but not for IPSLCM4.
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4.2. The North Atlantic Current

[44] The border between the Subpolar and Subtropical gyres
outlines the pathway of the North Atlantic Current. The
models’ Subpolar and Subtropical gyres are manifested in the
barotropic stream function with cyclonic (negative) and anti-
cyclonic (positive) circulations, respectively (Figure 11). The
North Atlantic Current is observed to curve around New-
foundland before it turns northeastward in the “Northwest
Corner” [e.g., Arhan, 1990; Krauss, 1986; Pérez-Brunius et al.,
2004], but splits from the coast too far south in all three models.
In MPI-M ESM the North Atlantic Current has a zonal direc-
tion, crossing the North Atlantic basin before flowing north-
ward along its eastern rim. This is consistent with this model’s
weak WMT between Nova Scotia and the eastern subpolar
region, and strong WMT along the eastern rim of the basin. In
BCM and IPSLCM4 the North Atlantic Current separating
the two gyres has a similar northeastward pathway, but the
strength of the circulation is weaker in the latter. In addition, as
mentioned before, the North Atlantic Current subducts beneath
a fresh surface layer in this model. The North Atlantic Current
is in reality a very complex, eddy-rich junction between the two

gyres [Hecht and Smith, 2008]. The three models represent it
very differently from one another and from the eddy rich
observed state. Thus is seems crucial to investigate the structure
of the North Atlantic Current in the models.

[45] The above differences are also manifested in surface
density structure (Figure 11). The North Atlantic Current is
characterized by a strong surface density gradient in the surface
density. This front between subpolar and subtropical waters is
clearly seen in BCM and MPI-M ESM, although in different
locations, but not in IPSLCM4 due to the fresh surface layer
capping the North Atlantic Current. Both IPSLCM4 and
MPI-M ESM have less dense surface water in the western-
most subpolar region than BCM, consistent with the large
freshwater input in this region in [IPSLCM4 and MPI-M
ESM. However, in all models there is a gradual densification
of the surface water flowing with the North Atlantic Current
in the eastern subpolar region, and also for the continuation of
the flow in the Nordic Seas.

[46] The gradual densification of surface water carried by
the North Atlantic Current is also illustrated in Figure 12 (left)
(see incline of isolines in the dashed rectangles). This figure
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northward ocean heat transport in the subpolar North Atlan-
tic over 500 years for the three models. The black squares
and asterisks denote the ocean heat transport based upon sur-
face fluxes for 1985 to 1989 for NCEP and ECMWF reanal-
ysis products [Trenberth and Caron, 2001].

shows the density distribution associated with the zonally
integrated ocean circulation, i.e., AMOCo. The densification
is consistent with the overall positive surface forced WMT in
the subpolar region and the Nordic Seas. The densification is
the strongest in BCM. The weak surface forced WMT between
Nova Scotia and the eastern subpolar region (43-48°N) in
IPSLCM4 and MPI-M ESM compared to BCM is also mani-
fested in the models” AMOCo (Figure 12).

[471 The AMOCo captures the densification associated
with the Subpolar Gyre (Figure 12, between 45 and 60°N for
the entire density range). The essentially horizontal gyre
circulation has, on the other hand, little imprint on AMOCz
(Figure 12, right). This implies a stronger AMOCo than
AMOCz in the subpolar region, and in general, an over-
turning circulation cell that extends farther north. The BCM
and MPI-M ESM have comparable maximum value of the
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AMOCz between 20 and 60°N (18.6 Sv and 16.4 Sv, respec-
tively, at 31.5°N), while the maximum value for [IPSLCM4 is
about half (9.6 Sv at 44°N). The maximum value of the sub-
polar AMOCo — as for AMOCz — is much lower for IPSLCM4
(9.4 Sv at 53°N) than in the two other models (18.3 Sv at 58°N
and 51°N for BCM and MPI-M ESM, respectively). Hence, the
ranking of the models is similar regarding the maximum value
of both AMOCo and AMOCz, although the maxima are shif-
ted toward the subpolar region in AMOCo. The latter is con-
sistent with the observations of Talley et al. [2003].

[48] The structure and strength of AMOCz in BCM and
MPI-M ESM are comparable even though the surface forced
WMT is quite different between the two. This demonstrates
the importance of applying analyses complementary to the
frequently used AMOCz. We accordingly promote the anal-
ysis exemplified herein — the estimation of surface forced
WMT and its geographical distribution.

4.3. Evaluation of the Estimated Surface Forced Water
Mass Transformation

[49] AMOCo quantifies zonally integrated WMT directly
from the actual isopycnal transports, whereas the approach of
Walin [1982] estimates the WMT from surface density fluxes.
To investigate how the latter represents actual WMT in the
models, we compare the estimated surface forced formation (cf.
section 2.3) and isopycnal transports obtained from AMOCo
(Figure 12, left). The surface forced formation is calculated for
all isopycnals that outcrop in the region 48°—62°N. The surface
forced formation has a similar structure in all models, i.e.,
removal of water masses with lighter densities and subduction
of water masses with denser densities (Figure 13). The differ-
ence in the isopycnal transport between the northern (62°N) and
southern (48°N) boundary of the subpolar region corresponds
well with the estimated surface forced formation in IPSLCM4
and MPI-M ESM, but less well for BCM (Figure 13).

[50] One reason for the difference between the surface
forced formation and net isopycnal transport through the
subpolar region in BCM is the model parameterization of
deep convection, as described in section 2.1. Due to the
instantaneous re-stratification at each time step in the model
simulation, there is no outcropping associated with this pro-
cess in our diagnosis; parts of the water attributed to BCM’s
isopycnal layers o, = 36.53 kg m > and 0, = 36.71 kg m >
(red curve in Figure 13) are placed in the model’s denser
layers by deep convection (black curve in Figure 13).

[51] A perfect match between the surface forced formation
and the net isopycnal transport through the subpolar region is
not expected. The neglected diapycnal mixing is present to an
extent in all models. For instance, the surface forced formation
in MPI-M ESM cannot explain the positive isopycnal flow
with density o, = 36.71 kg m > (black curve in Figure 13). In
BCM, the separate mixed layer makes the dynamics of the
upper ocean in BCM different from the other two models. In
particular, ad hoc vertical mixing is implicit to the mixed-layer
model formulation as the layer is vertically homogenous by
definition [Eldevik, 2002]. The magnitude of estimated sur-
face forced formation is larger than the net isopycnal trans-
port in the lighter layers of BCM through the subpolar region
(Figure 13). This indicates that the implicit mixing acts to
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Table 1. Mean Thermal (F7) and Haline (F) Contribution to the
Surface Density Flux®

BCM IPSLCM4 MPI-M ESM

Region FT FS FT FS FT FS
E subpolar 2.72 —0.35 1.25 —0.47 2.22 —0.41
W subpolar 1.18 —0.55 —0.02 —1.00 0.72 —0.77
subpolar 2.14 —0.44 0.78 —0.66 1.49 —0.57
Nordic Seas 2.20 —0.59 1.13 —-1.07 1.50 —0.86

% and Fg (in 1075 kg m 2 s ") is calculated for the Nordic Seas (63—
79°N, 40°W-20°E) and the eastern (E) and western (W) subpolar region
(47-63°N, 60°W-10°E). The regions for each model are found by
including the grid cells that are located within the longitude and latitude
limits. Since the models grids are not similar, the regions will be slightly
different among the models. The eastern and western region is separated
at 35°W. Note that sea ice melting/freezing is not taken into account in
the Fg for MPI-M ESM.

reduce the effect of the surface forced WMT, consistent with
the findings of Nurser et al. [1999].

[52] In summary, the method introduced by Walin [1982]
provides a simple and useful way of estimating surface forced
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WMT in climate models, and it compares relatively well with
the models’ actual subpolar WMT as described by diapycnal
overturning in AMOCo.

5. Decadal Variability

[53] Several model studies have shown that decadal cli-
mate variations are linked to variations of AMOC [e.g., Eden
and Willebrand, 2001; Bentsen et al., 2004; Deshayes and
Frankignoul, 2008; Kwon and Frankignoul, 2011]. At lon-
ger timescales, Atlantic Multidecadal Variability (AMV) is
seen, for example with two major and several minor warm
periods in the subpolar region during the 20th Century [e.g.,
Enfield et al., 2001]. In fact the early 20th Century warming
(1930s—1960s) is one of the largest naturally occurring cli-
mate events in the instrumental record and the post-1995
event expresses the current warm period. AMV has been
associated with clustered atmospheric blocking patterns over
the northern Atlantic and with changes in the warm branch of
the AMOC [Hdkkinen et al., 2011a, 2011b].

819N 2 .....................
: MPI-M ESM
72°N
%DN ......
54°N
O \ﬁl)\l
NI
20°W 0° 20°E

Figure 11. Mean surface density (in 0;) over 500 years for the three models. Model names are indicated
in the upper left corner of the figures. Mean barotropic stream function over 500 years is shown in black
contours (numbers are given in Sv), where negative (positive) stream function indicates the Subpolar
(Subtropical) Gyre. Thin contours are shown with intervals of 5 Sv. Thick contours are shown for
£1 Sv and £3 Sv, to emphasize the position of the North Atlantic Current at the border between the Sub-

polar and Subtropical gyres.
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Figure 12. (left) Mean meridional overturning stream function in latitude-density space (AMOCo) and
(right) latitude-depth space (AMOCz) over 500 years for the three models. The density bins chosen for
the computation of AMOCo in [IPSLCM4 and MPI-M ESM are consistent with the isopycnal discretiza-
tion of the ocean model in BCM. Model names are indicated in the figures. The dashed rectangles illus-
trate the density range associated with the surface forced WMT shown in Figures 5-7. Note that the
annual mean overturning circulation is used here, whereas the surface forced WMT is calculated from
monthly values.
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Figure 13. Annual mean surface forced water mass formation (i.e., divergence of the transformation)
integrated over the subpolar region (colored lines; derivatives with respect to density of the solid curves
in Figure 3). The region is indicated in the inset in Figure 3. The water mass formation has been estimated
for each month, and the annual mean is then averaged over 500 years. The black lines show the models’
divergence in the isopycnal transport by density bin, which is found by subtracting the transport profile in
density bins at 48°N from the transport profile in density bins at 62°N.

[54] In this section, we investigate the variability of sur-
face forced WMT and its link to the variable AMOCo on
decadal timescales. To represent the temporal evolution of
WMT associated with Subpolar Mode Water, we use time
series of maximum WMT in the eastern subpolar region
(WMT ,ax; Figure 14). The variance of WMT,,,,x in MPI-M
ESM (std 1.8 Sv) is about three times larger than in BCM
and IPSLCM4 (0.5-0.6 Sv). The larger variance in MPI-M
ESM is also illustrated by a power spectrum of WMT, .«
(Figure 15). These spectra show that the power in MPI-M
ESM resembles almost a red noise spectrum with higher
energy at lower frequencies. This is not the case in the
two other models, and it is actually the opposite in BCM with
higher energy at higher frequencies. Both BCM and IPSLCM4
show most energy at seven yrs periodicity (arrow in Figure 15).
MPI-M ESM has enhanced energy at 7, 13, 21, and around
50 yrs periodicity. Although the peaks are not significantly
different from red noise, we here want to emphasize the
enhanced variability on decadal timescales.

[55] To represent the variable AMOCGg, the first principal
component from EOF analysis is used. The power spectra of
the principal component for all three models almost resemble
a white noise spectrum with comparable energy at all fre-
quencies (not shown). In BCM and MPI-M ESM, there is
slight increase of energy around 50 yrs periodicity. The first
EOF of yearly AMOCo is shown for the latitudinal band
from 35°N to 70°N in Figure 16 (left), identifying the struc-
ture of most variance in AMOCo. In BCM and MPI-M ESM
the dominant pattern is a change in the southward flow in the
dense layers and a weaker change of the opposite sign in
lighter layers. Unlike AMOCz, variability of AMOCo can
also be related to expanding or shrinking of isopycnal layers;
if the thickness of denser layers increases in a water column,
the thickness of lighter layers in the same water column

decreases accordingly (for instance as a result of deep con-
vection). This change does not necessarily imply more
southward volume flow over the water column, and hence, an
immediate compensating change in the northward flow aloft
is not required. This is in contrast to AMOCz, where a change
in the southward deep flow must be compensated by a change
in the northward flow aloft due to continuity. The lagged
correlations demonstrate that an increase in the southward

= BCM WMT(35.95)
IPSLCM4 WMT(36.29)
== MPI-M ESM WMT (35.95)

2 L L L L L L L L L
50 100 150 200 250 300 350 400 450
Time (years)

Figure 14. Time series of maximum surface forced water
mass transformation in the eastern subpolar region
(WMT,,x)- The WMT ..« and the corresponding o,-density
(indicated in the legend) for each model were found in
Figure 3. The time series are filtered using an 11-year low-
pass filter. The dashed lines illustrate the mean WMT, .«
for each model.
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Figure 15. Power spectrum of the linearly detrended
annual WMT data (thick line) together with the theoretical
red noise spectrum (thin solid line) computed by fitting a
first order autoregressive process with a 95% confidence
interval (dashed lines) around the red noise. The spectrum
is smoothed by a binomial filter with window length of nine
years. The arrow indicates the enhanced energy at seven
years periodicity.

dense flow (i.e., strengthening of EOF1 of AMOCo) is not
necessarily related to an immediate response in the northward
flow, but leads an increase in the northward flow at 48°N by
one year (Table 3 and magenta curves in Figure 16). The
strength of the northward flow at both 48°N and 60—-64°N is
given in Table 2.

[56] A similar relationship was also found by Grist et al.
[2009], with a lagged increase in the northward flow at
48°N after an increase in northern dense water formation.
The latter includes the total formation north of 48°N, and
hence, includes the formation of the densest water masses in
the Nordic Seas and Labrador and Irminger seas. It is likely
related to the variability of the dense southward flow, and
therefore corresponds to our dominant mode of AMOCo
(Figure 16, left). In IPSLCM4 the dominant mode shows a
simultaneous change in the entire AMOCq, and hence, the
northward flow at 48°N increases at zero time lag (Table 3
and Figure 16).

[57] To investigate the decadal relationship between
WMT associated with Subpolar Mode Water and AMOCo,
WMT,..x has been correlated with the first principal com-
ponent of AMOCo. The two are significantly correlated in
BCM and MPI-M ESM, where WMT,,.x is found to lag
AMOCo (Table 3 and gray curves in Figure 16). This means
that 7 to 8 years after an increase in the southward flow of
dense water masses in the North Atlantic Basin there is an
increase in the WMT, and hence, the heat loss in the eastern
subpolar region. Gastineau and Frankignoul [2011] used the
same model simulations as presented in this study, among
others, and found that an intensification of AMOCz was
followed by low sea level pressure anomalies over the North
Atlantic, with a time lag of up to 10 years. They found that
this atmospheric response was caused by increased north-
ward oceanic heat transport, resulting in increased heat
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release along the pathway of the North Atlantic Current. We
have seen from the lagged correlations above (Figure 16)
that a strengthening of the dominant mode of AMOCoy is
associated with an increase in the northward flow into the
subpolar region. Hence, both this study and Gastineau and
Frankignoul [2011] point to the variable northward flow as
a source for the variable WMT (or heat loss) in the eastern
subpolar region on decadal time scales, and that the variable
WMT in this region is not a source of AMOC variability.

[s8] Several recent studies assess decadal variability in
temperature and salinity in the eastern subpolar region [e.g.,
Johnson and Gruber, 2007; Thierry et al., 2008; Hdkkinen
et al., 2011a]. The mechanisms suggested by these authors
are different, or at least only implicitly related to the above,
which relates WMT to the overturning circulation. Hdkkinen
et al. [2011a] suggest that wind-induced changes in the
Subtropical and Subpolar gyres are responsible for observed
thermohaline anomalies. For instance, the observed recent
relaxation of the gyres’ circulation leads to a contraction of
the Subpolar Gyre and an expansion of the Subtropical Gyre.
This change in the surface circulation forms a gateway for
warm and saline anomalies to propagate from the Subtropical
region to the Subpolar region [see Hikkinen et al., 2011a,
Figure 14]. However, the wind-driven horizontal gyres and the
overturning circulation are highly interconnected. It is there-
fore not straightforward to identify the relationship between
the overturning circulation and temperature anomalies in the
northern North Atlantic. This is demonstrated in an inter-
comparison of all climate model simulations from [PCC AR4
[Medhaug and Furevik, 2011]. The study showed that the
models strongly differ in their relationship between AMOCz
and sea surface temperature in the North Atlantic, and hence,
no consistent mechanism was found to operate across the
models.

[59] InIPSLCM4 there is no significant correlation between
the WMT,,.x and AMOCo (Table 3 and gray curve in
Figure 16), although the relationship between sea level pres-
sure and AMOCz is found in IPSLCM4 in the study by
Gastineau and Frankignoul [2011]. The reason for this could
be that Gastineau and Frankignoul [2011] focus on a larger
region, and that the authors identify a correlation related to the
model’s subtropical heat loss (and not subpolar heat loss). The
reason for this difference in IPSLCM4 compared to the other
two models could be related to the anomalously cold and fresh
surface layer east of Newfoundland (Figure 5). The North
Atlantic Current subducts beneath this layer, where its positive
sea surface temperature anomalies can be eroded, before it
enters the eastern subpolar region. In MPI-M ESM there is also
a cold and fresh surface layer east of Newfoundland (Figure 5).
However, the more zonal North Atlantic Current in this model
(Figure 4) circumvents the cold and fresh surface layer
spreading eastward from Newfoundland.

[60] Moving north we investigate the relationship between
the northward transport at 60—64°N and the first principal
component of AMOCo. A strengthening of the former is found
to lead an increase in AMOCo¢ in all models (Table 3 and blue
curves in Figure 16). The northward transport at 60—64°N
represents mainly the Atlantic inflow into the Arctic Mediter-
ranean. This region completes the northern overturning loop,
and the consequent dense water mass formation feeds the deep
southward branch downstream in the North Atlantic basin
[Dickson and Brown, 1994; Rudels et al., 1999].
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Figure 16. (left) EOF1 of yearly AMOCo is shown in color for the different models. Model names and
the variance explained by EOF1 is indicated in the title of the figures. Mean AMOCo is shown in contours
with intervals of 3 Sv. The dashed rectangles illustrate the density range associated with the surface forced
WMT shown in Figures 5-7. (right) Cross-correlation (r) between PC1 of AMOCoq and (1) net northward
volume transport at 48°N (magenta), (2) mean net northward transport between 60 and 64°N (blue), and
(3) surface forced water mass transformation (WMT) integrated over the eastern subpolar region for the
o>-densities indicated in the figures (gray). These densities correspond to the maximum WMT for the dif-
ferent models (shown in Figure 3). Positive lags denote the AMOCo leading, as indicated in the title of the
figures. The time series are filtered using a 11-year low-pass filter before the cross-correlation. The dashed
lines show 95% significance levels.
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Table 2. Northward Volume Transport®

BCM IPSLCM4 MPI-M ESM
Southern 17.6 8.9 18.9
Northern 9.9 6.8 8.7

“The transport (in Sv) is obtained from AMOCg at the southern (48°N)
and northern (60-64°N) boundary of the subpolar region, where the
northward flow is integrated over all densities.

[61] The temporal evolution of the northward transport
both at 60°—64°N and 48°N is shown in Figure 17. The var-
iance of the northward transport at 60-64°N in MPI-M ESM
(std 1 Sv) is almost twice as large as for the other two models
(0.6 Sv). Regarding the northward transport at 48°N, the
standard deviation for MPI-M ESM is more than three times
larger than BCM and IPSLCM4 (1.8 Sv and 0.5 Sv, respec-
tively). The strong variance in the northward flow of MPI-M
ESM is reflected in this model’s WMT in the eastern subpolar
region, which is also higher than in the two other models
(Figure 14). The power spectra of the northward transport at
48°N in BCM and IPSLCM4 are also almost following the
white noise spectrum (not shown). In contrast, the spectrum
for MPI-M ESM shows enhanced energy at 7 and around
50 yrs periodicity. These periods were also found in this
model’s spectrum of WMT,,... Regarding the northward
transport at 60—64°N, the spectrum for MPI-M ESM changes,
where the energy at (multi)decadal time scales becomes less
clearly enhanced (not shown). The spectra for the two other
models are comparable to those for the northward transport at
48°N.

[62] The mean ratio of the northward volume transport at
60°—64°N to the northward transport at 48°N is 57%, 76%,
and 47% for BCM, IPSLCM4, and MPI-M ESM, respectively.
In other words, in BCM and MPI-M ESM about half of the
northward flow at 48°N re-circulate in the western subpolar
region, while only about a quarter re-circulates in IPSLCM4.
The bifurcations of the North Atlantic Current continuing
into the Nordic Seas and the Labrador Sea are important for
setting the regions of dense water formation, and hence the
composition of North Atlantic Deep Water.

[63] The lagged correlations for BCM and MPI-M ESM
(Figure 16), demonstrate that an increase in the northward
transport at 60°—64°N leads an increase in the southward
dense flow in the North Atlantic Basin. Previous studies on
the same BCM simulation as used herein, suggest that the
atmospheric pattern ‘Scandinavian Pattern’ is a driver for the
variable poleward heat transport across the Greenland-

Table 3. Peak Correlations (r) and Corresponding Time Lag in
Years*

IPSLCM4 MPI-M ESM
BCM AMOCo AMOCo AMOCo
r lag r lag r lag
Northern 0.66 -3 0.52 —4 0.49 -3
Southern 0.58 1 0.75 0 0.92 1
WMT ax —0.37/0.37 =2/7 - - 0.68 8

*The correlations are calculated between the first EOF of AMOCo and
the northward volume transport at the northern (60-64°N) and southern
(48°N) boundary of the subpolar region, and the maximum WMT in the
eastern subpolar region (WMT,,.,, shown in Figure 14). AMOCo leads
for positive lags. Time series are filtered using a 11-year low-pass filter.
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Figure 17. Northward transport at (top) 48°N and (bottom)
60—64°N. The northward transports are the integrated posi-
tive volume transport in density space. The time series are
filtered using a 11-year low-pass filter.

Scotland Ridge [Medhaug et al., 2012]. The poleward heat
transport is furthermore positively correlated with both the
water mass exchange across the ridge and the AMOCz. This
points to atmospheric variability as the link for water mass
exchange between the North Atlantic and the Nordic Seas, at
least for BCM.

[64] The northern dense water formation or the subsequent
southward dense flow in the North Atlantic Basin is typi-
cally found to have a positive correlation with the strength of
the AMOCz, i.c., the northward flow, in climate models.
This is the case in this study and also in the study mentioned
above by Grist et al. [2009]. However, this mechanism is not
yet fully understood.

6. Conclusions

[65] In this study we have analyzed three 500-yearlong cli-
mate model simulations of pre-industrial climate. The focus
has been on the mean state and decadal variability of the WMT
associated with Subpolar Mode Water and the North Atlantic
Current. The model intercomparison of the geographical dis-
tribution of the surface forced WMT reveals both similarities
and differences. One similarity is that the thermal contribution
dominates the WMT in the eastern subpolar region, in terms of
both the mean state and variability (Figure 10 and Table 1),
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and hence, densification of the northward flowing water
occurs in this part (Figure 3).

[66] A main objective of the study has been to understand
why the surface forced WMT differs among the models.
Differences are related to sea ice extent in the Labrador Sea,
the relative importance of freshwater close to Newfoundland,
and the pathway and intensity of the North Atlantic Current.
IPSLCM4 and MPI-M ESM differ from BCM and the
observation-based WMT in the Labrador Sea and between
Nova Scotia and the eastern subpolar region (Figures 4—7). In
IPSLCM4 the barotropic circulation is weaker than in the
two other models (Figure 11), its North Atlantic Current
subducts at the entrance to the subpolar region, and a quarter
of the northward flow at 48°N is estimated to re-circulate in
the western subpolar region. The pathway and strength of
the North Atlantic Current in [PSLCM4 could be related
to the excessive sea ice extent in the Labrador Sea and
the excessive fresh water at the surface off Newfoundland
(Figure 10). In MPI-M ESM, the North Atlantic Current
crosses the entire North Atlantic Basin before continuing
north (Figure 11). Even though half of the model’s northward
flow at 48°N is estimated to re-circulate in the western sub-
polar region, the heat carried by the current is not sufficient to
keep sea ice from advancing south (Figure 10). Hence, sim-
ilarly to IPSLCM4, the excessive sea ice extent appears
closely linked to the pathway of the North Atlantic Current.
In summary, identified differences among the models’ sur-
face forced WMT can largely be related to aspects of model
climatologies that are qualitatively different from what is
observed in present climate.

[67] Among the three models, BCM appears to have the
more realistic structure of the North Atlantic Current, and the
surface forced WMT in BCM is most comparable to the
observation-based mean WMT (Figures 4 and 5) [Brambilla
et al., 2008]. This is possibly because the model North
Atlantic Current joins the Subpolar Gyre directly, without
being fragmented into eddies. The observed North Atlantic
Current, despite being narrower and more intense in some
regions than the model North Atlantic Current, is effectively
broadened, slowed and exposed to more surface heat flux by
strong eddy activity. No model with such coarse resolution as
in this study can truly portray the eddy-rich region connecting
Subtropical and Subpolar gyres, and thus the North Atlantic
Current will remain a relevant challenge for model develop-
ment and observational analysis for some time to come. On
the other hand, a general implication may be that climate
models with a more realistic North Atlantic Current are more
appropriate for assessing climatologies and climate change
associated with WMT.

[68] Regarding the variable WMT, we found that the
decadal variance of surface forced WMT in the eastern sub-
polar region is reflected by the variance of the poleward flow
in the subpolar region. In other words, high variance in oceanic
flow is associated with high variance in WMT. A model with
high decadal variance in the poleward flow might therefore
have stronger communication between ocean and atmosphere
close to the European continent. According to Boer [2011],
MPI-M ESM would appear to have higher decadal potential
predictability in the eastern subpolar region, since Boer
defines potential predictability as the fraction of the total var-
iance that is accounted for by long time scale components. The
three models differ greatly in the intensity and frequency of
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their natural variability. It is of the greatest importance to
create a consistent picture of variability in the decadal fre-
quency band, to distinguish from the human-induced change
of climate.

[69] Although the subpolar North Atlantic Ocean is one of
the most studied ocean regions, there are still challenges in
understanding the variability on decadal timescales both in
nature and climate model simulations. Two of the models in
this study show an increase in the dense flow after a strength-
ening of the northward flow at the northern boundary of the
subpolar region (close to the Greenland-Scotland Ridge),
whereas the third model (IPSLCM4) shows an increase in the
entire AMOCo cell (Figure 16). Furthermore, the same two
models show an increase in WMT in the eastern subpolar
region affer an increase in the dominant mode of AMOCo
(Figure 16). This relationship is due to intensified heat loss in
the eastern subpolar region as a consequence of increased
northward flow at the entrance to the subpolar region. An
intriguing aspect of the present study is thus that even if climate
models are fundamentally different in the climatology of the
North Atlantic Ocean, they can appear rather similar in key
aspects of decadal variability and zonally averaged AMOCz.
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