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Abstract

The problem of estimating the parameters of a Poisson-Gaussian model from experimental data has recently raised much interest in various applications, for instance in confocal fluorescence microscopy. In this context, a field of independent random variables is observed, which is varying both in time and space. Each variable is a sum of two components, one following a Poisson and the other a Gaussian distribution. In this paper, a general formulation is considered where the associated Poisson process is nonstationary in space and also exhibits an exponential decay in time, whereas the Gaussian component corresponds to a stationary white noise with arbitrary mean. To solve the considered parametric estimation problem, we follow an iterative Expectation-Maximization (EM) approach. The parameter update equations involve deriving finite approximation of infinite sums. Expressions for the maximum error incurred in the process are also given. Since the problem is non-convex, we pay attention to the EM initialization, using a moment-based method where recent optimization tools come into play. We carry out a performance analysis by computing the Cramer-Rao bounds on the estimated variables. The practical performance of the proposed estimation procedure is illustrated on both synthetic data and real fluorescence microscopy image sequences. The algorithm is shown to provide reliable estimates of the mean/variance of the Gaussian noise and of the scale parameter of the Poisson component, as well as of its exponential decay rate. In particular, the mean estimate of the Poisson component can be interpreted as a good-quality denoised version of the data.
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1 Introduction

Estimating the parameters of a probability distribution constitutes a fundamental task in many statistical signal processing problems. This estimation problem becomes more challenging when the observed data are distributed according to some mixture of given probability laws [3]. Most existing works are focused on Gaussian mixture models [4]. However, due to their importance in signal/image recovery problems, there has been recently a growing interest in Poisson-Gaussian probabilistic models. Application areas include among others astronomy [18], microscopy [?], medical engineering [?], energy science [?]. The Poisson-Gaussian model was also investigated in other specific signal processing applications, e.g. in [?, ?]. In imaging, the Poisson component is often related to the quantum nature of light and accounts for photon-counting principles in signal registration, whereas the Gaussian component is typically related to thermal noise present in the electronic part of the imaging system. Despite constant improvements in data acquisition devices, electronic noise usually cannot be neglected. Among existing works dealing with Poisson-Gaussian noise, a number of methods have addressed noise identification problems [5–11], as well as denoising [9, 12–16] and reconstruction [17–21]. The developed algorithms are useful in various areas such as digital photography [8], medicine [22], biology [23] and astronomy [18].

A brief overview of published works primarily directed towards the problem of parameter estimation of Poisson-Gaussian densities is useful. It reveals that most existing methods assume a zero-mean Gaussian noise component. Furthermore, they are usually grounded on some approximations based on variance stabilization techniques [8–11]. Only a few publications differ. Zhang, in [7], proposes a cumulant-based approach. A method estimating solely the Gaussian component was also proposed in [6]. Although methods based on maximum likelihood are very popular in parametric estimation [24,25], [?], [?], they have not been extensively investigated in the context of Poisson-Gaussian distribution yet.

In the following, we propose a new framework dealing with Poisson-Gaussian noise parameter estimation from multidimensional time series. We first discuss the properties of the observation model. The versatility of the considered non-stationary model allows us to take into account an exponential decay of the intensity of the Poisson component. Analysis of time series including such an exponential decay covers a broad range of application areas, e.g. nuclear magnetic resonance (NMR) spectroscopy [26], magnetic resonance imaging (MRI) [27] and fluorescence imaging systems [28].

For mixed probability distributions, one must usually resort to some iterative estimation procedure. In the Poisson-Gaussian case, we propose to employ an Expectation-Maximization (EM) [29], [?] approach. Although the EM method has been at the origin of numerous works [?, ?, ?, ?, ?], the use of this method for parameter estimation of a Poisson-Gaussian discrete-continuous mixture model raises a number of technical issues that are carefully addressed in this work. In particular, we need to correctly approximate infinite sums in the expectation step of EM algorithm. Also a sufficiently accurate initialization procedure is required. In this work, the initialization is performed through a Douglas-Rachford [30–32] method which aims at optimizing a moment-based estimate of the unknown parameters.

The paper is organized as follows. We provide a description of the the Poisson-Gaussian statistical model and considered parameter estimation problem in Section C. Then, we interpret it as an incomplete data problem and derive the associated EM algorithm in Section E. The parameter update equation involves the computation of infinite sums, which depend on the current estimate of the parameters. It is necessary to approximate these by finite sums. However, the sum limits cannot be simply fixed, as we show they depend on the current estimate of the parameters and so change with each EM recursion. Expressions for the maximum error incurred in the process are derived. The EM update equation for one of the parameters is shown to be the unique positive root of a high degree polynomial. We develop a practical approach for finding this unique root. These numerical issues raised by the implementation of the algorithm are investigated in Section F as well as the proposed moment-based initialization. In addition, in Section G, we derive the Fisher Information matrix (FIM) and the Cramer-Rao bounds for the estimation problem. The FIM in its final form is intractable and it is computed using Monte Carlo simulation as the sample covariance matrix of the score function. Section H illustrates the algorithm performance on both synthetic data and real confocal image sequences. Finally, Section I concludes the paper.

2 Problem

Of interest here is a parametric model arising in the case of random variables modeled as a weighted sum of Poisson and Gaussian components. The problem is to estimate the vector of parameters \( \theta \) characterizing the associated mixed continuous-discrete probability distribution from available observations \( r = (r_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \), which are realizations of a random field \( R = (R_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \). Here, \( s \) corresponds to a location index (e.g. locating pixel \((x,y)\) in 2D or voxel \((x,y,z)\) in 3D) and \( t \) is the time
More precisely, the considered stochastic model reads :

\[ \forall (s, t) \in \mathbb{S} \quad R_{s,t} = \alpha Q_{s,t} + W_{s,t} \]

where \( \mathbb{S} = \{1, \ldots, S\} \times \{1, \ldots, T\} \), \( \alpha \in (0, +\infty) \) is a scaling parameter, and, for every \( (s, t) \in \mathbb{S} \), \( Q_{s,t} \) is a random variable following a Poisson distribution, and \( W_{s,t} \) is a normally distributed random variable, which are expressed as

\[ Q_{s,t} \sim \mathcal{P}(v_{s,t}), \quad W_{s,t} \sim \mathcal{N}(c, \sigma^2) \]

where \( v = (v_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \subseteq (\mathbb{R}_{+}^*)^S \) is the vector of intensities of the Poisson distribution and \( c \in \mathbb{R} \) (resp. \( \sigma > 0 \) ) is the mean value (resp. standard-deviation) of the Gaussian distribution.

Our goal is to estimate the vector of unknown parameters \((v, \alpha, c, \sigma^2)\) under the following assumptions:

- \( Q = (Q_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \) and \( W = (W_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \) are mutually statistically independent;
- the components of \( Q \) (resp. \( W \)) are independent.

Note that some special instances of this model have been studied in the literature, in the case when, for instance, \( v_{s,t} \) is no longer depending on \( t \), thus reducing to

\[ \forall (s, t) \in \mathbb{S} \quad v_{s,t} = u_s. \]

Most existing works [8,10,33] assume that \( c = 0 \), whereas in [1] we considered a Gaussian noise with non-zero mean. The motivation of these works was to identify noise parameters, the knowledge of which is required in many algorithms used for denoising [15] or restoration [19, 20]. These parameters are usually not known in advance and their values may depend on experimental conditions, for instance in the case of imaging systems on camera settings, temperature, vibrations, … Gaussian approximations [8,10] of the Poisson distribution are sometimes performed in the identification process, which often rely on the use of variance stabilization methods like the Anscombe transform [34] in the subsequent data recovery tasks [12].

In this paper, we consider a more challenging case than (93), when

\[ \forall (s, t) \in \mathbb{S} \quad v_{s,t} = u_se^{-k_{s,t}} \]

with \( u = (u_s)_{1 \leq s \leq S} \subseteq (0, +\infty)^S \) and \( k = (k_s)_{1 \leq s \leq S} \subseteq (0, +\infty)^S \). In this case, the \( 2S + 3 \)-dimensional vector of unknown noise parameters becomes \( \theta = [u^\top, k^\top, \alpha, c, \sigma^2]^\top \) where \((\cdot)^\top\) denotes the transpose operator and \( ST > 2S + 3 \). Some results concerning time series data decaying exponentially in time in the presence of additive noise can be found in [35, 36] but they cannot deal with the considered Poisson model. The notations used in the paper are summarized in Table 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>location index, ( 1 \leq s \leq S )</td>
</tr>
<tr>
<td>( t )</td>
<td>time index, ( 1 \leq t \leq T )</td>
</tr>
<tr>
<td>( R_{s,t} )</td>
<td>observed signal in ( \mathbb{R}^{ST} )</td>
</tr>
<tr>
<td>( q = (q_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} )</td>
<td>random variable following a Poisson-Gaussian distrib.</td>
</tr>
<tr>
<td>( Q_{s,t} )</td>
<td>the numbers of occurrences in ( \mathbb{N}^{ST} )</td>
</tr>
<tr>
<td>( v = (v_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} )</td>
<td>random variable following a Poisson distrib.</td>
</tr>
<tr>
<td>( \alpha &gt; 0 )</td>
<td>scaling parameter</td>
</tr>
<tr>
<td>( u = (u_s)<em>{1 \leq s \leq S} \subseteq (\mathbb{R}</em>{+}^*)^S )</td>
<td>mean values in ( (\mathbb{R}_{+})^{ST} ) of the Poisson distrib.</td>
</tr>
<tr>
<td>( k = (k_s)<em>{1 \leq s \leq S} \subseteq (\mathbb{R}</em>{+}^*)^S )</td>
<td>initial values of the exponential change rate</td>
</tr>
<tr>
<td>( s = (s_x)<em>{1 \leq x \leq S} \subseteq (\mathbb{R}</em>{+}^*)^S )</td>
<td>Poisson distrib. decay rates</td>
</tr>
<tr>
<td>( W_{s,t} )</td>
<td>( \text{mean values of Poisson distrib. for } t = 1, a_s = u_s s, \text{ normally distributed random noise variable} )</td>
</tr>
<tr>
<td>( c \in \mathbb{R} )</td>
<td>( \text{mean value of the Gaussian distribution} )</td>
</tr>
<tr>
<td>( \sigma &gt; 0 )</td>
<td>( \text{standard-deviation of the Gaussian distribution} )</td>
</tr>
<tr>
<td>( \theta = [u^\top, k^\top, \alpha, c, \sigma^2]^\top )</td>
<td>( \text{vector of unknown parameters} )</td>
</tr>
</tbody>
</table>

Table 1: Notations.
3 EM approach

Under the considered statistical assumptions, for every $s \in \{1, \ldots, S\}$ and $t \in \{1, \ldots, T\}$, the mixed continuous-discrete distribution of $(R_{s,t}, Q_{s,t})$ is obtained by applying Bayes rule:

$$(\forall r_{s,t} \in \mathbb{R})(\forall q_{s,t} \in \mathbb{N}) \quad p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} | \theta) = f_{R_{s,t}|Q_{s,t}=q_{s,t}}(r_{s,t} | \alpha, c, \sigma)p(Q_{s,t} = q_{s,t} | u_s, k_s)$$

$= f_{W_{s,t}}(r_{s,t} - \alpha q_{s,t} | c, \sigma)p(Q_{s,t} = q_{s,t} | u_s, k_s)$

$$= \exp \left( \frac{(r_{s,t} - \alpha q_{s,t} - c)^2}{2\sigma^2} \right) \frac{1}{q_{s,t}!} \exp(-u_s e^{-k_s}),$$

where $f_{R_{s,t}|Q_{s,t}=q_{s,t}}(\cdot | \alpha, c, \sigma)$ is the conditional probability density function (pdf) of $R_{s,t}$ knowing that $Q_{s,t} = q_{s,t}$ and $f_{W_{s,t}}(\cdot | c, \sigma)$ is the pdf of $W_{s,t}$. Using the spatial and time independence properties, the associated likelihood takes the following intricate form:

$$(\forall r = (r_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \in \mathbb{R}^{ST}) f_R(r | \theta) = \prod_{s=1}^{S} \prod_{t=1}^{T} \sum_{q_{s,t}=1}^{\infty} p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} | \theta).$$

Deriving the maximum likelihood estimate of the unknown parameter vector $\theta$ from this expression appears to be analytically intractable. To circumvent this difficulty, we propose to resort to an EM approach. Then, $R$ is viewed as an incomplete random vector and the chosen completed vector is $[R^T, Q^T]^T$. This formulation allows us to estimate $\theta$ by using the following EM iterations:

$$(\forall n \in \mathbb{N}) \quad \theta^{(n+1)} = \arg \max_{\theta} J(\theta | \theta^{(n)})$$

where

$$J(\theta | \theta^{(n)}) = E_{Q|R=r,\theta^{(n)}}[\ln p_{R,Q}(R, Q | \theta)]$$

and

$$(\forall r = (r_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \in \mathbb{R}^{ST})$$

$$(\forall q = (q_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \in \mathbb{N}^{ST})$$

$$p_{R,Q}(r, q | \theta) = \prod_{s=1}^{S} \prod_{t=1}^{T} p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} | \theta)$$

is the mixed continuous-discrete probability distribution of $(R, Q)$. The complete data log-likelihood can now be rewritten as:

$$\ln p_{R,Q}(R, Q | \theta) = -\frac{1}{2\sigma^2} \sum_{s=1}^{S} \sum_{t=1}^{T} (R_{s,t} - \alpha Q_{s,t} - c)^2$$

$$- \frac{ST}{2} \ln(2\pi\sigma^2) - \sum_{s=1}^{S} u_s e^{-k_s} \frac{1 - e^{-Tk_s}}{1 - e^{-k_s}}$$

$$+ \sum_{s=1}^{S} \ln u_s \sum_{t=1}^{T} Q_{s,t} - \sum_{s=1}^{S} k_s \sum_{t=1}^{T} Q_{s,t} - \sum_{s=1}^{S} \sum_{t=1}^{T} \ln(Q_{s,t}!).$$

By dropping the terms that are independent of $\theta$ and via a change of sign, we see that the EM algorithm reduces to:

$$(\forall n \in \mathbb{N}) \quad \theta^{(n+1)} = \arg \min_{\theta} \tilde{J}(\theta | \theta^{(n)})$$

where

$$\tilde{J}(\theta | \theta^{(n)}) = \frac{1}{2\sigma^2} \sum_{s=1}^{S} \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[(r_{s,t} - \alpha Q_{s,t} - c)^2]$$

$$+ \sum_{s=1}^{S} k_s \sum_{t=1}^{T} tE_{Q|R=r,\theta^{(n)}}[Q_{s,t}] + \sum_{s=1}^{S} u_s e^{-k_s} \frac{1 - e^{-Tk_s}}{1 - e^{-k_s}}$$

$$- \sum_{s=1}^{S} \ln u_s \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] + ST \ln \sigma.$$
The EM algorithm alternates between expectation and maximization steps, guaranteeing that the likelihood is increased at each iteration [29], [37].

The update rules are found by differentiating (102). The obtained relations lead us to the following operations to be performed at iteration $n$:

1. For every $s \in \{1, \ldots, S\}$, find $k_s^{(n+1)}$ satisfying:
   \[
   \frac{1 + T e^{-(T+1)k_s^{(n+1)}} - (T + 1)e^{-Tk_s^{(n+1)}}}{(1 - e^{-k_s^{(n+1)}T})(1 - e^{-Tk_s^{(n+1)}})} \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] = \sum_{t=1}^{T} t E_{Q|R=r,\theta^{(n)}}[Q_{s,t}]. \tag{13}
   \]

2. For every $s \in \{1, \ldots, S\}$ compute
   \[
   \nu_s^{(n+1)} = \frac{1 - e^{-k_s^{(n+1)}}}{e^{-k_s^{(n+1)}}(1 - e^{-Tk_s^{(n+1)}})} \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}]. \tag{14}
   \]

3. Determine $c^{(n+1)}$ and $\alpha^{(n+1)}$ by solving the following system of linear equations:
   \[
   \begin{bmatrix}
   \sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] \\
   \sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}^2]
   \end{bmatrix}
   \begin{bmatrix}
   c^{(n+1)} \\
   \alpha^{(n+1)}
   \end{bmatrix}
   = \begin{bmatrix}
   \sum_{(s,t) \in S} r_{s,t} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}]
   \end{bmatrix}. \tag{15}
   \]

4. Set $(\sigma^2)^{(n+1)}$ to
   \[
   \frac{1}{ST} \sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}}[(r_{s,t} - \alpha^{(n+1)}Q_{s,t} - c^{(n+1)})^2] = \\
   \frac{1}{ST} \sum_{(s,t) \in S} r_{s,t} \left(r_{s,t} - \alpha^{(n+1)}E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] - c^{(n+1)}\right). \tag{16}
   \]

As discussed in the next section, the procedure however raises a number of numerical issues which need to be carefully addressed.

4 Implementation issues of the EM algorithm

4.1 Computation of the required conditional means

According to (102), the expectation step requires to compute the conditional expectations $E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}]$ and $E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2]$, for every $(s, t) \in S$. These are expressed as follows

\[
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] = \sum_{q_{s,t}=1}^{+\infty} q_{s,t} P(Q_{s,t} = q_{s,t} \mid R = r, \theta^{(n)}), \tag{17}
\]

\[
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2] = \sum_{q_{s,t}=1}^{+\infty} q_{s,t}^2 P(Q_{s,t} = q_{s,t} \mid R = r, \theta^{(n)}), \tag{18}
\]

where, for every $q_{s,t} \in \mathbb{N}$,

\[
P(Q_{s,t} = q_{s,t} \mid R = r, \theta) = \frac{p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} \mid \theta)}{f_{R_{s,t}}(r_{s,t} \mid \theta)}, \tag{19}
\]

$p_{R_{s,t},Q_{s,t}}(\cdot, \cdot \mid \theta)$ is given by (95) and

\[
(f_{R_{s,t}}(r_{s,t} \mid \theta) = \sum_{q_{s,t}=0}^{+\infty} p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} \mid \theta). \tag{20}
\]
Hence, one can reexpress (107) and (108) as

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] = \frac{\zeta_{s,t}(\theta)}{\eta_{s,t}(\theta)} \tag{21} \]
\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2] = \frac{\xi_{s,t}(\theta)}{\eta_{s,t}(\theta)} \tag{22} \]

where

\[ \zeta_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 1, q_{s,t}) \tag{23} \]
\[ \eta_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 0, q_{s,t}) \tag{24} \]
\[ \xi_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 1, q_{s,t}) + \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 2, q_{s,t}) \tag{25} \]

and, for every \((d, q_{s,t}) \in \mathbb{N}^2,\)

\[ \Pi_{s,t}(\theta, d, q_{s,t}) = \exp \left( -\frac{(r_{s,t} - \alpha(q_{s,t} + d) - c)^2}{2\sigma^2} \right) \frac{(u_{s}^e)^{q_{s,t}+d}}{q_{s,t}!} . \tag{26} \]

The computation of a ratio of two infinite sums is not always an easy task when these sums do not have closed form expressions. A method allowing us to get a reliable approximation of the series given by (113), (114) and (115) while simultaneously limiting the required computational time is described in Appendix A. More precisely, it is shown that it is possible to determine the most significant terms in the summations by studying properties of function \(\Pi_{s,t}\). This result is established using the Lambert \(W\) function.

Fig. 9 indicates that the bounds proposed in Proposition A.2 given by \(q^*_{s,t} = \max(0, \lceil q_{s,t}^\star - \Delta \sigma^2 \rceil)\) and \(q^+_{s,t} = \lceil q_{s,t}^\star + \Delta \sigma^2 \rceil,\)

\[q_{s,t}^\star = \frac{1}{\sigma^2} \left( \frac{\alpha^2}{\sigma^2} u_{s}^e - \frac{\alpha}{\sigma^2} (r_{s,t} - c - d\alpha) - tk_{s} \right),\]

are sufficiently precise in practice. We compare them with the summation bounds proposed in [18, 19] given by \(q^*_{s,t} = 0\) and \(q^+_{s,t} = r_{s,t} + 4\sigma\). Those bounds are not guaranteed to include all the significant coefficients (see Fig. 9(a)) or to be very effective (see Fig. 9(b)), unlike the ones we propose.

![Figure 1](image-url)

**Figure 1**: \(\Pi_{s,t}(\theta, 0, q_{s,t})\) as a function of \(q_{s,t}\) (green) for \(r_{s,t} = 50\) and the following settings: (a) \(\alpha = 1, c = 0, \sigma^2 = 50\); (b) \(\alpha = 9, c = 0, \sigma^2 = 300\). The mean of Poisson noise is \(u_{s} = 100\) and \(u_{s} = 30\) in (a) and (b) respectively. The proposed summation bounds for \(\Delta = 5\) are marked in blue. The summation bounds proposed in [19] are marked in red. The black dotted line indicates \(r_{s,t}\) while the pink dotted one indicates \(u_{s}^e\).

\(^1\lfloor \cdot \rceil\) (resp. \(\lceil \cdot \rceil\)) denotes the lower (resp. upper) rounding operation.
4.2 Estimation of the exponential decay rates

In the previous developments, a difficulty also arises in solving the update equation (103). A useful result is the following one:

**Proposition 4.1** For every \( n \in \mathbb{N}, s \in \{1, \ldots, S\} \) and \( x \in \mathbb{R} \), let

\[
g_{n,s}(x) = \sum_{\beta=0}^{T-1} x^\beta \left( (\beta + 1) \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] - \sum_{t=1}^{T} t E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] \right).
\]

Then, \( e^{-k_s^{(n+1)}} \) is the unique positive real root \( x_{n,s}^* \) of polynomial \( g_{n,s} \).

**Proof.** Simplifying the double root at 1 in the numerator of (103), we see that \( e^{-k_s^{(n+1)}} \) is a root \( x_{n,s}^* \) in \((0,1)\) of polynomial \( g_{n,s} \). We now show that \( x_{n,s}^* \) is the unique positive root of this polynomial.

For every \( \beta \in \{0, \ldots, T-1\} \), let \( b_{n,s}^{(\beta)} \) denote the coefficient of the term of degree \( \beta \) in \( g_{n,s} \). According to (117) we have:

- \( b_{n,s}^{(0)} = \sum_{t=1}^{T} (1-t) E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] < 0 \) (Due to (111), (113) and (116), for every \( (s,t) \in S, u_s > 0 \Rightarrow E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] > 0 \).)
- \( \forall \beta \in \{1, \ldots, T-2\}, b_{n,s}^{(\beta)} = b_{n,s}^{(\beta-1)} + \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] \)
- \( b_{n,s}^{(T-1)} = \sum_{t=1}^{T} (T-t) E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] > 0 \).

Since the sequence \( (b_{n,s}^{(\beta)})_{0 \leq \beta \leq T-1} \) is an increasing arithmetic sequence, the number of sign differences between consecutive nonzero coefficients is at most 1. Moreover, since \( b_{n,s}^{(T-1)} > 0 \), we can conclude using Descartes’ rule of signs that the maximum number of positive roots of \( g_{n,s} \) is equal to 1. As \( g_{n,s}^{(0)} < 0 \) and \( \lim_{x \to +\infty} g_{n,s}(x) = +\infty \), it can be deduced that there exists a unique positive root of \( g_{n,s} \). \( \square \)

In practice, we propose to compute \( k_s^{(n+1)} \) by using Halley’s iterative procedure [38] with \( M = 20 \) iterations in typical cases. The iterations are given by Algorithm 3, where \( g_{n,s}^{(1)} \) (resp. \( g_{n,s}^{(2)} \)) denotes the first (resp. second) derivative of \( g_{n,s} \).

**Algorithm 1** Halley’s algorithm for computing \( k_s^{(n+1)} \)

Init : \( x_{n,s}^{(0)} = e^{-k_s^{(n)}} \)

For \( m = 0, \ldots, M-1 \)

\[
x_{n,s}^{(m+1)} = x_{n,s}^{(m)} - \frac{2 g_{n,s}(x_{n,s}^{(m)}) g_{n,s}^{(1)}(x_{n,s}^{(m)})}{2 (g_{n,s}(x_{n,s}^{(m)}))^2 - g_{n,s}(x_{n,s}^{(m)}) g_{n,s}^{(2)}(x_{n,s}^{(m)})}
\]

\( k_s^{(n+1)} = -\log x_{n,s}^{(M)} \)

4.3 Moment-based initialization

Since the EM algorithm is not guaranteed to converge to a global maximizer of the likelihood, its behavior can be improved by a judicious initialization. Usually, the choice of a good starting value is discussed in the context of specific applications [1]. For the considered problem, we propose a moment-based approach. Although methods of moments are often outperformed by other estimators, their simplicity makes them popular statistical tools [7].

Due to the independence assumptions made in Section C, the first and second order statistics of the observations can be expressed as

- mean value: \( \mathbb{E}[R_{s,t}] = \alpha e^{-k_s t} u_s + c \) \hspace{1cm} (28)
- variance: \( \text{Var}[R_{s,t}] = \alpha^2 e^{-k_s t} u_s + \sigma^2 \) \hspace{1cm} (29)

Note that (118) can be re-expressed as

\( R_{s,t} = a_s e^{-k_s t} + c + E_{s,t} \) \hspace{1cm} (30)
where \( a_s = \alpha a_s \) and \((E_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T}\) are independent zero-mean random variables. This suggests adopting a nonlinear least squares approach to compute estimates \( \hat{a} = (\hat{a}_s)_{1 \leq s \leq S}, \hat{k} = (\hat{k}_s)_{1 \leq s \leq S}\) and \( \hat{c}\) of the parameters:

\[
(\tilde{a}, \tilde{k}, \tilde{c}) \in \text{Argmin}_{a, k, c} \sum_{s=1}^{S} \sum_{t=1}^{T} (r_{s,t} - c - a_s e^{-k_s t})^2 .
\]

(31)

The traditional approach to address such a problem is to rewrite it as

\[
\text{minimize}_{k \in (0, +\infty)^S} \psi(k)
\]

(32)

where, for every \( k = (k_s)_{1 \leq s \leq S} \in (0, +\infty)^S\),

\[
\psi(k) = \min_{a \in \mathbb{R}^S, c \in \mathbb{R}} \sum_{s=1}^{S} \sum_{t=1}^{T} (r_{s,t} - c - a_s e^{-k_s t})^2.
\]

(33)

Finding the expression of \( \psi \) reduces to a linear least squares problem the solution of which can be expressed in a closed form. However, for large-size problems where \( S \) takes a high value, the minimization of \( \psi \) requires solving a large dimensional non-convex minimization problem. Alternatively, by setting \( x_s = e^{-k_s} \) for every \( s \in \{1, \ldots, S\}\), (121) can be reexpressed as the problem of finding a minimizer of a real-valued multivariate polynomial on a set defined by polynomial inequalities. Global optimization methods for such problems were introduced in [42, 43]. Nevertheless, these methods do not scale well with the size of the problem.

In order to circumvent these difficulties, we propose to adopt a splitting strategy. More specifically, we noticing that the computation of the proximity operators \( \text{prox}_{\psi} \) for different values of \( s \in \{1, \ldots, S\}\), requires

\[
\text{minimize}_{(c_1, \ldots, c_S) \in \mathbb{R}^S} \sum_{s=1}^{S} \varphi_s(c_s, x_s) + \iota_D(c_1, \ldots, c_S)
\]

(34)

where, for every \((c_s, x_s) \in \mathbb{R}^2\),

\[
\varphi_s(c_s, x_s) = \begin{cases} 
\min_{a \in \mathbb{R}} \sum_{t=1}^{T} (r_{s,t} - c_s - a_s x_t^s)^2 & \text{if } x_s \in [\varepsilon, 1 - \varepsilon] \\
+\infty & \text{otherwise},
\end{cases}
\]

(35)

\( \varepsilon \in (0, 1/2) \) is a tolerance parameter, \( D \) is the vector space \( \{(c_1, \ldots, c_S) \in \mathbb{R}^S | c_1 = \cdots = c_S\} \), and \( \iota_D \) is the indicator function of \( D \) defined as

\[
(\forall c = (c_1, \ldots, c_S) \in \mathbb{R}^S) \iota_D(c_1, \ldots, c_S) = \begin{cases} 
0 & \text{if } c \in D \\
+\infty & \text{otherwise}.
\end{cases}
\]

(36)

Guidelines for addressing such split optimization problems is provided in [44] by employing proximal tools, namely algorithms involving computations of proximity operators. However, there is a limited number of results concerning the convergence of proximal splitting algorithms in the non-convex case. Among these algorithms, we propose to use the Douglas-Rachford algorithm which was observed to behave satisfactorily [45] in a number of non-convex optimization problems.

For many functions the proximity operator has an explicit form [46]. For instance, the proximal operator \( \text{prox}_{\iota_D} \) of \( \iota_D \) reduces to the projection onto \( D \), i.e.

\[
(\forall (c_s)_{1 \leq s \leq S} \in \mathbb{R}^S) \text{prox}_{\iota_D}(c_1, \ldots, c_S) = \frac{c_1 + \cdots + c_S}{S} (1, \ldots, 1).
\]

(37)

For every \( s \in \{1, \ldots, S\}\), the expression of the proximity operator of \( \gamma \varphi_s \) with \( \gamma \in [0, +\infty] \) is provided in Appendix B. This allows us to apply the Douglas-Rachford method summarized in Algorithm 4. It is worth noticing that the computation of the proximity operators \( \text{prox}_{\gamma \varphi_s} \) for different values of \( s \in \{1, \ldots, S\} \) can be implemented in a parallel manner.

Once estimates \( \hat{c} \) and \((\hat{a}_s)_{1 \leq s \leq S}\) have been obtained in this fashion, the following estimates of the amplitude values can be derived from (125):

\[
(\forall s \in \{1, \ldots, S\}) \quad \hat{a}_s = \frac{1}{\lambda(\hat{a}_s)} \sum_{t=1}^{T} (r_{s,t} - \hat{c}) \hat{c}_t^s
\]

(38)
Algorithm 2 Douglas-Rachford iterations for computing moment-based estimates of $k$ and $c$.

**Initialization:**
Initialize $\hat{c}^{(0)}$.
Set $c_s^{(0)} = \hat{c}^{(0)}$, for every $s \in \{1, \ldots, S\}$.
Set initial values in $[\epsilon, 1 - \epsilon]$ for $(\hat{x}_s^{(0)})_{1 \leq s \leq S}$.

**Main loop:**
For $m = 0 \ldots M - 1$
For $s = 1 \ldots S$
\[
\begin{align*}
(\hat{c}_s^{(m)}, \hat{x}_s^{(m+1)}) &= \operatorname{prox}_{\gamma \phi_s}(c_s^{(m)}, \hat{x}_s^{(m)}) \\
\hat{c}^{(m+1)} &= \frac{1}{S} \sum_{s=1}^{S} c_s^{(m)} \\
\hat{c}_s^{(m+1)} &= c_s^{(m)} + 2\hat{c}^{(m+1)} - \hat{c}^{(m)} - c_s^{(m)}
\end{align*}
\]
Outputs:
$\hat{c} = \hat{c}^{(M)}$
For $s = 1 \ldots S$
\[
\hat{k}_s = -\ln \left( \hat{x}_s^{(M)} \right)
\]

where
\[
\forall v \in [0, +\infty), \quad \chi(v) = \frac{1 - v^T T}{1 - v}.
\] (39)

Note that an alternative approach relying upon an alternating minimization approach was proposed in [2]. However, it was observed to exhibit slower convergence.

It remains now to deduce estimates of $\alpha$, $u$ and $\sigma$. The proposed estimators are described in Appendix C.

The final proposed noise modeling procedure is summarized in Fig. 10.

---

Figure 2: Flowchart of the proposed parametric estimation method.
5 Performance bounds

This section aims at deriving lower bounds on the best achievable performance in estimating the parameters of Model (91). These bounds will allow us to evaluate the performance of the estimator proposed in Section E. A well-known lower bound on the variance of an unbiased estimator is provided by the Cramer-Rao inequality, which involves the inverse of the Fisher Information Matrix (FIM) [47]. The problem of computing the required FIM is addressed in Section G.1, whereas the inversion of the FIM is discussed in Section G.2.

5.1 Form of the Fisher information matrix

Recall that the FIM is expressed from the log-likelihood as follows

\[ I(\theta) = E_{R|\theta} \left[ \left( \frac{\partial \ln(f_R|R| \theta)}{\partial \theta} \right) \left( \frac{\partial \ln(f_R|R| \theta)}{\partial \theta} \right)^\top \right] \]

\[ = \sum_{s=1}^{S} \sum_{t=1}^{T} E_{R|\theta}[U_{s,t}U_{s,t}^\top] \tag{40} \]

where, for every \((s, t) \in S\), \(U_{s,t}\) is the score function defined as

\[ U_{s,t} = \frac{\partial \ln(f_R(R_{s,t} \mid \theta))}{\partial \theta} \]

and the marginal pdf of \(R_{s,t}\) is given by (110). This yields

\[ \frac{\partial I_{R_{s,t}}(r_{s,t} \mid \theta)}{\partial \theta} = \sum_{q_{s,t}=0}^{\infty} \frac{\partial p_{R_{s,t},Q_{s,t}}(r_{s,t},q_{s,t} \mid \theta)}{\partial \theta} \]

which allows us to deduce that \(U_{s,t}\) is equal to

\[ \sum_{q_{s,t}=0}^{\infty} \frac{\partial \ln(p_{R_{s,t},Q_{s,t}}(r_{s,t},q_{s,t} \mid \theta))}{\partial \theta} p_{R_{s,t},Q_{s,t}}(r_{s,t},q_{s,t} \mid \theta) \]

\[ = E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t}}(r_{s,t},Q_{s,t} \mid \theta))}{\partial \theta} \right] . \tag{43} \]

The components of vector \(U_{s,t}\) can then be expressed from the conditional means of \(Q_{s,t}\) and \(Q^2_{s,t}\). Indeed, according to (95), we have: for every \(s' \in \{1, \ldots, S\}\),

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t},Q^2_{s,t}}(r_{s,t},Q_{s,t},Q^2_{s,t} \mid \theta))}{\partial u_{s'}} \right] = \left( \frac{1}{u_{s}} E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] - e^{-k_{s,t}} \right) \delta_{s'-s} \tag{44} \]

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t},Q^2_{s,t}}(r_{s,t},Q_{s,t},Q^2_{s,t} \mid \theta))}{\partial k_{s'}} \right] = t \left( u_{s} e^{-k_{s,t}} - E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] \right) \delta_{s'-s} \tag{45} \]

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t},Q^2_{s,t}}(r_{s,t},Q_{s,t},Q^2_{s,t} \mid \theta))}{\partial c} \right] = \frac{1}{\sigma^2} \left( r_{s,t} - \alpha E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] - c \right) \tag{46} \]

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t},Q^2_{s,t}}(r_{s,t},Q_{s,t},Q^2_{s,t} \mid \theta))}{\partial \alpha} \right] = \frac{1}{\sigma^2} \left( (r_{s,t} - c) E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] \right) \tag{47} \]

\[ E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta} \left[ \frac{\partial \ln(p_{R_{s,t},Q_{s,t},Q^2_{s,t}}(r_{s,t},Q_{s,t},Q^2_{s,t} \mid \theta))}{\partial \sigma} \right] = \frac{1}{\sigma^3} \left( (r_{s,t} - c)^2 - \sigma^2 + 2 \alpha E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q^2_{s,t}] \right) \tag{48} \]

where \(\delta_{s'-s} = 1\) if \(s' = s\) and 0 otherwise. So, provided that \(E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}]\) and \(E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q^2_{s,t}]\) are known, the above equations allow us to deduce the expression of \(U_{s,t}\). We still need to compute the expectation with respect to \(R\) in (130), which is unfortunately intractable. To circumvent this difficulty, we propose to proceed similarly to the Monte Carlo approach in [48], by drawing \(L \gg 1\) realizations of \(R\) and calculating, for each realization \(u^{(\ell)}\) with \(\ell \in \{1, \ldots, L\}\), the associated correlation matrix \(\sum_{s=1}^{S} \sum_{t=1}^{T} U_{s,t}^{(\ell)}(U_{s,t}^{(\ell)})^\top\).

Then, the FIM is approximated by the following consistent sample estimate

\[ \hat{I}_L(\theta) = \frac{1}{L} \sum_{\ell=1}^{L} \sum_{s=1}^{S} \sum_{t=1}^{T} U_{s,t}^{(\ell)}(U_{s,t}^{(\ell)})^\top. \tag{49} \]
5.2 Inversion of the Fisher information matrix

Let \( \hat{\theta}_i : \mathbb{R}^{ST} \to \mathbb{R} \) with \( i \in \{ 1, \ldots, 2S + 3 \} \) be an unbiased estimator of the \( i \)-th component \( \theta_i \) of vector \( \theta \). A lower bound of the mean square error \( \mathbb{E}[(\hat{\theta}_i(R) - \theta_i)^2] \) is given by the \( i \)-th diagonal term of the inverse of the FIM. It is thus of main interest to compute the diagonal terms of the inverse of matrix \( I(\theta) \in \mathbb{R}^{(2S+3) \times (2S+3)} \). Although \( S \) may take large values, the inversion can be efficiently performed due to the sparse structure of the FIM.

More precisely, the FIM can be expressed as the following block matrix:

\[
I(\theta) = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix}
\]

where

- the matrix \( A \in \mathbb{R}^{2S \times 2S} \) takes the following form

\[
A = \begin{bmatrix} A_{1,1} & A_{1,2} \\ A_{1,2} & A_{2,2} \end{bmatrix}
\]

with

\[
A_{1,1} = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial u} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial u} \right)^\top \right] \in \mathbb{R}^{S \times S}
\]

\[
A_{1,2} = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial u} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right)^\top \right] \in \mathbb{R}^{S \times S}
\]

\[
A_{2,2} = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial k} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right)^\top \right] \in \mathbb{R}^{S \times S}
\]

- the matrix \( B \) is given by

\[
B^T = [B_1 \mid B_2]
\]

where

\[
B_1 = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right)^\top \right] \in \mathbb{R}^{3 \times S}
\]

\[
B_2 = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right)^\top \right] \in \mathbb{R}^{3 \times S}
\]

with \( \bar{\theta} = [c, \alpha, \sigma]^\top \);

- \( C = \mathbb{E}_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right] \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right)^\top \in \mathbb{R}^{3 \times 3} \).

From the standard Frobenius-Schur formula for the inverse of a block matrix [49], the \( i \)-th diagonal terms of \( I(\theta)^{-1} \) is given by

\[
[I(\theta)^{-1}]_{i,i} = \begin{cases} [A^{-1} + A^{-1}B(C - B^TA^{-1}B)^{-1}B^TA^{-1}]_{i,i} & \text{if } i \leq 2S \\ [(C - B^TA^{-1}B)^{-1}]_{i,i} & \text{otherwise.} \end{cases}
\]

Hence, both \( C - B^TA^{-1}B \in \mathbb{R}^{3 \times 3} \) and \( A \) need to be inverted. The former inversion is easy due to the small size of the matrix, but a more challenging task is to invert the latter, which is typically of large dimension. However, a closer look at (134) and (135) allows us to observe that matrices \( A_{1,1}, A_{1,2} \) and \( A_{2,2} \) in (142)-(144) are diagonal. Thus, using again the block matrix inversion formula, we get

\[
A^{-1} = [A^{-1}_1 \mid A^{-1}_2]
\]

with \( A^{-1}_1 = \begin{bmatrix} (A_{1,1} - A_{1,2}A_{2,2}^{-1}A_{1,2})^{-1} \\ -A_{1,1}^{-1}A_{1,2}(A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \end{bmatrix} \) and \( A^{-1}_2 = \begin{bmatrix} -A_{1,1}^{-1}A_{1,2}(A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \\ (A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \end{bmatrix} \), where all the required inversions are straightforward due to the diagonal structure of all the involved matrices.

In summary, the mean square error \( \mathbb{E}[(\hat{\theta}_i(R) - \theta_i)^2] \) is lower bounded by \( [I(\theta)^{-1}]_{i,i} \) which is given by (148).
6 Experimental results

This section illustrates the good performance of the proposed approach and shows its usefulness in a real microscopy application. The algorithm performance is measured by computing the mean square error (MSE) between the original and reconstructed noise parameters and by inspecting the difference between the variance of our estimator and the Cramer-Rao bounds (CRB). Results of a series of synthetic data simulation are provided in Section H.1, while Section H.2 is devoted to practical considerations, necessary details about the application and presentation of the results on a real data set.

6.1 Validation of the proposed approach on synthetic data

Firstly we evaluate the performance of the proposed algorithm under different working conditions. In particular the influence of the values of parameters $\Delta$, $S$, $T$, $c$, $\alpha$, $\sigma^2$, $u_s$ and $k_s$ is studied. Realizations of the observed signal $R_{us}$ are generated according to (91) for different set of parameter values for $\theta$, $S$ and $T$. Randomly chosen values of $u_s$ and $k_s$ are uniformly distributed over $[\bar{u}, \overline{\bar{u}}]$ and $[\bar{k}, \overline{\bar{k}}]$, respectively. Poisson and Gaussian noise realizations are drawn using the random number generators proposed in Park et al. [50].

The bias on the estimate of the $i$-th component of the parameter vector is computed as $\frac{1}{L} \sum_{\ell=1}^{L} (\theta_i - \hat{\theta}_i^{(L)})$ over $L = 100$ different noise realizations. As expected, Table 5 illustrates that our estimator is asymptotically unbiased when $T \to +\infty$. Average values of the MSE are computed by $\frac{1}{L} \sum_{\ell=1}^{L} (\theta_i - \hat{\theta}_i^{(L)})^2$. Similarly, the SNR values provided in Table 5 correspond to averages computed over the $L$ realizations, e.g. SNR($\hat{u}$) = $\frac{1}{L} \sum_{\ell=1}^{L} \left( \frac{\sum_{s=1}^{S} u_s^2}{\sum_{\ell=1}^{L} (u_s - \hat{u}_s)^2} \right)$. The good performance of the proposed estimator is confirmed by the small difference between the MSE and the associated CRB (usually less than 50%). Note that, for finite $T$, our estimator is biased, so that the CRB constitutes only a quality measure which is not theoretically guaranteed to provide an achievable lower bound for the MSE. Firstly, the influence of the approximation of the infinite summations proposed in Appendix A is investigated. The inspection of the MSE, bias and CRB values in the provided example illustrates that 5 is an adequate choice for $\Delta$ (as defined in Section F.1) and that any higher value does not improve the estimation results. Note that the CRB computation procedure appears to be less sensitive to the choice of $\Delta$ than the EM algorithm. Additionally, the influence of the choice of $T$ and $S$ on the estimation quality is assessed. As expected, the estimation performance is improved by increasing $T$ and $S$, but the influence of $T$ is more important. Note that one would expect the Cramer-Rao bound to depend on $T$. However, since the FIM (139) is evaluated by Monte Carlo simulation, this dependency is not explicit but only appears through our numerical results. Finally, we provide some numerical results related to the behaviour of our algorithm for different choices of $\theta$. The following points have been highlighted through our study:

- The accuracy of $u$ and $k$ estimation increases with $\alpha$, while the accuracy of $\alpha$, $c$ and $\sigma$ estimation decreases with $\alpha$;
- The estimation performance of our algorithm does not depend on the value of $c$;
- The accuracy of $c$, $u$ and $k$ estimation decreases with $\sigma^2$, while the estimation of $\sigma$ is improved;
- $\sigma$ is better estimated when low values of $u_s$ are present in signal $u$;
- The considered estimation problem becomes more difficult when the decay rate $k_s$ is small.

One can observe that our EM estimates can be quite precise for some good choices of $S$, $T$ and $\Delta$ as the estimation error can fall under 5%.

We now illustrate the performance of the initialization method proposed in Section F.3. As shown in Table 6, the moment based initialization results are further improved with the second step of the algorithm, i.e. the EM step. This is in agreement with the general claim that the method of moments is often outperformed by other estimators e.g. maximum likelihood when applicable. Results presented in Fig. 11 concern the alternating minimization approach proposed in [2] and the Douglas-Rachford approach corresponding to Algorithm 4. Fig. 11 illustrates the convergence characteristics of these algorithms in terms of energy (see (121)) and of the estimated values of $\alpha$, $\sigma^2$ and $c$. At each iteration, parameters $\alpha$ and $\sigma^2$ were computed using (182) and (186), respectively, where all positive weights $(\nu_i)_{1 \leq i \leq S}$ were set to 1. The results were averaged over $L = 10$ different noise realizations. The parameter $\gamma$ was set to 0.01. One can observe in Fig. 11 (a) that the initialization proposed in the paper leads to faster convergence, while retaining estimation quality as illustrated by Fig. 11 (b-d). The EM algorithm is computationally more intensive, which results in a slower convergence. Note that its computational efficiency can be improved by resorting to various acceleration techniques, e.g. [?].
Figure 3: Comparison of initialization proposed in [2] (blue) and initialization provided by Algorithm 4 (green). (a,b,c,d) illustrate convergence profiles of the energy, $\alpha$, $c$ and $\sigma^2$ in terms of algorithm iterations ($\alpha = 5$, $c = 150$, $\sigma^2 = 1000$, when $\underline{u} = 5$, $\overline{u} = 150$, $\underline{k} = 0.0001$, $\overline{k} = 0.01$, $T = 200$, $S = 200$). The results are averaged over $L = 10$ different noise realizations. The maximum iteration number is set to 600.

6.2 Application to fluorescence imaging system - macroscopy case

Confocal macroscopy (i.e. large field of view confocal microscopy) is a recently-developed imaging modality. We use a few images from a confocal macroscope as real data examples. We have applied our algorithm to time series of real fluorescence images, acquired using a macro confocal laser scanning microscope (Leica TCS-LSI) from a cross-section through the rhizome of Convallaria majalis (Lily of the Valley). The reported signal intensities at each location within the biological sample result from natural occurring auto-fluorescence caused by different compounds like lignin and other phenolics. In microscopy practice, the intensity decay modeled in (94) is due to the photobleaching effect [51]. The acquired data is corrupted with noise. Thus our noise identification problem arises naturally [7, 9, 12, 52, 53]. We evaluated our algorithm using cross validation techniques, i.e. we applied our algorithm to two subsets coming from one dataset. We can then assume that the two sequences are corrupted with the same noise model and parameters. The processed time lapse sequences consists of 300 images with 12-bit resolution of size $190 \times 190$, which translates into $T = 300$ and $S = 36100$. Fig. 14 (a,c) and Fig. 14 (b,d) illustrate the first and last images of the considered sequences 1 and 2, respectively. The visual results are presented in Fig. 14 (e,f). The identified models are given by $168 \times \mathcal{P}(\hat{u}_s e^{-\hat{k}_s t}) + \mathcal{N}(114, 64.1^2)$ and $174 \times \mathcal{P}(\hat{u}_s e^{-\hat{k}_s t}) + \mathcal{N}(114, 62.99^2)$ for sequence 1 and 2, respectively. One can observe that these parameter values are indeed quite close, which shows the validity of our hypotheses. The plots in Fig. 15 illustrate the variation of the measured and reconstructed signals along $t$, while $s$ is fixed. One can observe that the bleaching curves are a good fit for the series of measured data points. The estimated $\hat{u}_s$ values lie in $[0, 13]$. The relatively small data value range can be explained by the fact that the sampling time is only $1.2 \mu s$.

7 Conclusions

In this paper, we have proposed a new EM-based approach for dealing with Poisson-Gaussian noise parameter estimation problems. We have presented a practical procedure for computing the corresponding Cramer-Rao bounds. We have shown that the proposed method can lead to accurate results given sufficient measurements. The numerical issues related to the computation of our estimator have been addressed. In particular, we have proposed a fast and reliable way to approximate the infinite sums arising in our estimator with a high degree of accuracy. We have proposed an improved moment based estimation method, which we used to initialize the EM algorithm. As a side result, the proposed algorithm can deliver a good estimation
Table 2: Performance of the proposed EM algorithm under different working conditions.
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<td>Identified noise parameters versus $\Delta$ ($\alpha = 5$, $\varepsilon = 150$, $\sigma^2 = 200$, $\gamma = 5$, $\pi = 100$, $k = 0.0001$, $T = 200$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.29</td>
<td>9.31</td>
<td>10</td>
<td>$4.44 \times 10^{-3}$</td>
<td>2.60</td>
<td>6.76</td>
<td>10</td>
<td>$3.80 \times 10^{-1}$</td>
<td>8.27</td>
<td>6.84</td>
<td>10</td>
<td>$1.59 \times 10^{-1}$</td>
<td>27.1</td>
<td>12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.06</td>
<td>8.01</td>
<td>10</td>
<td>$4.44 \times 10^{-3}$</td>
<td>0.63</td>
<td>4.21</td>
<td>10</td>
<td>$1.68 \times 10^{-1}$</td>
<td>1.03</td>
<td>1.68</td>
<td>10</td>
<td>$1.59 \times 10^{-1}$</td>
<td>30.9</td>
<td>22.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.06</td>
<td>8.40</td>
<td>10</td>
<td>$4.44 \times 10^{-3}$</td>
<td>0.47</td>
<td>3.89</td>
<td>10</td>
<td>$1.68 \times 10^{-1}$</td>
<td>0.95</td>
<td>1.59</td>
<td>10</td>
<td>$1.59 \times 10^{-1}$</td>
<td>30.9</td>
<td>22.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.06</td>
<td>8.40</td>
<td>10</td>
<td>$4.44 \times 10^{-3}$</td>
<td>0.47</td>
<td>3.89</td>
<td>10</td>
<td>$1.68 \times 10^{-1}$</td>
<td>0.95</td>
<td>1.59</td>
<td>10</td>
<td>$1.59 \times 10^{-1}$</td>
<td>30.9</td>
<td>22.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of the original data when the noise parameters are unknown. Finally we have shown that our approach constitutes a solution for high quality noise parameter estimation of fluorescence microscopy data. The proposed approach can thus be expected to be useful across a broad range of applications, as the developed statistical techniques are applicable not only to images but to any kind of arbitrary dimensional signals.

A Approximations of infinite summations

Let $(s, t) \in S$ and let $d \in \mathbb{N}$. The results in this appendix are based on the following upper bound for function $\Pi_{s,t}$ obtained through Stirling’s formula:

$$\left(\forall q_{s,t} \in \mathbb{N}^*\right) \quad \Pi_{s,t}(\theta, d, q_{s,t}) \leq \tilde{\Pi}_{s,t}(\theta, d, q_{s,t})$$  (60)

where $(\forall \tau \in [0, +\infty])$

$$\tilde{\Pi}_{s,t}(\theta, d, \tau) = \exp \left( -\frac{(r_{s,t} - \alpha(\tau + d) - c)^2}{2g^2} \right) \left( u_{k,s} e^{-k_{s,t}^*} \right)^{\tau + d} \sqrt{2\pi \tau^{\frac{1}{2}}} e^{-\tau}. $$  (61)

Lemma A.1 Function $\tilde{\Pi}_{s,t}(\theta, d, \tau)$ has a unique maximizer

$$q_{s,t}^* = \frac{\sigma^2}{\alpha^2} W \left( \frac{\alpha^2 u_{k,s} e^{-k_{s,t}^*} (r_{s,t} - c - do) - tk_{s,t}}{2g^2} \right)$$  (62)
Table 3: Improvement brought by EM algorithm w.r.t. its initialization for five different parameter settings (α is equal to 5 and 1 for tests 1–4 and 5, respectively; c = 150; σ^2 is equal to 1000, 200, 1000, 2000 and 25 for tests 1–5, respectively; u is equal to 5 and 15 for tests 1–4 and 5, respectively; κ = 150, κ = 0.0001, κ is equal to 200 and 150 for tests 1–3 and 2, respectively; T is equal to 200 and 350 for tests 1–2, 4, 5 and 3, respectively). Bias and MSE are computed over L = 100 noise realizations.

where \( W \) denotes the Lambert \( W \) function. We recall that Lambert \( W \) function satisfies the following relation:

\[
W(x) e^{W(x)} = x
\]  

(63)

In addition, \( \forall q_{s,t} \in \mathbb{N}^* \)

\[
\Pi_{s,t}(\theta, d, q_{s,t}) \leq \tilde{\Pi}_{s,t}(\theta, d, q_{s,t}^*) \exp \left(-\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2\right).
\]  

(64)

**Proof.** For every \( \tau \in [0, +\infty[ \), we have

\[
\ln \left(\tilde{\Pi}_{s,t}(\theta, d, \tau)\right) = -\frac{(r_{s,t} - \alpha(\tau + d) - c)^2}{2\sigma^2} - tk_s(\tau + d) + (\tau + d) \ln u_s - \tau \ln \tau + \tau - \frac{1}{2} \ln(2\pi).
\]  

(65)

This allows us to deduce that

\[
\frac{\partial \left(\ln \tilde{\Pi}_{s,t}(\theta, d, \tau)\right)}{\partial \tau} = -\ln \tau - \frac{\alpha^2}{\sigma^2} \tau + \ln u_s + \frac{\alpha}{\sigma^2} (r_{s,t} - c - \alpha d) - tk_s.
\]  

(66)

Hence, any extremum value \( q_{s,t}^* \) of \( \tilde{\Pi}_{s,t}(\theta, d, \cdot) \) must satisfy the following equation:

\[
\ln q_{s,t}^* + \frac{\alpha^2}{\sigma^2} q_{s,t}^* - \ln u_s - \frac{\alpha}{\sigma^2} (r_{s,t} - c - \alpha d) + tk_s = 0.
\]  

(67)

There exists a unique solution to this equation which is given by (152) [55]. It is easy to check from (156) that

\[
\frac{\partial \left(\ln \tilde{\Pi}_{s,t}(\theta, d, \tau)\right)}{\partial \tau} > 0 \Leftrightarrow \tau < q_{s,t}^*.
\]  

(68)

so that \( q_{s,t}^* \) is the unique maximizer of \( \tilde{\Pi}_{s,t}(\theta, d, \cdot) \).

In addition, we derive from (157) that

\[
\ln \left(\tilde{\Pi}_{s,t}(\theta, d, \tau)\right) - \ln \left(\tilde{\Pi}_{s,t}(\theta, d, q_{s,t}^*)\right) = -\frac{\alpha^2}{2\sigma^2} (\tau^2 - (q_{s,t}^*)^2) - \tau \ln \tau + q_{s,t}^* \ln q_{s,t}^* + (\tau - q_{s,t}^*) (\ln u_s + \frac{\alpha}{\sigma^2} (r_{s,t} - c - \alpha d) - tk_s + 1)
\]

\[
= -\frac{\alpha^2}{2\sigma^2} (\tau^2 - (q_{s,t}^*)^2) - \tau \ln \tau + q_{s,t}^* \ln q_{s,t}^* + (\tau - q_{s,t}^*) \left(q_{s,t}^* + \frac{\alpha^2}{\sigma^2} q_{s,t}^* + 1\right)
\]

\[
= -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 + \tau (\ln q_{s,t}^* - \ln \tau) + \tau - q_{s,t}^*.
\]  

(69)
By using now the concavity of the logarithm function, we get
\[ \ln q^*_{s,t} - \ln \tau \leq \frac{1}{\tau} (q^*_{s,t} - \tau). \]  
(70)

Altogether (150), (159) and (160) yield (154). \( \square \)

As illustrated by Fig. 16, the value \( q^*_{s,t} \) corresponding to the maximum of function \( \tilde{\Pi}_{s,t}(\theta, d, \cdot) \) is a close approximation to the maximizer of function \( \Pi_{s,t}(\theta, d, \cdot) \).

As shown next, the above lemma is useful to derive finite sum approximations to the series in (113), (114) and (115).

**Proposition A.2** Let \( \Delta > 0 \) and set
\[ q^+_{s,t} = \lfloor q^*_{s,t} + \Delta \sigma / \alpha \rfloor, \quad q^-_{s,t} = \lceil q^*_{s,t} - \Delta \sigma / \alpha \rceil \]  
(71)

where \( q^*_{s,t} \) is given by (152). Then, \( \sum_{q_{s,t}} q^+_{s,t} \Pi_{s,t}(\theta, d, q_{s,t}) \) constitutes a lower approximation to \( \sum_{q_{s,t}=1}^{+\infty} \Pi_{s,t}(\theta, d, q_{s,t}) \) with maximum error value
\[ \sqrt{2\pi} \sigma / \alpha \hat{\Pi}_{s,t}(\theta, d, q^*_{s,t}) \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right). \]

**Proof.** For every \( q_{s,t} \in \mathbb{N} \) such that \( q_{s,t} \geq q^*_{s,t} \) and, for every \( \tau \in \mathbb{R} \) such that \( q_{s,t} \leq \tau \leq q_{s,t} + 1 \), we have
\[ \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} + 1 - q^*_{s,t})^2 \right) \leq \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right). \]  
(72)

This allows us to deduce that
\[ \sum_{q_{s,t} = q^+_{s,t}}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q^*_{s,t})^2 \right) \]  
\[ \leq \int_{q^+_{s,t}}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right) d\tau \]  
\[ \leq \int_{q^+_{s,t} + \Delta \sigma / \alpha}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right) d\tau \]  
\[ = \sqrt{2\pi} \sigma / \alpha \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right). \]  
(73)

where \( \text{erf} \) is the error function.

Similarly, for every \( q_{s,t} \in \mathbb{N} \) such that \( q_{s,t} \leq q^*_{s,t} - 1 \) and, for every \( \tau \in \mathbb{R} \) such that \( q_{s,t} \leq \tau \leq q_{s,t} + 1 \), we get
\[ \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q^*_{s,t})^2 \right) \leq \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right), \]  
(74)

which, by assuming that \( q^-_{s,t} \geq 2 \), yields
\[ \sum_{q_{s,t} = q^-_{s,t} - 1}^{q^-_{s,t} - 1} \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q^*_{s,t})^2 \right) \]  
\[ \leq \int_{1}^{q^-_{s,t}} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right) d\tau \]  
\[ \leq \int_{-\infty}^{q^-_{s,t} - \Delta \sigma / \alpha} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q^*_{s,t})^2 \right) d\tau \]  
\[ = \sqrt{2\pi} \sigma / \alpha \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right). \]  
(75)
By using now (154), (163) and (165), it can be concluded that

\[
0 \leq \sum_{q_{s,t}=1}^{+\infty} \Pi_{s,t}(\theta, d, q_{s,t}) - \sum_{q_{s,t}=\max(1,q_{s,t})}^{q_{s,t}^*} \Pi_{s,t}(\theta, d, q_{s,t}) \\
\leq \hat{\Pi}_{s,t}(\theta, d, q_{s,t}) \left( \max(q_{s,t}^{-1},0) \right) e^{-\frac{a^2}{2\pi}(q_{s,t}-q_{s,t}^*)^2} + \sum_{q_{s,t}=q_{s,t}^*+1}^{+\infty} e^{-\frac{a^2}{2\pi}(q_{s,t}-q_{s,t}^*)^2} \\
\leq \sqrt{2\pi} e^{-\frac{a^2}{2\pi}(q_{s,t}-q_{s,t}^*)^2} \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right). \quad (76)
\]

\[\blacksquare\]

Note that, when \( \Delta = 5 \), \( \sqrt{2\pi} \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right) \approx 1.44 \times 10^{-6} \).

**B Computation of the proximity operator of \( \gamma \varphi_s \)**

From the definition of the proximity operator [46] of function \( \gamma \varphi_s \):

\[
(\forall (\tau, x) \in \mathbb{R}^2) \quad (\tilde{c}, \tilde{x}) = \text{prox}_{\gamma \varphi_s}(\tau, x) \iff (\tilde{c}, \tilde{x}) = \arg\min_{(c, x) \in \mathbb{R}^2} \gamma \varphi_s(c, x) + \frac{1}{2}(c - \tau)^2 + \frac{1}{2}(x - \bar{x})^2.
\]

We substitute \( \varphi_s \) in (167) with (125). We need to solve the following problem:

\[
\min_{a_s \in \mathbb{R}, x_s \in [\bar{x}, 1 - \varepsilon], c_s \in \mathbb{R}} \gamma \sum_{t=1}^{T} (r_{s,t} - c_s - a_s x_s^t)^2 + \frac{1}{2}(c_s - \tau_s)^2 + \frac{1}{2}(x_s - \bar{x}_s)^2. \quad (77)
\]

For any value of \( x_s \in [\bar{x}, 1 - \varepsilon] \), differentiating with respect to \( c_s \) and \( a_s \) yields \( \tilde{a}_s(x_s) \) and \( \tilde{c}_s(x_s) \) as the optimal values of \( a_s \) and \( c_s \) in the above minimized quadratic function. The solution can be written in a \( 2 \times 2 \) matrix form:

\[
\begin{bmatrix}
T + (2\gamma)^{-1} \overline{x}_s^2 & \overline{x}_s \\
\overline{x}_s & \rho_s
\end{bmatrix}
\begin{bmatrix}
\tilde{a}_s(x_s) \\
\tilde{c}_s(x_s)
\end{bmatrix}
= \begin{bmatrix}
(2\gamma)^{-1} \tau_s + \overline{x}_s \\
\rho_s
\end{bmatrix}
\quad (79)
\]

where

\[
\overline{x}_s = \sum_{t=1}^{T} x_s^t = \chi(x_s), \quad \overline{x}_s^2 = \sum_{t=1}^{T} x_s^{2t} = \chi(x_s^2) \quad (80)
\]

\[
\overline{r}_s = \sum_{t=1}^{T} r_{s,t}, \quad \rho_s = \sum_{t=1}^{T} r_{s,t} x_s^t \quad (81)
\]

and function \( \chi \) is defined in (129). The linear solution to (169) yields

\[
\tilde{c}_s(x_s) = \frac{\overline{x}_s^2 ((2\gamma)^{-1} \tau_s + \overline{x}_s) - \overline{r}_s \rho_s}{(T + (2\gamma)^{-1}) \overline{x}_s^2 - (\overline{x}_s)^2} \quad (82)
\]

\[
\tilde{a}_s(x_s) = \frac{(T + (2\gamma)^{-1}) \rho_s - \overline{x}_s ((2\gamma)^{-1} \tau_s + \overline{x}_s)}{(T + (2\gamma)^{-1}) \overline{x}_s^2 - (\overline{x}_s)^2}. \quad (83)
\]
The solution to (168) thus reduces to the one-variable minimization problem:

\[
\text{Find } \tilde{x}_s = \arg\min_{x_s \in [c,1-c]} \gamma \sum_{t=1}^{T} \left( r_{s,t} - \tilde{c}_s(x_s) - \tilde{a}_s(x_s)x_s^2 \right)^2 + \frac{1}{2} \left( \tilde{c}_s(x_s) - r_{s,t} \right)^2 + \frac{1}{2} (x_s - \overline{x}_s)^2
\]

\[
= \arg\min_{x_s \in [c,1-c]} -\gamma \left( (2\gamma)^{-1} e_s + \overline{r}_s \tilde{c}_s(x_s) + \rho_s \tilde{a}_s(x_s) \right) + \frac{1}{2} (x_s - \overline{x}_s)^2.
\]

The minimization of this rational function can be performed by various numerical methods. For instance, the global optimization method proposed in [56–59] can be employed. We conclude that \( \text{prox}_{\gamma\rho_s}(\overline{r}_s, \overline{x}_s) = (\tilde{e}_s(\tilde{x}_s), \tilde{x}_s). \)

\( \text{C Moment-based estimation of } \alpha, u \text{ and } \sigma \)

In this appendix, we show how simple estimates of \( \alpha, u \) and \( \sigma \) can be derived from the estimates of \( c, k \) and \( a \) provided by the optimization approach described in Section F.3. To do so, we start by rewriting (119) as

\[
\mathbb{E}[(R_{s,t} - \mathbb{E}[R_{s,t}])^2] = \mathbb{E}[(R_{s,t} - a_se^{-k_{s,t}} - c)^2] = \alpha a_se^{-k_{s,t}} + \sigma^2.
\]

The following weighted least squares estimate for \( \alpha \) can then be derived:

\[
\hat{\alpha} = \frac{\sum_{s=1}^{S} \nu_s \tilde{a}_s\mu_s - \sum_{s=1}^{S} \nu_s c_s \sum_{s=1}^{S} \nu_s \tilde{a}_s\overline{\omega}_s}{\sum_{s=1}^{S} \nu_s \tilde{a}_s^2\overline{\omega}_s^2 - (\sum_{s=1}^{S} \nu_s \tilde{a}_s\overline{\omega}_s)^2},
\]

where \( (\nu_s)_{1 \leq s \leq S} \) are positive weights, \( \nu = T \sum_{s=1}^{S} \nu_s \), and, for every \( s \in \{1, \ldots, S\} \),

\[
\overline{\omega}_s = \chi(\tilde{x}_s), \quad \overline{\omega}_s = \chi(\tilde{x}_s^2), \quad e_s = \sum_{t=1}^{T} e_{s,t}, \quad \mu_s = \sum_{t=1}^{T} \tilde{x}_s^4 e_{s,t},
\]

\[
(\forall t \in \{1, \ldots, T\}) \quad e_{s,t} = (r_{s,t} - \tilde{a}_s \tilde{x}_s^2 - \tilde{c})^2.
\]

An estimate of \( u \) follows as

\[
(\forall s \in \{1, \ldots, S\}) \quad \hat{u}_s = \frac{\tilde{a}_s}{\alpha}.
\]

Finally, the estimation process is completed by computing

\[
\hat{\sigma}^2 = \frac{\sum_{(s,t)} \nu_s (e_{s,t} - \tilde{a}_s \tilde{x}_s^2)}{\sum_{(s,t)} \nu_s} = \frac{\sum_{s=1}^{S} \nu_s (e_s - \tilde{a}_s \overline{\omega}_s)}{\nu}.
\]

\( \text{D Problem} \)

Of interest here is a parametric model arising in the case of random variables modeled as a weighted sum of Poisson and Gaussian components. The problem is to estimate the vector of parameters \( \theta \) characterizing the associated mixed continuous-discrete probability distribution from available observations \( r = (r_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \), which are realizations of a random field \( R = (R_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \). Here, \( s \) corresponds to a location index (e.g. locating pixel \((x,y)\) in 2D or voxel \((x,y,z)\) in 3D) and \( t \) is the time index.

More precisely, the considered stochastic model reads:

\[
\forall (s,t) \in S \quad R_{s,t} = \alpha Q_{s,t} + W_{s,t}
\]

where \( S = \{1, \ldots, S\} \times \{1, \ldots, T\} \), \( \alpha \in (0, +\infty) \) is a scaling parameter, and, for every \( (s,t) \in S \), \( Q_{s,t} \) is a random variable following a Poisson distribution, and \( W_{s,t} \) is a normally distributed random variable, which are expressed as

\[
Q_{s,t} \sim \mathcal{P}(v_{s,t}), \quad W_{s,t} \sim \mathcal{N}(c, \sigma^2)
\]

where \( v = (v_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \in [0, +\infty)^{ST} \) is the vector of intensities of the Poisson distribution and \( c \in \mathbb{R} \) (resp. \( \sigma > 0 \)) is the mean value (resp. standard-deviation) of the Gaussian distribution.

Our goal is to estimate the vector of unknown parameters \((v, \alpha, c, \sigma^2)\) under the following assumptions:
Table 4: Notations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>location index, ( 1 \leq s \leq S )</td>
</tr>
<tr>
<td>( t )</td>
<td>time index, ( 1 \leq t \leq T )</td>
</tr>
<tr>
<td>( R_{s,t} )</td>
<td>observed signal in ( \mathbb{R}^{ST} )</td>
</tr>
<tr>
<td>( q = (q_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} )</td>
<td>random variable following a Poisson-Gaussian distrib.</td>
</tr>
<tr>
<td>( Q_{s,t} )</td>
<td>the numbers of occurrences in ( \mathbb{N}^{ST} )</td>
</tr>
<tr>
<td>( v = (v_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} )</td>
<td>random variable following a Poisson-Gaussian distrib.</td>
</tr>
<tr>
<td>( u = (u_s)<em>{1 \leq s \leq S} \in (\mathbb{R}^*</em>+)^{S} )</td>
<td>mean values of Poisson-Gaussian distrib. for ( t = 1 ), ( u_s = u_s x_s )</td>
</tr>
<tr>
<td>( k = (k_s)<em>{1 \leq s \leq S} \in (\mathbb{R}^*</em>+)^{S} )</td>
<td>normally distributed random noise variable</td>
</tr>
<tr>
<td>( x = (x_s)<em>{1 \leq s \leq S} \in (\mathbb{R}^*</em>+)^{S} )</td>
<td>mean values of Poisson-Gaussian distrib. for ( t = 1 ), ( k = k_s x_s )</td>
</tr>
<tr>
<td>( a = (a_s)<em>{1 \leq s \leq S} \in (\mathbb{R}^*</em>+)^{S} )</td>
<td>mean value of the Gaussian distribution decay rates</td>
</tr>
<tr>
<td>( W_{s,t} )</td>
<td>standard-deviation of the Gaussian distribution</td>
</tr>
<tr>
<td>( c \in \mathbb{R} )</td>
<td>scaling parameter</td>
</tr>
<tr>
<td>( \sigma &gt; 0 )</td>
<td>initial values of the exponential change rate</td>
</tr>
<tr>
<td>( \theta = [u^\top, k^\top, \alpha, c, \sigma^2]^\top )</td>
<td>exponential decay rates ( x_s = e^{-k_s x_s} ) with ( \sigma = \sqrt{2 \pi} )</td>
</tr>
</tbody>
</table>

\[ Q = (Q_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \] and \( W = (W_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T} \) are mutually statistically independent;

the components of \( Q \) (resp. \( W \)) are independent.

Note that some special instances of this model have been studied in the literature, in the case when, for example, \( v_{s,t} \) is no longer depending on \( t \), thus reducing to

\[ \forall (s, t) \in \mathbb{S} \quad v_{s,t} = u_s. \]  

Most existing works [8,10,33] assume that \( c = 0 \), whereas in [1] we considered a Gaussian noise with non-zero mean. The motivation of these works was to identify noise parameters, the knowledge of which is required in many algorithms used for denoising [15] or restoration [19,20]. These parameters are usually not known in advance and their values may depend on experimental conditions, for instance in the case of imaging systems on camera settings, temperature, vibrations, ... Gaussian approximations [8,10] of the Poisson distribution are sometimes performed in the identification process, which often rely on the use of variance stabilization methods like the Anscombe transform [34] in the subsequent data recovery tasks [12].

In this paper, we consider a more challenging case than (93), when

\[ \forall (s, t) \in \mathbb{S} \quad v_{s,t} = u_s e^{-k_s x_s} \]  

with \( u = (u_s)_{1 \leq s \leq S} \in (0, +\infty)^{S} \) and \( k = (k_s)_{1 \leq s \leq S} \in (0, +\infty)^{S} \). In this case, the \( 2S + 3 \)-dimensional vector of unknown noise parameters becomes \( \theta = [u^\top, k^\top, \alpha, c, \sigma^2]^\top \) where \( (\cdot)^\top \) denotes the transpose operator and \( ST > 2S + 3 \). Some results concerning time series data decaying exponentially in time in the presence of additive noise can be found in [35,36] but they cannot deal with the considered Poisson model. The notations used in the paper are summarized in Table 4.

## E  EM approach

Under the considered statistical assumptions, for every \( s \in \{1, \ldots, S\} \) and \( t \in \{1, \ldots, T\} \), the mixed continuous-discrete distribution of \((R_{s,t}, Q_{s,t})\) is obtained by applying Bayes rule:

\[
(\forall r_{s,t} \in \mathbb{R}) (\forall q_{s,t} \in \mathbb{N}) \quad p_{R_{s,t}, Q_{s,t}} (r_{s,t}, q_{s,t} \mid \theta) = \frac{1}{\Gamma(q_{s,t})} q_{s,t}^{q_{s,t} - 1} e^{-q_{s,t}} \cdot \frac{1}{\Gamma(r_{s,t})} r_{s,t}^{r_{s,t} - 1} e^{-r_{s,t}} \cdot \frac{1}{\Gamma(c)} c^{c - 1} e^{-c}.
\]
where \( f_{R_s,t|Q_{s,t}=q_{s,t}}(\cdot \mid \alpha, c, \sigma) \) is the conditional probability density function (pdf) of \( R_{s,t} \) knowing that \( Q_{s,t} = q_{s,t} \) and \( f_{W_{s,t}}(\cdot \mid c, \sigma) \) is the pdf of \( W_{s,t} \). Using the spatial and time independence properties, the associated likelihood takes the following intricate form:

\[
(\forall r = (r_{s,t})_{1 \leq s, 1 \leq t \leq T} \in \mathbb{R}^{ST}) f_R(r \mid \theta) = \prod_{s=1}^{S} \prod_{t=1}^{T} \prod_{q_{s,t}=1}^{\infty} p_{R_s,t|Q_{s,t}}(r_{s,t}, q_{s,t} \mid \theta). \tag{96}
\]

Deriving the maximum likelihood estimate of the unknown parameter vector \( \theta \) from this expression appears to be analytically intractable. To circumvent this difficulty, we propose to resort to an EM approach. Then, \( R \) is viewed as an incomplete random vector and the chosen completed vector is \([R^T, Q^T]^T\). This formulation allows us to estimate \( \theta \) by using the following EM iterations:

\[
(\forall n \in \mathbb{N}) \quad \hat{\theta}^{(n+1)} = \arg\max_{\theta} J(\theta \mid \hat{\theta}^{(n)}) \tag{97}
\]

and

\[
(\forall r = (r_{s,t})_{1 \leq s, 1 \leq t \leq T} \in \mathbb{R}^{ST}) \quad \langle q \rangle = (q_{s,t})_{1 \leq s, 1 \leq t \leq T} \in \mathbb{N}^{ST}
\]

\[
p_{R,Q}(r, q \mid \theta) = \prod_{s=1}^{S} \prod_{t=1}^{T} p_{R_s,t,Q_{s,t}}(r_{s,t}, q_{s,t} \mid \theta) \tag{99}
\]

is the mixed continuous-discrete probability distribution of \((R, Q)\). The complete data log-likelihood can now be written as:

\[
\ln p_{R,Q}(R, Q \mid \theta) = -\frac{1}{2\sigma^2} \sum_{s=1}^{S} \sum_{t=1}^{T} (R_{s,t} - \alpha Q_{s,t} - c)^2
\]

\[
- \frac{ST}{2} \ln(2\pi\sigma^2) - \frac{S}{s=1} u_s e^{-k_s} \frac{1 - e^{-Tk_s}}{1 - e^{-k_s}}
\]

\[
+ \sum_{s=1}^{S} \ln u_s \sum_{t=1}^{T} Q_{s,t} - \sum_{s=1}^{S} k_s \sum_{t=1}^{T} tQ_{s,t} - \sum_{s=1}^{S} \sum_{t=1}^{T} \ln(Q_{s,t}). \tag{100}
\]

By dropping the terms that are independent of \( \theta \) and via a change of sign, we see that the EM algorithm reduces to:

\[
(\forall n \in \mathbb{N}) \quad \hat{\theta}^{(n+1)} = \arg\min_{\theta} \tilde{J}(\theta \mid \hat{\theta}^{(n)}) \tag{101}
\]

where

\[
\tilde{J}(\theta \mid \hat{\theta}^{(n)}) = \frac{1}{2\sigma^2} \sum_{s=1}^{S} \sum_{t=1}^{T} E_{Q|R=r, \theta^{(n)}}[(r_{s,t} - \alpha Q_{s,t} - c)^2]
\]

\[
+ \sum_{s=1}^{S} k_s \sum_{t=1}^{T} tE_{Q|R=r, \theta^{(n)}}[Q_{s,t}] + \sum_{s=1}^{S} u_s e^{-k_s} \frac{1 - e^{-Tk_s}}{1 - e^{-k_s}}
\]

\[
- \sum_{s=1}^{S} \ln u_s \sum_{t=1}^{T} E_{Q|R=r, \theta^{(n)}}[Q_{s,t}] + ST \ln \sigma. \tag{102}
\]

The EM algorithm alternates between expectation and maximization steps, guaranteeing that the likelihood is increased at each iteration [29], [37].

The update rules are found by differentiating (102). The obtained relations lead us to the following operations to be performed at iteration \( n \):

1. For every \( s \in \{1, \ldots, S\} \), find \( k_s^{(n+1)} \) satisfying:

\[
1 + T e^{-(T+1)k_s^{(n+1)}} - (T + 1) e^{-Tk_s^{(n+1)}} \sum_{t=1}^{T} E_{Q|R=r, \theta^{(n)}}[Q_{s,t}] = \sum_{t=1}^{T} tE_{Q|R=r, \theta^{(n)}}[Q_{s,t}] + ST \ln \sigma. \tag{103}
\]
2. For every $s \in \{1, \ldots, S\}$ compute

$$
\bar{q}_s^{(n+1)} = \frac{1 - e^{-k_s^{(n+1)}}}{e^{-k_s^{(n+1)}} (1 - e^{-Tk_s^{(n+1)}})} \sum_{t=1}^{T} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}].
$$

(104)

3. Determine $c^{(n+1)}$ and $\alpha^{(n+1)}$ by solving the following system of linear equations:

$$
\begin{bmatrix}
ST \\
\sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] \\
\sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}[Q_{s,t}^2]}\end{bmatrix} \begin{bmatrix}
c^{(n+1)} \\
\alpha^{(n+1)}\end{bmatrix} = \begin{bmatrix}
\sum_{(s,t) \in S} r_{s,t} \\
\sum_{(s,t) \in S} r_{s,t} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}]\end{bmatrix}.
$$

(105)

4. Set $(\sigma^2)^{(n+1)}$ to

$$
\frac{1}{ST} \sum_{(s,t) \in S} E_{Q|R=r,\theta^{(n)}}[(r_{s,t} - \alpha^{(n+1)} Q_{s,t} - c^{(n+1)})^2] = \frac{1}{ST} \sum_{(s,t) \in S} r_{s,t} \left( r_{s,t} - \alpha^{(n+1)} E_{Q|R=r,\theta^{(n)}}[Q_{s,t}] - c^{(n+1)} \right).
$$

(106)

As discussed in the next section, the procedure however raises a number of numerical issues which need to be carefully addressed.

F Implementation issues of the EM algorithm

F.1 Computation of the required conditional means

According to (102), the expectation step requires to compute the conditional expectations $E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}]$ and $E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2]$, for every $(s, t) \in S$. These are expressed as follows

$$
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] = \sum_{q_{s,t}=1}^{+\infty} q_{s,t} P(Q_{s,t} = q_{s,t} | R = r, \theta^{(n)})
$$

(107)

$$
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2] = \sum_{q_{s,t}=1}^{+\infty} q_{s,t}^2 P(Q_{s,t} = q_{s,t} | R = r, \theta^{(n)})
$$

(108)

where, for every $q_{s,t} \in \mathbb{N}$,

$$
P(Q_{s,t} = q_{s,t} | R = r, \theta) = \frac{p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} | \theta)}{f_{R_{s,t}}(r_{s,t} | \theta)},
$$

(109)

$p_{R_{s,t},Q_{s,t}}(\cdot, \cdot | \theta)$ is given by (95) and

$$
(\forall r_{s,t} \in \mathbb{R}) \quad f_{R_{s,t}}(r_{s,t} | \theta) = \sum_{q_{s,t}=0}^{+\infty} p_{R_{s,t},Q_{s,t}}(r_{s,t}, q_{s,t} | \theta).
$$

(110)

Hence, one can reexpress (107) and (108) as

$$
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}] = \frac{\zeta_{s,t}(\theta)}{\eta_{s,t}(\theta)}
$$

(111)

$$
E_{Q_{s,t}|R_{s,t}=r_{s,t},\theta}[Q_{s,t}^2] = \frac{\xi_{s,t}(\theta)}{\eta_{s,t}(\theta)}
$$

(112)

where

$$
\zeta_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 1, q_{s,t})
$$

(113)

$$
\eta_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 0, q_{s,t})
$$

(114)

$$
\xi_{s,t}(\theta) = \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 1, q_{s,t}) + \sum_{q_{s,t}=0}^{+\infty} \Pi_{s,t}(\theta, 2, q_{s,t})
$$

(115)
and, for every \((d, q_{s,t}) \in \mathbb{N}^2\),

\[
\Pi_{s,t}(\theta, d, q_{s,t}) = \exp \left( \frac{(r_{s,t} - \alpha(q_{s,t} + d) - c)^2}{2\sigma^2} \right) \frac{(u_x e^{-k_{s,t}^d})^q_{s,t+d}}{q_{s,t}!}.
\]  

(116)

The computation of a ratio of two infinite sums is not always an easy task when these sums do not have closed form expressions. A method allowing us to get a reliable approximation of the series given by (113), (114) and (115) while simultaneously limiting the required computational time is described in Appendix A. More precisely, it is shown that it is possible to determine the most significant terms in the summations by studying properties of function \(\Pi_{s,t}\). This result is established using the Lambert \(W\) function.

Fig. 9 indicates that the bounds proposed in Proposition A.2 given by \(q_{st}^- = \max(0, |q_{st}^* - \Delta |)\) and \(q_{st}^+ = [q_{st}^* + \Delta + 1],^2\) where \(\Delta > 0\) and \(q_{st}^* = \frac{a^2}{\sigma^2} W \left( \frac{a^2}{\sigma^2} u_x e^{\frac{a^2}{\sigma^2}(r_{st} - c - d\alpha - tk_\star)} \right)\), are sufficiently precise in practice. We compare them with the summation bounds proposed in [18, 19] given by \(q_{st}^0 = 0\) and \(q_{st}^+ = r_{st} + 4\sigma\). Those bounds are not guaranteed to include all the significant coefficients (see Fig. 9(a)) or to be very effective (see Fig. 9(b)), unlike the ones we propose.

F.2 Estimation of the exponential decay rates

In the previous developments, a difficulty also arises in solving the update equation (103). A useful result is the following one:

**Proposition F.1** For every \(n \in \mathbb{N}\), \(s \in \{1, \ldots, S\}\) and \(x \in \mathbb{R}\), let

\[
g_{n,s}(x) = \sum_{\beta=0}^{T-1} x^\beta \left( (\beta + 1) \sum_{t=1}^{T} E_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}] - \sum_{t=1}^{T} tE_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}] \right).
\]

Then, \(e^{-k_{n,s}^{(n+1)}}\) is the unique positive real root \(x_{n,s}^{*}\) of polynomial \(g_{n,s}\).

**Proof.** Simplifying the double root at 1 in the numerator of (103), we see that \(e^{-k_{n,s}^{(n+1)}}\) is a root \(x_{n,s}^{*}\) in \((0, 1)\) of polynomial \(g_{n,s}\). We now show that \(x_{n,s}^{*}\) is the unique positive root of this polynomial.

For every \(\beta \in \{0, \ldots, T - 1\}\), let \(b_{n,s}^{(\beta)}\) denote the coefficient of the term of degree \(\beta\) in \(g_{n,s}\). According to (117) we have:

- \(b_{n,s}^{(0)} = \sum_{t=1}^{T} (1 - t) E_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}] < 0\) (Due to (111), (113) and (116), for every \((s, t) \in S\), \(u_x > 0 \Rightarrow E_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}] > 0\).)
- \(\forall \beta \in \{1, \ldots, T - 2\}, b_{n,s}^{(\beta)} = b_{n,s}^{(\beta - 1)} + \sum_{t=1}^{T} t E_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}]\)
- \(b_{n,s}^{(T-1)} = \sum_{t=1}^{T} (T - t) E_{Q_{R=r,\theta^{(n)}}}[Q_{s,t}] > 0\).

Since the sequence \((b_{n,s}^{(\beta)})_{0 \leq \beta \leq T-1}\) is an increasing arithmetic sequence, the number of sign differences between consecutive nonzero coefficients is at most 1. Moreover, since \(b_{n,s}^{(T-1)} > 0\), we can conclude using Descartes’ rule of signs that the maximum number of positive roots of \(g_{n,s}\) is equal to 1. As \(g_{n,s}^{(0)} < 0\) and \(\lim_{x \to +\infty} g_{n,s}(x) = +\infty\), it can be deduced that there exists a unique positive root of \(g_{n,s}\). \(\square\)

In practice, we propose to compute \(k_{n,s}^{(n+1)}\) by using Halley’s iterative procedure [38] with \(M = 20\) iterations in typical cases. The iterations are given by Algorithm 3, where \(g_{n,s}'\) (resp. \(g_{n,s}''\)) denotes the first (resp. second) derivative of \(g_{n,s}\).

F.3 Moment-based initialization

Since the EM algorithm is not guaranteed to converge to a global maximizer of the likelihood, its behavior can be improved by a judicious initialization. Usually, the choice of a good starting value is discussed in the context of specific applications [1]. For the considered problem, we propose a moment-based approach. Although methods of moments are often outperformed by other estimators, their simplicity makes them popular statistical tools [7].
Algorithm 3 Halley’s algorithm for computing $k_s^{(n+1)}$

<table>
<thead>
<tr>
<th>Init : $x_{n,s}^{(0)} = e^{-k_s^{(n)}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>For $m = 0, \ldots, M - 1$</td>
</tr>
<tr>
<td>$x_{n,s}^{(m+1)} = x_{n,s}^{(m)} - \frac{2g_{n,s}(x_{n,s}^{(m)})}{2(2g_{n,s}^2(x_{n,s}^{(m)})) - 2g_{n,s}(x_{n,s}^{(m)})}$</td>
</tr>
<tr>
<td>$k_s^{(n+1)} = -\log x_{n,s}^{(M)}$</td>
</tr>
</tbody>
</table>

Due to the independence assumptions made in Section C, the first and second order statistics of the observations can be expressed as

- mean value: $E[R_{s,t}] = a_0 e^{-k_s t} u_s + c$ (118)
- variance: $\text{Var}[R_{s,t}] = a_0^2 e^{-k_s t} u_s + \sigma^2$ (119)

Note that (118) can be re-expressed as

$$R_{s,t} = a_0 e^{-k_s t} + c + E_{s,t}$$ (120)

where $a_0 = \alpha u_s$ and $(E_{s,t})_{1 \leq s \leq S, 1 \leq t \leq T}$ are independent zero-mean random variables. This suggests adopting a nonlinear least squares approach to compute estimates $\hat{a} = (\hat{a}_s)_{1 \leq s \leq S}$, $\hat{k} = (\hat{k}_s)_{1 \leq s \leq S}$ and $\hat{c}$ of the parameters:

$$(\hat{a}, \hat{k}, \hat{c}) \in \text{Argmin}_{\alpha, k, \epsilon} \sum_{s=1}^{S} \sum_{t=1}^{T} \left( r_{s,t} - c - a_0 e^{-k_s t} \right)^2.$$ (121)

The traditional approach to address such a problem is to rewrite it as

$$\min_{k \in (0, +\infty)^S} \psi(k)$$ (122)

where, for every $k = (k_s)_{1 \leq s \leq S} \in (0, +\infty)^S$,

$$\psi(k) = \min_{\alpha \in \mathbb{R}, c \in \mathbb{R}} \sum_{s=1}^{S} \sum_{t=1}^{T} \left( r_{s,t} - c - a_0 e^{-k_s t} \right)^2.$$ (123)

Finding the expression of $\psi$ reduces to a linear least squares problem the solution of which can be expressed in a closed form. However, for large-size problems where $S$ takes a high value, the minimization of $\psi$ requires solving a large dimensional non-convex minimization problem. Alternatively, by setting $x_s = e^{-k_s}$, for every $s \in \{1, \ldots, S\}$, (121) can be reexpressed as the problem of finding a minimizer of a real-valued multivariate polynomial on a set defined by polynomial inequalities. Global optimization methods for such problems were introduced in [42, 43]. Nevertheless, these methods do not scale well with the size of the problem.

In order to circumvent these difficulties, we propose to adopt a splitting strategy. More specifically, we reformulate the problem in the product space $\mathbb{R}^S \times \mathbb{R}^S$ as follows:

$$\min_{(c_1, \ldots, c_S) \in \mathbb{R}^S \times (x_1, \ldots, x_S) \in \mathbb{R}^S} \sum_{s=1}^{S} \varphi_s(c_s, x_s) + \iota_D(c_1, \ldots, c_S)$$ (124)

where, for every $(c_s, x_s) \in \mathbb{R}^2$,

$$\varphi_s(c_s, x_s) = \begin{cases} \min_{a \in \mathbb{R}} \sum_{t=1}^{T} \left( r_{s,t} - c_s - a_0 x_s \right)^2 & \text{if } x_s \in [\epsilon, 1 - \epsilon] \\ +\infty & \text{otherwise,} \end{cases}$$ (125)

$\epsilon \in (0, 1/2)$ is a tolerance parameter, $D$ is the vector space $\{(c_1, \ldots, c_S) \in \mathbb{R}^S \mid c_1 = \cdots = c_S\}$, and $\iota_D$ is the indicator function of $D$ defined as

$$(\forall c = (c_1, \ldots, c_S) \in \mathbb{R}^S) \iota_D(c_1, \ldots, c_S) = \begin{cases} 0 & \text{if } c \in D \\ +\infty & \text{otherwise.} \end{cases}$$ (126)

Guidelines for addressing such split optimization problems is provided in [44] by employing proximal tools, namely algorithms involving computations of proximity operators. However, there is a limited number of
results concerning the convergence of proximal splitting algorithms in the non-convex case. Among these algorithms, we propose to use the Douglas-Rachford algorithm which was observed to behave satisfactorily [45] in a number of non-convex optimization problems.

For many functions the proximity operator has an explicit form [46]. For instance, the proximal operator $\text{prox}_{\gamma \varphi_s}$ reduces to the projection onto $D$, i.e.

$$\text{prox}_{\gamma \varphi_s}(c_1, \ldots, c_S) = \frac{c_1 + \cdots + c_S}{S}(1, \ldots, 1).$$

(127)

For every $s \in \{1, \ldots, S\}$, the expression of the proximity operator of $\gamma \varphi_s$ with $\gamma \in [0, +\infty[$ is provided in Appendix B. This allows us to apply the Douglas-Rachford method summarized in Algorithm 4. It is worth noticing that the computation of the proximity operators $\text{prox}_{\gamma \varphi_s}$ for different values of $s \in \{1, \ldots, S\}$ can be implemented in a parallel manner.

Once estimates $\hat{c}$ and $(\hat{x}_s)_{1 \leq s \leq S}$ have been obtained in this fashion, the following estimates of the amplitude values can be derived from (125):

$$\forall s \in \{1, \ldots, S\}, \quad \hat{a}_s = \frac{1}{\chi(\hat{x}_s^T)} \sum_{t=1}^{T} (r_{s,t} - \hat{c}) \hat{x}_s^T$$

(128)

where

$$\forall v \in [0, +\infty), \quad \chi(v) = \frac{1 - v^T}{1 - v}.$$

(129)

Note that an alternative approach relying upon an alternating minimization approach was proposed in [2]. However, it was observed to exhibit slower convergence.

**Algorithm 4**

**Douglas-Rachford iterations for computing moment-based estimates of $k$ and $c$.**

**Initialization:**

- Initialize $\hat{c}^{(0)}$.
- Set $c_s^{(0)} = \hat{c}^{(0)}$, for every $s \in \{1, \ldots, S\}$.
- Set initial values in $[\epsilon, 1 - \epsilon]$ for $(\hat{x}_s^{(0)})_{1 \leq s \leq S}$.

**Main loop:**

For $m = 0 \ldots M - 1$

For $s = 1 \ldots S$

$$\begin{align*}
(\hat{c}_s^{(m)}, \hat{z}_s^{(m+1)}) &= \text{prox}_{\gamma \varphi_s}(c_s^{(m)}, \hat{z}_s^{(m)}) \\
\hat{c}_s^{(m+1)} &= \frac{1}{S} \sum_{s=1}^{S} c_s^{(m)} \\
\text{For } s = 1 \ldots S \\
\hat{c}_s^{(m+1)} &= \hat{c}_s^{(m)} + 2\hat{c}_s^{(m+1)} - \hat{c}_s^{(m)} - \hat{c}_s^{(m)}
\end{align*}$$

**Outputs:**

$$\hat{c} = \hat{c}^{(M)}$$

For $s = 1 \ldots S$

$$\hat{k}_s = -\ln \left(\hat{x}_s^{(M)}\right)$$

It remains now to deduce estimates of $\alpha$, $u$ and $\sigma$. The proposed estimators are described in Appendix C.

The final proposed noise modeling procedure is summarized in Fig. 10.

**G Performance bounds**

This section aims at deriving lower bounds on the best achievable performance in estimating the parameters of Model (91). These bounds will allow us to evaluate the performance of the estimator proposed in Section E. A well-known lower bound on the variance of an unbiased estimator is provided by the Cramer-Rao inequality, which involves the inverse of the Fisher Information Matrix (FIM) [47]. The problem of computing the required FIM is addressed in Section G.1, whereas the inversion of the FIM is discussed in Section G.2.
G.1 Form of the Fisher information matrix

Recall that the FIM is expressed from the log-likelihood as follows

\[ I(\theta) = E[R|\theta] \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right) \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right)^\top \]

\[ = \sum_{s=1}^{S} \sum_{t=1}^{T} E[R|U_{s,t}U_{s,t}^\top] \]

(130)

where, for every \((s, t) \in \mathbb{S}, U_{s,t}\) is the score function defined as

\[ U_{s,t} = \frac{\partial \ln(f_{R,s,t}(R_{s,t} | \theta))}{\partial \theta} \]

and the marginal pdf of \(R_{s,t}\) is given by (110). This yields

\[ \frac{\partial f_{R_s,t}(r_{s,t} | \theta)}{\partial \theta} = \sum_{q_{s,t}=0}^{\infty} \frac{\partial p_{R_s,t,Q_{s,t}}(r_{s,t}, q_{s,t} | \theta)}{\partial \theta} \]

(132)

which allows us to deduce that \(U_{s,t}\) is equal to

\[ \sum_{q_{s,t}=0}^{\infty} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, q_{s,t} | \theta))}{\partial \theta} \right) \frac{p_{R_s,t,Q_{s,t}}(r_{s,t}, q_{s,t} | \theta)}{\sum_{q_{s,t}=0}^{\infty} p_{R_s,t,Q_{s,t}}(r_{s,t}, q_{s,t} | \theta)} \]

(133)

The components of vector \(U_{s,t}\) can then be expressed from the conditional means of \(Q_{s,t}\) and \(Q_{s,t}^2\). Indeed, according to (95), we have: for every \(s' \in \{1, \ldots, S\},

\[ E_{Q_{s,t}|R_s,t=r_{s,t},\theta} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, Q_{s,t} | \theta))}{\partial u_{s'}} \right) = \left( \frac{1}{u_s} E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}] - e^{-k_{s,t}} \right) \delta_{s' - s} \]

(134)

\[ E_{Q_{s,t}|R_s,t=r_{s,t},\theta} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, Q_{s,t} | \theta))}{\partial k_{s'}} \right) = t \left( u_s e^{-k_{s,t}} - E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}] \right) \delta_{s' - s} \]

(135)

\[ E_{Q_{s,t}|R_s,t=r_{s,t},\theta} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, Q_{s,t} | \theta))}{\partial \alpha} \right) = \frac{1}{\sigma^2} \left( r_{s,t} - \alpha E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}] - c \right) \]

(136)

\[ E_{Q_{s,t}|R_s,t=r_{s,t},\theta} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, Q_{s,t} | \theta))}{\partial \sigma} \right) = \frac{1}{\sigma^3} \left( (r_{s,t} - c)^2 - \sigma^2 + 2 \alpha E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}^2] \right) \]

(137)

\[ E_{Q_{s,t}|R_s,t=r_{s,t},\theta} \left( \frac{\partial \ln(p_{R_s,t,Q_{s,t}}(r_{s,t}, Q_{s,t} | \theta))}{\partial \sigma} \right) = \frac{1}{\sigma^3} \left( (r_{s,t} - c)^2 - \sigma^2 + 2 \alpha E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}^2] \right) \]

(138)

where \(\delta_{s' - s} = 1\) if \(s' = s\) and 0 otherwise. So, provided that \(E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}]\) and \(E_{Q_{s,t}|R_s,t=r_{s,t},\theta}[Q_{s,t}^2]\) are known, the above equations allow us to deduce the expression of \(U_{s,t}\). We still need to calculate the expectation with respect to \(R\) in (130), which is unfortunately intractable. To circumvent this difficulty, we propose to proceed similarly to the Monte Carlo approach in [48], by drawing \(L \gg 1\) realizations of \(R\) and calculating, for each realization \(i^{(\ell)}\) with \(\ell \in \{1, \ldots, L\}\), the associated correlation matrix \(\sum_{s=1}^{S} \sum_{t=1}^{T} U_{s,t}^{(\ell)} (U_{s,t}^{(\ell)})^\top\). Then, the FIM is approximated by the following consistent sample estimate

\[ \hat{I}_L(\theta) = \frac{1}{L} \sum_{\ell=1}^{L} \sum_{s=1}^{S} \sum_{t=1}^{T} U_{s,t}^{(\ell)} (U_{s,t}^{(\ell)})^\top. \]

(139)

G.2 Inversion of the Fisher information matrix

Let \(\hat{\theta}_i : \mathbb{R}^S \to \mathbb{R}\) with \(i \in \{1, \ldots, 2S + 3\}\) be an unbiased estimator of the \(i\)-th component \(\theta_i\) of vector \(\theta\). A lower bound of the mean square error \(E[(\hat{\theta}_i(\theta) - \theta_i)^2]\) is given by the \(i\)-th diagonal term of the inverse of the
FIM. It is thus of main interest to compute the diagonal terms of the inverse of matrix $I(\theta) \in \mathbb{R}^{(2S+3) \times (2S+3)}$. Although $S$ may take large values, the inversion can be efficiently performed due to the sparse structure of the FIM.

More precisely, the FIM can be expressed as the following block matrix:

$$I(\theta) = \begin{bmatrix} A & B \\ B^\top & C \end{bmatrix}$$

where

- the matrix $A \in \mathbb{R}^{2S \times 2S}$ takes the following form

$$A = \begin{bmatrix} A_{1,1} & A_{1,2} \\ A_{1,2}^\top & A_{2,2} \end{bmatrix}$$

with

$$A_{1,1} = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial u} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial u} \right) \right]^\top \in \mathbb{R}^{S \times S}$$

(142)

$$A_{1,2} = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial u} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right) \right]^\top \in \mathbb{R}^{S \times S}$$

(143)

$$A_{2,2} = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial k} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right) \right]^\top \in \mathbb{R}^{S \times S}$$

(144)

- the matrix $B$ is given by

$$B^\top = [B_1 \mid B_2]$$

(145)

where

$$B_1 = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right) \right]^\top \in \mathbb{R}^{3 \times S}$$

(146)

$$B_2 = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial k} \right) \right]^\top \in \mathbb{R}^{3 \times S}$$

(147)

with $\tilde{\theta} = [c, \alpha, \sigma]^\top$;

- $C = E_{R|\theta} \left[ \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \left( \frac{\partial \ln(f_R(R | \theta))}{\partial \theta} \right) \right]^\top \in \mathbb{R}^{3 \times 3}$.

From the standard Frobenius-Schur formula for the inverse of a block matrix [49], the $i$-th diagonal terms of $I(\theta)^{-1}$ is given by

$$[I(\theta)^{-1}]_{i,i} = \begin{cases} [A^{-1} + A^{-1}B(C - B^\top A^{-1}B)^{-1}B^\top A^{-1}]_{i,i} & \text{if } i \leq 2S \\ [(C - B^\top A^{-1}B)^{-1}]_{i,i} & \text{otherwise.} \end{cases}$$

(148)

Hence, both $C - B^\top A^{-1}B \in \mathbb{R}^{3 \times 3}$ and $A$ need to be inverted. The former inversion is easy due to the small size of the matrix, but a more challenging task is to invert the latter, which is typically of large dimension. However, a closer look at (134) and (135) allows us to observe that matrices $A_{1,1}$, $A_{1,2}$ and $A_{2,2}$ in (142)-(144) are diagonal. Thus, using again the block matrix inversion formula, we get

$$A^{-1} = [A_1^{-1} \mid A_2^{-1}]$$

(149)

with $A_1^{-1} = \begin{bmatrix} (A_{1,1} - A_{1,1}A_{2,2}^{-1}A_{1,2})^{-1} \\ -A_{1,1}^{-1}A_{1,2}(A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \end{bmatrix}$ and $A_2^{-1} = \begin{bmatrix} -A_{1,1}^{-1}A_{1,2}(A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \\ (A_{2,2} - A_{1,2}A_{1,1}^{-1}A_{1,2})^{-1} \end{bmatrix}$,

where all the required inversions are straightforward due to the diagonal structure of all the involved matrices.

In summary, the mean square error $\mathbb{E}[(\tilde{\theta}_i(R) - \theta_i)^2]$ is lower bounded by $[I(\theta)^{-1}]_{i,i}$ which is given by (148).
H Experimental results

This section illustrates the good performance of the proposed approach and shows its usefulness in a real microscopy application. The algorithm performance is measured by computing the mean square error (MSE) between the original and reconstructed noise parameters and by inspecting the difference between the variance of our estimator and the Cramer-Rao bounds (CRB). Results of a series of synthetic data simulation are provided in Section H.1, while Section H.2 is devoted to practical considerations, necessary details about the application and presentation of the results on a real data set.

H.1 Validation of the proposed approach on synthetic data

Firstly we evaluate the performance of the proposed algorithm under different working conditions. In particular the influence of the values of parameters $\Delta$, $S$, $T$, $c$, $\alpha$, $\sigma^2$, $u_s$ and $k_s$ is studied. Realizations of the observed signal $R_{\ell}$ are generated according to (91) for different set of parameter values for $\theta$, $S$ and $T$. Randomly chosen values of $u_s$ and $k_s$ are uniformly distributed over $[\underline{u}, \overline{u}]$ and $[\underline{k}, \overline{k}]$, respectively. Poisson and Gaussian noise realizations are drawn using the random number generators proposed in Park et al. [50]. The bias on the estimate of the $i$-th component of the parameter vector is computed as $\frac{1}{L} \sum_{\ell=1}^{L} (\theta_i - \hat{\theta}_i^{(\ell)})$ over $L = 100$ different noise realizations. As expected, Table 5 illustrates that our estimator is asymptotically unbiased when $T \to +\infty$. Average values of the MSE are computed by $\frac{1}{L} \sum_{\ell=1}^{L} (\theta_i - \hat{\theta}_i^{(\ell)})^2$. Similarly, the SNR values provided in Table 5 correspond to averages computed over the $L$ realizations, e.g. $\text{SNR}(\hat{u}) = \frac{1}{L} \sum_{\ell=1}^{L} \left( \sum_{s=1}^{S} \frac{u_s^2}{\sum_{t=1}^{T} u_{ts}^2} \sum_{t=1}^{T} (u_{st} - \hat{u}_{st})^2 \right)$. The good performance of the proposed estimator is confirmed by the small difference between the MSE and the associated CRB (usually less than 50%). Note that, for finite $T$, our estimator is biased, so that the CRB constitutes only a quality measure which is not theoretically guaranteed to provide an achievable lower bound for the MSE. Firstly, the influence of the approximation of the infinite summations proposed in Appendix A is investigated. The inspection of the MSE, bias and CRB values in the provided example illustrates that 5 is an adequate choice for $\Delta$ (as defined in Section F.1) and that any higher value does not improve the estimation results. Note that the CRB computation procedure appears to be less sensitive to the choice of $\Delta$ than the EM algorithm. Additionally, the influence of the choice of $T$ and $S$ on the estimation quality is assessed. As expected, the estimation performance is improved by increasing $T$ and $S$, but the influence of $T$ is more important. Note that one would expect the Cramer-Rao bound to depend on $T$. However, since the FIM (139) is evaluated by Monte Carlo simulation, this dependency is not explicit but only appears through our numerical results. Finally, we provide some numerical results related to the behaviour of our algorithm for different choices of $\theta$. The following points have been highlighted through our study:

- the accuracy of $u$ and $k$ estimation increases with $\alpha$, while the accuracy of $\alpha$, $c$ and $\sigma$ estimation decreases with $\alpha$;
- the estimation performance of our algorithm does not depend on the value of $c$;
- the accuracy of $c$, $u$ and $k$ estimation decreases with $\sigma^2$, while the estimation of $\sigma$ is improved;
- $\sigma$ is better estimated when low values of $u_s$ are present in signal $u$;
- the considered estimation problem becomes more difficult when the decay rate $k_s$ is small.

One can observe that our EM estimates can be quite precise for some good choices of $S$, $T$ and $\Delta$ as the estimation error can fall under 5%.

We now illustrate the performance of the initialization method proposed in Section F.3. As shown in Table 6, the moment based initialization results are further improved with the second step of the algorithm, i.e. the EM step. This is in agreement with the general claim that the method of moments is often outperformed by other estimators e.g. maximum likelihood when applicable. Results presented in Fig. 11 concern the alternating minimization approach proposed in [2] and the Douglas-Rachford approach corresponding to Algorithm 4. Fig. 11 illustrates the convergence characteristics of these algorithms in terms of energy (see (121)) and of the estimated values of $\alpha$, $\sigma^2$ and $c$. At each iteration, parameters $\alpha$ and $\sigma^2$ were computed using (182) and (186), respectively, where all positive weights $(\nu_s)_{1 \leq s \leq S}$ were set to 1. The results were averaged over $L = 10$ different noise realizations. The parameter $\gamma$ was set to 0.01. One can observe in Fig. 11 (a) that the initialization proposed in the paper leads to faster convergence, while retaining estimation quality as illustrated by Fig. 11 (b-d). The EM algorithm is computationally more intensive, which results in a slower convergence. Note that its computational efficiency can be improved by resorting to various acceleration techniques, e.g. [?].
Table 5: Performance of the proposed EM algorithm under different working conditions.

H.2 Application to fluorescence imaging system - macroscopy case

Confocal microscopy (i.e. large field of view confocal microscopy) is a recently-developed imaging modality. We use a few images from a confocal macroscope as real data examples. We have applied our algorithm to time series of real fluorescence images, acquired using a macro confocal laser scanning microscope (Leica TCS-LSI) from a cross-section through the rhizome of Convallaria majalis (Lily of the Valley). The reported signal intensities at each location within the biological sample result from natural occurring auto-fluorescence caused by different compounds like lignin and other phenolics. In microscopy practice, the intensity decay caused by different compounds like lignin and other phenolics. In microscopy practice, the intensity decay may be caused by different compounds like lignin and other phenolics.

In microscopy practice, the intensity decay caused by different compounds like lignin and other phenolics. In microscopy practice, the intensity decay may be caused by different compounds like lignin and other phenolics.
Table 6: Improvement brought by EM algorithm w.r.t. its initialization for five different parameter settings (\(\alpha\) is equal to 5 and 1 for tests 1 – 4 and 5, respectively; \(c = 150: \sigma^2\) is equal to 1000, 200, 1000, 2000 and 25 for tests 1 – 5, respectively; \(u\) is equal to 5 and 15 for tests 1 – 4 and 5, respectively; \(\nu = 150, k = 0.0001\), \(S\) is equal to 200 and 150 for tests 1, 3 – 5 and 2, respectively; \(T\) is equal to 200 and 350 for tests 1, 2, 4, 5 and 3, respectively). Bias and MSE are computed over \(L = 100\) noise realizations.

I Conclusions

In this paper, we have proposed a new EM-based approach for dealing with Poisson-Gaussian noise parameter estimation problems. We have presented a practical procedure for computing the corresponding Cramer-Rao bounds. We have shown that the proposed method can lead to accurate results given sufficient measurements. The numerical issues related to the computation of our estimator have been addressed. In particular, we have proposed a fast and reliable way to approximate the infinite sums arising in our estimator with a high degree of accuracy. We have proposed an improved moment based estimation method, which we used to initialize the EM algorithm. As a side result, the proposed algorithm can deliver a good estimation of the original data when the noise parameters are unknown. Finally we have shown that our approach constitutes a solution for high quality noise parameter estimation of fluorescence microscopy data. The proposed approach can thus be expected to be useful across a broad range of applications, as the developed statistical techniques are applicable not only to images but to any kind of arbitrary dimensional signals.

A Approximations of infinite summations

Let \((s, t) \in \mathbb{S}\) and let \(d \in \mathbb{N}\). The results in this appendix are based on the following upper bound for function \(\Pi_{s,t}\) obtained through Stirling’s formula:

\[
(\forall q_{s,t} \in \mathbb{N}^+) \quad \Pi_{s,t}(\theta, d, q_{s,t}) \leq \hat{\Pi}_{s,t}(\theta, d, q_{s,t})
\]

where \((\forall \tau \in [0, +\infty[)\)

\[
\hat{\Pi}_{s,t}(\theta, d, \tau) = \exp \left( - \frac{(r_{s,t} - \alpha(\tau + d) - c)^2}{2\sigma^2} \right) \left( \frac{u_s e^{-k_{s,t}}}{\sqrt{2\pi\tau^*}} \right)^{\tau + d} e^{-\tau}.
\]

Lemma A.1 Function \(\hat{\Pi}_{s,t}(\theta, d, \cdot)\) has a unique maximizer

\[
q^*_{s,t} = \frac{\sigma^2}{\alpha^2} \mathcal{W}\left( \frac{\alpha^2}{\sigma^2} u_s e^{\tau^* (r_{s,t} - c - d\alpha)} - tk_s \right)
\]

where \(\mathcal{W}\) denotes the Lambert \(\mathcal{W}\) function. We recall that Lambert \(\mathcal{W}\) function satisfies the following relation:

\[
\mathcal{W}(x)e^{\mathcal{W}(x)} = x
\]

In addition, \((\forall q_{s,t} \in \mathbb{N}^+)\)

\[
\Pi_{s,t}(\theta, d, q_{s,t}) \leq \hat{\Pi}_{s,t}(\theta, d, q^*_{s,t}) \exp \left( - \frac{\alpha^2}{2\sigma^2} (q_{s,t} - q^*_{s,t})^2 \right).
\]

Proof. For every \(\tau \in [0, +\infty[\), we have

\[
\ln \left( \hat{\Pi}_{s,t}(\theta, d, \tau) \right) = - \frac{(r_{s,t} - \alpha(\tau + d) - c)^2}{2\sigma^2} - tk_s(\tau + d)
\]

\[+ (\tau + d) \ln u_s - \tau \ln \tau + \tau - \frac{1}{2} \ln(2\pi).\]
This allows us to deduce that
\[
\frac{\partial}{\partial \tau} \left( \ln \tilde{\Pi}_{s,t}(\theta,d,\tau) \right) = -\ln \tau - \frac{\alpha^2}{\sigma^2} \tau + \ln u_\tau + \frac{\alpha}{\sigma^2} (r_{s,t} - c - ad) - tk_s.
\] (156)

Hence, any extremum value \( q_{s,t}^* \) of \( \tilde{\Pi}_{s,t}(\theta,d,\cdot) \) must satisfy the following equation:
\[
\ln q_{s,t}^* + \frac{\alpha^2}{\sigma^2} q_{s,t}^* - \ln u_\tau - \frac{\alpha}{\sigma^2} (r_{s,t} - c - ad) + tk_s = 0.
\] (157)

There exists a unique solution to this equation which is given by (152) [55]. It is easy to check from (156) that
\[
\frac{\partial}{\partial \tau} \left( \ln \tilde{\Pi}_{s,t}(\theta,d,\tau) \right) > 0 \Leftrightarrow \tau < q_{s,t}^*
\] (158)
so that \( q_{s,t}^* \) is the unique maximizer of \( \tilde{\Pi}_{s,t}(\theta,d,\cdot) \).

In addition, we derive from (157) that
\[
\ln \left( \tilde{\Pi}_{s,t}(\theta,d,\tau) \right) - \ln \left( \tilde{\Pi}_{s,t}(\theta,d,q_{s,t}^*) \right)
= -\frac{\alpha^2}{2\sigma^2} (r^2 - (q_{s,t}^*)^2) - \tau \ln \tau + q_{s,t}^* \ln q_{s,t}^*
+ (\tau - q_{s,t}^*) \left( \ln u_\tau + \frac{\alpha}{\sigma^2} (r_{s,t} - c - ad) - tk_s + 1 \right)
= -\frac{\alpha^2}{2\sigma^2} (r^2 - (q_{s,t}^*)^2) - \tau \ln \tau + q_{s,t}^* \ln q_{s,t}^*
+ (\tau - q_{s,t}^*) \left( \ln q_{s,t}^* + \frac{\alpha^2}{\sigma^2} q_{s,t}^* + 1 \right)
= -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 + (\tau \ln q_{s,t}^* - \ln \tau) + \tau - q_{s,t}^*.
\] (159)

By using now the concavity of the logarithm function, we get
\[
\ln q_{s,t}^* - \ln \tau \leq \frac{1}{\tau} (q_{s,t}^* - \tau).
\] (160)

Altogether (150), (159) and (160) yield (154). \( \Box \)

As illustrated by Fig. 16, the value \( q_{s,t}^* \) corresponding to the maximum of function \( \tilde{\Pi}_{s,t}(\theta,d,\cdot) \) is a close approximation to the maximizer of function \( \Pi_{s,t}(\theta,d,\cdot) \).

As shown next, the above lemma is useful to derive finite sum approximations to the series in (113), (114) and (115).

**Proposition A.2** Let \( \Delta > 0 \) and set
\[
q_{s,t} = \lfloor q_{s,t} - \frac{\Delta}{\alpha} \rfloor, \quad q_{s,t}^+ = \lceil q_{s,t} + \frac{\Delta}{\alpha} \rceil
\] (161)
where \( q_{s,t}^* \) is given by (152). Then, \( \sum_{q_{s,t}=1}^{\lfloor q_{s,t} \rfloor} \Pi_{s,t}(\theta,d,q_{s,t}) \) constitutes a lower approximation to \( \sum_{q_{s,t}=1}^{+\infty} \Pi_{s,t}(\theta,d,q_{s,t}) \) with maximum error value
\[
\sqrt{\frac{2\pi}{\alpha}} \frac{\alpha}{\tilde{\Pi}_{s,t}(\theta,d,q_{s,t})} \left( 1 - \text{erf} \left( \frac{\Delta}{\sqrt{2}} \right) \right).
\]

**Proof.** For every \( q_{s,t} \in \mathbb{N} \) such that \( q_{s,t} \geq q_{s,t}^* \) and, for every \( \tau \in \mathbb{R} \) such that \( q_{s,t} \leq \tau \leq q_{s,t}^* + 1 \), we have
\[
\exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} + 1 - q_{s,t}^*)^2 \right) \leq \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right).
\] (162)
This allows us to deduce that
\[
\sum_{q_{s,t}=q_{s,t}^*+1}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2 \right) \\
\leq \int_{q_{s,t}^*+\Delta_s^2}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right) d\tau \\
\leq \int_{q_{s,t}^*+\Delta_s^2}^{+\infty} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right) d\tau \\
= \sqrt{2\pi} \frac{\sigma}{2\alpha} \left( 1 - \text{erf} \left( \frac{\Delta_s}{\sqrt{2}} \right) \right) \qquad (163)
\]
where \( \text{erf} \) is the error function.

Similarly, for every \( q_{s,t} \in \mathbb{N} \) such that \( q_{s,t} \leq q_{s,t}^* - 1 \) and, for every \( \tau \in \mathbb{R} \) such that \( q_{s,t} \leq \tau \leq q_{s,t} + 1 \), we get
\[
\exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2 \right) \leq \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right), \quad (164)
\]
which, by assuming that \( q_{s,t} \geq 2 \), yields
\[
\sum_{q_{s,t}=1}^{q_{s,t}^*-1} \exp \left( -\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2 \right) \\
\leq \int_{1}^{q_{s,t}^*} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right) d\tau \\
\leq \int_{-\infty}^{q_{s,t}^* - \Delta_s^2} \exp \left( -\frac{\alpha^2}{2\sigma^2} (\tau - q_{s,t}^*)^2 \right) d\tau \\
= \sqrt{2\pi} \frac{\sigma}{2\alpha} \left( 1 - \text{erf} \left( \frac{\Delta_s}{\sqrt{2}} \right) \right) \qquad (165)
\]
By using now (154), (163) and (165), it can be concluded that
\[
0 \leq \sum_{q_{s,t}=1}^{+\infty} \Pi_{s,t}(\theta, d, q_{s,t}) - \sum_{q_{s,t}=\max(1, q_{s,t}^*)}^{q_{s,t}^*-1} \Pi_{s,t}(\theta, d, q_{s,t}) \\
\leq \hat{\Pi}_{s,t}(\theta, d, q_{s,t}^*) \left( \sum_{q_{s,t}=1}^{\max(q_{s,t}^*-1, 0)} e^{-\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2} \\
+ \sum_{q_{s,t}=q_{s,t}^*+1}^{+\infty} e^{-\frac{\alpha^2}{2\sigma^2} (q_{s,t} - q_{s,t}^*)^2} \right) \\
\leq \sqrt{2\pi} \frac{\sigma}{\alpha} \hat{\Pi}_{s,t}(\theta, d, q_{s,t}^*) \left( 1 - \text{erf} \left( \frac{\Delta_s}{\sqrt{2}} \right) \right) \qquad (166)
\]
\( \square \)

Note that, when \( \Delta = 5, \sqrt{2\pi} \left( 1 - \text{erf} \left( \frac{\Delta_s}{\sqrt{2}} \right) \right) \approx 1.44 \times 10^{-6} \).

### B Computation of the proximity operator of \( \gamma \phi_s \)

From the definition of the proximity operator [46] of function \( \gamma \phi_s \):
\[
(\forall (\bar{c}_s, \bar{x}_s) \in \mathbb{R}^2) \quad (\bar{c}_s, \bar{x}_s) = \text{prox}_{\gamma \phi_s}(\bar{c}_s, \bar{x}_s) \quad \iff \\
(\bar{c}_s, \bar{x}_s) = \text{argmin}_{(c_s, x_s) \in \mathbb{R}^2} \gamma \phi_s(c_s, x_s) + \frac{1}{2} (c_s - \bar{c}_s)^2 \\
+ \frac{1}{2} (x_s - \bar{x}_s)^2. \quad (167)
\]
We substitute \( \varphi_s \) in (167) with (125). We need to solve the following problem:

\[
\begin{align*}
\text{minimize} \quad & \gamma \sum_{t=1}^{T} (r_{s,t} - c_s - a_s x_s^t)^2 + \frac{1}{2} (c_s - \bar{c}_s)^2 + \frac{1}{2} (x_s - \bar{x}_s)^2. \\
\text{subject to} \quad & c_s, a_s \in [c, 1-c].
\end{align*}
\]  

(168)

For any value of \( x_s \in [c, 1-c] \), differentiating with respect to \( c_s \) and \( a_s \) yields \( \bar{a}_s(x_s) \) and \( \bar{c}_s(x_s) \) as the optimal values of \( a_s \) and \( c_s \) in the above minimized quadratic function. The solution can be written in a 2 \( \times \) 2 matrix form:

\[
[T + (2\gamma)^{-1} \omega_x^T \omega_x] \begin{bmatrix} \bar{c}_s(x_s) \\ \bar{a}_s(x_s) \end{bmatrix} = \begin{bmatrix} (2\gamma)^{-1} \bar{c}_s + \bar{r}_s \\ \rho_s \end{bmatrix}
\]

(169)

where

\[
\omega_x = \sum_{t=1}^{T} x_s^t = \chi(x_s), \quad \omega_x^2 = \sum_{t=1}^{T} x_s^{2t} = \chi(x_s^2)
\]

(170)

\[
\bar{r}_s = \sum_{t=1}^{T} r_{s,t}, \quad \rho_s = \sum_{t=1}^{T} r_{s,t} x_s^t
\]

(171)

and function \( \chi \) is defined in (129). The linear solution to (169) yields

\[
\bar{c}_s(x_s) = \frac{\omega_x^2((2\gamma)^{-1}\bar{c}_s + \bar{r}_s) - \omega_x \rho_s}{(T + (2\gamma)^{-1})\omega_x^2 - (\omega_x^2)^2}
\]

(172)

\[
\bar{a}_s(x_s) = \frac{(T + (2\gamma)^{-1})\rho_s - \omega_x((2\gamma)^{-1}\bar{c}_s + \bar{r}_s)}{(T + (2\gamma)^{-1})\omega_x^2 - (\omega_x^2)^2}.
\]

(173)

The solution to (168) thus reduces to the one-variable minimization problem:

\[
\text{Find } \bar{x}_s = \arg\min_{x_s \in [c, 1-c]} \sum_{t=1}^{T} (r_{s,t} - \bar{c}_s(x_s) - \bar{a}_s(x_s) x_s^t)^2 + \frac{1}{2} \bar{c}_s(x_s)^2 + \frac{1}{2} (x_s - \bar{x}_s)^2
\]

(174)

The minimization of this rational function can be performed by various numerical methods. For instance, the global optimization method proposed in [56–59] can be employed. We conclude that \( \text{prox}_{\gamma \varphi_s}(\bar{r}_s, \bar{x}_s) = (\bar{c}_s(\bar{x}_s), \bar{x}_s) \).

C \quad \textbf{Moment-based estimation of } \alpha, u \textbf{ and } \sigma

In this appendix, we show how simple estimates of \( \alpha, u \) and \( \sigma \) can be derived from the estimates of \( c, k \) and \( a \) provided by the optimization approach described in Section F.3. To do so, we start by rewriting (119) as

\[
E[(R_{s,t} - E[R_{s,t}])^2] = E[(R_{s,t} - a_s e^{-k_s t} - c)^2] = \alpha a_s e^{-k_s t} + \sigma^2.
\]

(175)

The following weighted least squares estimate for \( \alpha \) can then be derived:

\[
\hat{\alpha} = \frac{\nu S}{\nu S} \sum_{s=1}^{S} \nu_s \hat{a}_s \mu_s - \sum_{s=1}^{S} \nu_s \hat{c}_s \sum_{s=1}^{S} \nu_s \hat{a}_s \omega_x
\]

(176)

where \( (\nu_s)_{1 \leq s \leq S} \) are positive weights, \( \nu = T \sum_{s=1}^{S} \nu_s \), and, for every \( s \in \{1, \ldots, S\} \),

\[
\omega_x = \chi(\bar{x}_s), \quad \omega_x^2 = \chi(\bar{x}_s^2), \quad c_s = \sum_{t=1}^{T} c_{s,t}, \quad \mu_s = \sum_{t=1}^{T} \bar{x}_s^t e_{s,t},
\]

(177)

\[
(\forall t \in \{1, \ldots, T\}) \quad e_{s,t} = (r_{s,t} - \hat{a}_s \bar{x}_s^t - \hat{c}_s)^2.
\]

(178)
An estimate of \( u \) follows as

\[
(\forall s \in \{1, \ldots, S\}) \quad \hat{u}_s = \frac{\hat{\alpha}_s}{\hat{\alpha}} \quad (179)
\]

Finally, the estimation process is completed by computing

\[
\hat{\sigma}^2 = \frac{\sum_{(s,t)} \nu_s (\epsilon_{s,t} - \hat{\alpha}_s \hat{x}_s^2)}{\sum_{(s,t)} \nu_s} = \frac{\sum_{s=1}^{S} \nu_s (\epsilon_{s} - \hat{\alpha}_s \hat{\omega}_s)}{\nu} \quad (180)
\]

In this appendix, we show how simple estimates of \( \alpha \), \( u \) and \( \sigma \) can be derived from the estimates of \( c \), \( k \) and \( a \) provided by the optimization approach described in Section F.3. To do so, we start by rewriting (119) as

\[
E[(R_{s,t} - E[R_{s,t}])^2] = E[(R_{s,t} - a_s e^{-k_s t} - c)^2] = \alpha a_s e^{-k_s t} + \sigma^2. \quad (181)
\]

The following weighted least squares estimate for \( \alpha \) can then be derived:

\[
\hat{\alpha} = \frac{\nu_s \sum_{s=1}^{S} \nu_s \hat{\alpha}_s \mu_s - \sum_{s=1}^{S} \nu_s \mu_s \sum_{s=1}^{S} \nu_s \hat{\alpha}_s \hat{\omega}_s}{\nu} \sum_{s=1}^{S} \nu_s \hat{\alpha}_s \hat{\omega}_s - (\sum_{s=1}^{S} \nu_s \hat{\alpha}_s \hat{\omega}_s)^2, \quad (182)
\]

where \( \nu_s \) are positive weights, \( \nu = T \sum_{s=1}^{S} \nu_s \), and, for every \( s \in \{1, \ldots, S\} \),

\[
\hat{x}_s = \chi(\hat{x}_s), \quad \hat{x}_s^2 = \chi(\hat{x}_s^2), \quad \epsilon_s = \sum_{t=1}^{T} e_{s,t}, \quad \mu_s = \sum_{t=1}^{T} \hat{x}_s^2 e_{s,t}, \quad (183)
\]

\[
(\forall t \in \{1, \ldots, T\}) \quad \epsilon_{s,t} = (r_{s,t} - \hat{\alpha}_s \hat{x}_s^2 - \hat{\omega}_s)^2. \quad (184)
\]

An estimate of \( u \) follows as

\[
(\forall s \in \{1, \ldots, S\}) \quad \hat{u}_s = \frac{\hat{\alpha}_s}{\hat{\alpha}}. \quad (185)
\]

Finally, the estimation process is completed by computing

\[
\hat{\sigma}^2 = \frac{\sum_{(s,t)} \nu_s (\epsilon_{s,t} - \hat{\alpha}_s \hat{x}_s^2)}{\sum_{(s,t)} \nu_s} = \frac{\sum_{s=1}^{S} \nu_s (\epsilon_{s} - \hat{\alpha}_s \hat{\omega}_s)}{\nu} \quad (186)
\]
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Figure 4: (a,c,e) and (b,d,f) correspond to first and second sequence or image fragments, respectively.
Figure 5: (a,b) illustrate time variations for fixed $s$ for time series 1 and 2, respectively. The observed data are plotted in blue and the reconstructed ones (using formula $\hat{\alpha}\hat{u}_s e^{-\hat{k}_s t} + \hat{c}$) in red.
Figure 6: (a,c,e) and (b,d,f) correspond to first and second sequence or image fragments, respectively.
Figure 7: (a,b) illustrate time variations for fixed $s$ for time series 1 and 2, respectively. The observed data are plotted in blue and the reconstructed ones (using formula $\hat{\alpha} \hat{u}_s e^{-\hat{\beta} t} + \hat{c}$) in red.

Figure 8: $\Pi_{s,t}(\theta, 0, q_{s,t})$ as a function of $q_{s,t}$ for $r_{s,t} = 50$ (green) for following settings: (a) $\alpha = 1$, $c = 0$, $\sigma^2 = 50$, (b) $\alpha = 9$, $c = 0$, $\sigma^2 = 300$. The mean of Poisson noise is $u_s = 100$ and $u_s = 30$ in (a) and (b) respectively. $q^*_{s,t}$ is marked in blue.

Figure 9: $\Pi_{s,t}(\theta, 0, q_{s,t})$ as a function of $q_{s,t}$ (green) for $r_{s,t} = 50$ and the following settings: (a) $\alpha = 1$, $c = 0$, $\sigma^2 = 50$, (b) $\alpha = 9$, $c = 0$, $\sigma^2 = 300$. The mean of Poisson noise is $u_s = 100$ and $u_s = 30$ in (a) and (b) respectively. The proposed summation bounds for $\Delta = 5$ are marked in blue. The summation bounds proposed in [19] are marked in red. The black dotted line indicates $r_{s,t}$ while the pink dotted one indicates $u_s$. 
Initialization

1. Init $\hat{k}$ and $\hat{c}$ using Algo. 4
2. Init $\hat{\alpha}$ using (128)
3. Init $\hat{\alpha}$ using (182)
4. Init $\hat{u}$ using (185)
5. Init $\hat{\sigma}^2$ using (186)

For $n = 1, \ldots$

E-Step

∀$(s, t) \in \mathcal{S}$
Update $E_{Q_{s,t}|R_{s,t}=r_{s,t}, \theta}|Q_{s,t}$ using (111)
Update $E_{Q_{s,t}|R_{s,t}=r_{s,t}, \theta}|Q_{s,t}^2$ using (112)

M-Step

∀$s \in \{1, \ldots, N\}$ update $k_s^{(n+1)}$ using Algo. 3
∀$s \in \{1, \ldots, N\}$ update $u_s^{(n+1)}$ using (104)
Update $c_s^{(n+1)}$ and $\alpha_s^{(n+1)}$ using (105)
Update $(\sigma^2)_s^{(n+1)}$ using (106)

Figure 10: Flowchart of the proposed parametric estimation method.

(a) Energy (121)  
(b) $\hat{\alpha} - \alpha$
(c) $\hat{c} - c$
(d) $\hat{\sigma}^2 - \sigma^2$

Figure 11: Comparison of initialization proposed in [2] (blue) and initialization provided by Algorithm 4 (green). (a,b,c,d) illustrate convergence profiles of the energy, $\alpha$, $c$ and $\sigma^2$ in terms of algorithm iterations ($\alpha = 5$, $c = 150$, $\sigma^2 = 1000$, when $\overline{u} = 5$, $\overline{\pi} = 150$, $\overline{k} = 0.0001$, $\overline{\kappa} = 0.01$, $T = 200$, $S = 200$). The results are averaged over $L = 10$ different noise realizations. The maximum iteration number is set to 600.
Figure 12: (a,c,e) and (b,d,f) correspond to first and second sequence or image fragments, respectively.
Figure 13: (a,b) illustrate time variations for fixed $s$ for time series 1 and 2, respectively. The observed data are plotted in blue and the reconstructed ones (using formula $\hat{\alpha}\hat{u}_se^{-\hat{k}s} + \hat{c}$) in red.
Figure 14: (a,c,e) and (b,d,f) correspond to first and second sequence or image fragments, respectively.
Figure 15: (a,b) illustrate time variations for fixed $s$ for time series 1 and 2, respectively. The observed data are plotted in blue and the reconstructed ones (using formula $\hat{\alpha}_s e^{-\hat{\beta}_s t} + \hat{c}$) in red.

Figure 16: $\Pi_{s,t}(\theta,0,q_{s,t})$ as a function of $q_{s,t}$ for $r_{s,t} = 50$ (green) for following settings: (a) $\alpha = 1$, $c = 0$, $\sigma^2 = 50$, (b) $\alpha = 9$, $c = 0$, $\sigma^2 = 300$. The mean of Poisson noise is $u_s = 100$ and $u_s = 30$ in (a) and (b) respectively. $q_{s,t}^*$ is marked in blue.