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Abstract: This paper deals with the application of Bayesian methods to the estimation of two convective heat transfer coefficients of a roof-mounted radiant barrier system (RBS). As part of an empirical validation of the thermal model of the roofing complex, a parametric sensitivity analysis highlighted the importance of convective coefficients in the thermal behavior of a roofing complex. A parameter estimation method is then used in order to find the values of the coefficients that lead to an improvement of the thermal model. However, instead of using a classical parameter estimation method, we used a Bayesian inference approach to parameter estimation. The aim of the paper is to introduce the basic concepts of this powerful method in this simple two-parameter case. We show that Bayesian methods introduce an explicit treatment of uncertainty in modelling and a corresponding measure of reliability for the conclusions reached.
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1 Introduction

In hot climates, action must be taken against solar heating to improve thermal comfort in buildings as well as to minimise the need for active cooling, which is responsible for heavy electricity consumption. Solar energy affects the whole building, but in particular the roof, because this surface is the most exposed to the sun. Therefore, if we wish to reduce the energetic contribution from the roof, several solutions are possible, one of which is thermal insulation. Mass insulation such as mineral wool and expanded foam (polyurethane and polystyrene) are generally used. These exhibit very low thermal conductivity, of the order of 0.05 W.m$^{-1}$.K$^{-1}$ and therefore reduce heat transfer due to the conduction process.

However, this type of thermal insulation does not reduce radiative heat transfer particularly in the case of roofs which feature air layers. Devices which help to reduce heat transfer due to radiation are known under the generic name ‘Radiant Barrier Systems’, or RBS [1-4].

In order to assess the energetic performance of a building with a roofing complex that includes an RBS, we have designed a dedicated experimental set-up as well as a detailed thermal model representing this specific building. As part of the empirical validation of the thermal model, a parametric sensitivity analysis of the thermal model showed the importance of convective heat transfers through the roofing complex.

As a consequence, an optimization process has been carried out in order to find values of the convective heat transfer coefficients that lead to significant reduction in the residuals. As stated by Palomo del Barrio [5], the observation of large differences between nominal and estimated values indicates the presence of phenomena that are not properly taken into account.
account by the model. Notice that these two steps (sensitivity analysis and optimization) are part of the methodology proposed in the framework of task 22 of the International Energy Agency (IEA) [6]. In this framework, three optimization methods have been proposed: the classical Gauss-Newton method, a Monte-Carlo approach and an heuristic bounding method. The latter takes into account data uncertainty.

In this paper, we propose the use of a Bayesian approach to parameter estimation [7]. The principles of Bayesian reasoning are outlined and applied to the estimation of two convective heat transfer coefficients of a roof-mounted radiant barrier system. In the Bayesian framework, uncertainties in parameter values and model output are naturally assessed. Error bars for the model output take into account in a natural way two contributions: one arising from the intrinsic noise in the data and one arising from uncertainties in the parameter values.

2 RBS in a roofing complex

The RBS are thin membranes, the faces of which are covered by a material with very low emissivity, which gives them a polished and therefore reflective appearance. Such surfaces release very little thermal radiation compared to the surfaces typically used in buildings. They also reflect much of the incident longwave radiation, and in this way significantly reduce the radiation heat transfer across the wall into which they have been inserted.

Figure 1 shows a standard roof including an RBS (hence giving the so-called roofing complex), installed according to current practice. This configuration represents a realistic situation, incorporating in particular details like the roofing framework. Further, the insertion of an RBS requires two air layers (upper and lower air layers), which in practice are made by fitting spacers, often made from parts of the roof framework itself. The roofing complex is composed of a corrugated covering made of galvanised steel (both sides are varnished dark blue), an RBS and a ceiling made of plasterboard. The framework includes rafters with a C-shaped profile and galvanised steel spacers on the lower face of the RBS. The lateral faces are made of dark-coloured galvanised steel sheets, except for the lower part of the roofing, for which the exterior separating face is made of an unpainted C-shaped panel. The roof is inclined at 20° to the horizontal, which is the angle most frequently encountered.

3 Assessing the thermal behavior of the roofing complex

In order to improve our understanding of the thermal behavior of the roofing complex, we designed a dedicated computerized model. An empirical validation exercise was then carried out in order to check model validity and to perform a model diagnosis [8]. This latter step allows parameters to be pinpointed i.e. the ones that are responsible for significant disagreements between model predictions and measurements. For the empirical validation exercise, a specific experimental set-up centered on a test cell that comprises a roofing complex was built.

3.1 Description of the building

The test cell has an interior volume of about 29.8m³ and therefore resembles a typical room such as a bedroom or an office. The test cell is equipped with the roofing complex described in the previous section. The corrugated galvanised steel is a dark colour, which causes large solar heat transfer from the roof. Figure 2 shows a picture of the test cell.
In addition to the traditional measurements carried out in the test cell (surface temperature, indoor dry-bulb temperature, humidity), specific attention has been paid to the instrumentation of the roofing complex. This detailed instrumentation includes temperature measurements on the surface of the roof covering, on the RBS and on the ceiling, as well as on the rafters making up the roof framework. The dry-air and black globe temperatures of the air layers were also measured, and flux-meters allowed us to find the thermal flux across the roof, the RBS and the ceiling. The location and type of sensors used are shown in Fig. 3.

Our study relies on CODYRUN [9], a detailed multizone building airflow and thermal simulation software regrouping design and research aspects. The thermal model of CODYRUN is based on the nodal analysis [10]. In other words, a lumped approach is used to represent the building thermal behavior. It is based on the analogy between the Fourier conduction equation and Ohm’s law. The electrical network created by CODYRUN leads to a system of equations called state equations which, in the matrix formalism, has the following form (state space form):

\[ C(\theta) \frac{dT(t)}{dt} = A(\theta)T(t) + B(\theta)U(t) \]

\[ Y(t) = HT(t) \]

where \( T(t) \) (nx1), the state vector, comprises the temperatures at the \( n \) nodes of the discretization mesh and \( U(t) \) (rx1) is the vector of solicitations or \( r \) input variables. \( C(nxn) \) is a diagonal matrix of thermal capacities at the discretization nodes, \( A(nxn) \) is a square symmetric matrix of parameters describing the thermal exchanges between nodes and \( B(nxr) \) is a matrix of coupling parameters between the building and its environment. The output matrix \( H \) (formed by zeros and ones) serves to select model outputs \( Y(t) \).

Typical inputs for thermal models are the outdoor temperature, the solar irradiance on the different faces of the building and the heating or cooling power injected in the different zones of the building [6].
The vector of model parameters $\theta$ typically includes geometrical parameters (volume, surfaces, wall thickness, …), thermophysical parameters (thermal conductivity, heat capacity …), optical parameters (absorptance, reflectance, emissivities, …), convective and radiative parameters, etc.

The output of the thermal model is usually the indoor dry air temperature $T_{ai}$ of the test cell and the associated residual (measurement minus prediction) serves as a criterion to validate the model. Nonetheless, as the survey concerns the thermal behavior of a roofing complex, one must not rely solely on this criterion. Therefore, in addition to the classical output $T_{ai}$, the output vector $Y(t)$ comprises also the indoor dry air temperature of the upper and lower air layers (see Fig. 1), namely $T_{up}$ and $T_{lo}$. In the rest of the paper, we restrict ourselves to the study of $T_{lo}$ as our intention is to illustrate the application of Bayesian reasoning to the estimation of the convective coefficients of the lower air layer. For more detailed results and particularly those related to the upper air layer, the interested reader is referred to [8,11].

3.4 Assumptions

The given nodal analysis assumes that heat transfer by conduction through walls is mono-dimensional. Outdoor convective coefficients are based on the correlation of Cole and Sturrock [12]. Indoor and outdoor radiation heat transfer are linearized and the radiative exchange coefficients are identical for each wall. Indoor convective exchange coefficients are constant for each wall of the envelope. However, a specific correlation [13] given by Eq. (2) has been chosen to describe the convective heat transfer of the air layers of the roofing complex.

$$h_{ci} = \Delta T^{0.425} + 1.7$$

where $\Delta T$ is the temperature difference at the surface-air interface.

3.5 Appraisal of the model

A 6 day-long experiment was carried out in February 2002. Figure 4 shows some of the meteorological conditions measured during the experiment. It must also be noticed that no special internal load was imposed inside the test cell. Predictions of the thermal model are shown in Fig. 5 and Fig. 6. It must emphasized that this model (with the convective heat transfer correlation given by Eq. (2)) was not calibrated to the data.

![Graphs showing measured meteorological variables and predicted outdoor air temperatures](image)

*Fig. 4 Some meteorological variables measured during the experiment*
In the energy and building performance simulation field, in current practice, a thermal model is said to be in good agreement with experiment when the residual falls within the measurement uncertainty interval. The latter is characterized by upper and lower bounds (usually [-0.5 °C +0.5 °C]) that are derived from sensor manufacturer data. These bounds can however be increased in order to take into account a specific experimental set-up. These bounds express the extreme values of the residuals that are considered acceptable by the analyst [6]. A previous work [11] decided to consider the model valid if the residuals were contained in an interval bounded by 10% of the maximum amplitude of the output of interest (i.e here $T_{ai}$, $T_{lo}$). This choice leads to the following intervals given in Table 1.
However, this type of validation criterion is quite misleading. The assumption that model predictions deviate from observations only because of error in the measurements implies an excessive faith in model validity. In reality, one also has to take into account model errors that result from imperfect system representation (model parameters and/or model structure). In other words, it is necessary to compute error bars on model output that take into account the measurement noise on the data as well as uncertainties in model parameters (it must be noticed that usually the model structure is deemed correct and the model inputs are noise free). Hence, a better criterion would consist in seeing if the measured values fall within the model output uncertainty bounds (also called the simulation or prediction uncertainty interval).

In fact, in the framework of Task 22 (Building Energy Analysis Tool) [5,6], several tools have been designed in order to check model validity and a model is said to be good enough when a significant overlapping is observed between model predictions and measurements uncertainty intervals. Among these tools, the use of Monte Carlo simulations enables the computation of the x% model output uncertainty bands. For instance, if measurements are outside the 99% simulation uncertainty bands (more than 1% of measured values falling outside these bands), one can conclude that the model is deficient. In the proposed methodology, in order to assess the model output uncertainties through the Monte Carlo simulations, one has to assign a priori uncertainty intervals to the parameters. For instance, the output uncertainty intervals may be given by the variation of 10% about the nominal value of the parameters.

In section 5, we will see that the Bayesian approach may offer a natural framework and sound theoretical basis for assessing uncertainties in model parameters and model output.

Nonetheless, according to the criterion given in Table 1, residuals for the indoor dry air temperature of the test cell (see Fig. 5) seem reasonable (the mean value of the residuals is –0.09 °C and its standard deviation is 0.45 °C) and tend to confirm that one must not rely only on this sole criterion in order to validate the roofing complex. Conversely, the residuals (see Fig. 6) for the lower air layer (the mean value of the residuals is 0.37 °C and its standard deviation is 2.01 °C) show great discrepancies between measured and predicted values and one has to conclude that the model of the lower air layer of the roofing complex is incorrect.

Thus, the next objective, namely sensitivity analysis, is to identify the most important parameters in the model, which the modeller must know accurately to provide significant model behavior improvement.

### 4 Parametric sensitivity analysis of the thermal model

As mentioned above, Task 22 proposes a method for performing a sensitivity analysis of the thermal model. Nonetheless, our research team has developed a new sensitivity analysis method [14]. The method allows the identification of the most influential parameters of a given model. From one run to another, the parameters are changed according to a sinusoidal oscillation at distinct frequencies. Spectral analysis can then be used to assess the influence of the parameters on the model response (see Fig. 7). The remainder of this section summarizes the sensitivity analysis method as proposed by Mara et al. [14].

<table>
<thead>
<tr>
<th>Model output</th>
<th>Validity criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{ai}$</td>
<td>$-1 , ^\circ C &lt; \text{residual} , T_{ai} &lt; +1 , ^\circ C$</td>
</tr>
<tr>
<td>$T_{lo}$</td>
<td>$-2 , ^\circ C &lt; \text{residual} , T_{lo} &lt; +2 , ^\circ C$</td>
</tr>
</tbody>
</table>
4.1 The method

Consider a \( p \)-parameter model \( y = F(Z_1, Z_2, \ldots, Z_p) \). To introduce the sensitivity analysis, it is convenient to consider, without loss of generality, that the model response under interest can be expressed in the form of the following polynomial expansion:

\[
y = y_0 + \sum_{i=1}^{p} \beta_i z_i + \sum_{i=1}^{p} \sum_{j=1}^{p} \beta_{ij} z_i z_j + \ldots
\]  

(3)

where \( z_i \) is the standardized parameter (between \([-1; +1]\)) relative to \( Z_i \), the \( \beta_i \)'s are the first order regression coefficients, the \( \beta_{ij} \)'s are the second order regression coefficients, and the \( z_i z_j \) represent the first-order interaction between the parameters \( i \) and \( j \).

Let us suppose that \( n \) simulation runs of the model are performed by varying each factor as follows:

\[
Z_i^k = Z_i^0 + \lambda_i \sin(2\pi f_i \frac{k}{n})
\]  

(4)

where \( u = \frac{k}{n} = \{0, 1/n, 2/n, \ldots, (n-1)/n\} \), \( Z_i^0 \) is the nominal value, \( \lambda_i \) is the oscillation amplitude, \( f_i \) is the driving frequency and \( n \) is the total number of simulation runs and \( k \) is the simulation number.

In the proposed approach, the number of simulation runs \( n \) equals the sampling frequency and therefore must be greater than \( 2 \times \max_{i \in [1,p]}(f_i) \) to satisfy the Nyquist Criterion.

It is readily shown that the standardization of \( Z_i \) leads to \( z_i^k = \sin\left(2\pi f_i \frac{k}{n}\right) \) and that Eq. (3) becomes:

\[
y = y_0 + \sum_{i=1}^{p} \beta_i \sin(2\pi f_i u) + \sum_{i=1}^{p} \sum_{j=1}^{p} \beta_{ij} \sin(2\pi f_i u) \sin(2\pi f_j u) + \varepsilon
\]  

(5)

By neglecting the error term \( \varepsilon \) (i.e only first-order interactions between parameters are taken into account), we see that:
\[ \Delta y = \sum_{i=1}^{p} \beta_i \sin(2\pi f_i u) + \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{\beta_{ij}}{2} \left( \cos(2\pi(f_i - f_j)u) - \cos(2\pi(f_i + f_j)u) \right) \] (6)

\[ \Delta y \] represents the variations of the output around the base case response, due to the oscillation of the parameters according to Eq. (4). Term 1 contains the main effects, term 2 represents the first-order interactions. \( \beta_i \) is the measure of the effect of the parameter \( i \) only upon the output and \( \beta_{ij} \) is the interaction effect between parameters \( i \) and \( j \) upon the output.

In fact, if the model is time-dependent, \( \Delta y \) is an \( m \times n \) matrix where \( m \) is the number of simulation time steps. Thus, the evaluation of a parameter’s influence must be performed at each time step.

Several qualitative inferences can be drawn by visualising the Fourier transform of Eq. (6):

1. The more a parameter is influential, the higher the amplitude of its assigned frequency
2. First-order interaction (between two parameters) induces two other frequencies which are the sum and the difference of the interacting parameters’ driving frequencies.
3. The induced frequencies may interfere with the original frequencies. As a consequence, the set of frequencies assigned to the parameters must be properly chosen.

A quantitative analysis of the importance of the parameters can be made by estimating the regression coefficients. Because sine and cosine are orthogonal functions, the effects of the parameters can be easily estimated through the following relationships:

\[ \beta_i = -\frac{2}{n} \sum_{k=0}^{n-1} \Delta y \sin\left(\frac{2\pi f_i k}{n}\right) \] (7)

\[ \beta_{ij} = \frac{4}{n} \sum_{k=0}^{n-1} \Delta y \cos\left(\frac{2\pi(f_i - f_j) k}{n}\right) = -\frac{4}{n} \sum_{k=0}^{n-1} \Delta y \cos\left(\frac{2\pi(f_i + f_j) k}{n}\right) \] (8)

4.2 Application to the thermal model of the test cell

All the thermo-physical, geometric, radiative and convective properties of the faces are taken into account by the analysis. Each parameter is assigned a different driving frequency and is varied sinusoidally by \( \pm 10\% \) around its base case value. Notice however that, in order to perform the sensitivity analysis, the convective heat transfer coefficients of the lower air layer must be represented by base case values (see Table 2). Hence, the latter have been inferred from Eq. (2). Indeed, these base case values correspond to the mean of the dynamic variation of these parameters represented by Eq. (2). As the highest frequency assigned is 687, the number of simulation runs is given by \( n = 2 \max_{i \in [1,p]} (f_i) + 1 = 1375 \).

Table 2 Base case values of coefficients for interior convection heat exchanges used for the parametric sensitivity analysis

<table>
<thead>
<tr>
<th>Location</th>
<th>Base case value : ( h_{cl,base} ) (( W.m^{-2}.K^{-1} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower roofing faces</td>
<td>3</td>
</tr>
<tr>
<td>Upper lateral air layer faces</td>
<td>3</td>
</tr>
<tr>
<td>Upper RBS faces</td>
<td>3</td>
</tr>
<tr>
<td>Lower lateral air layer faces</td>
<td>0.5</td>
</tr>
<tr>
<td>Lower RBS faces</td>
<td>1</td>
</tr>
<tr>
<td>Top-side of ceiling</td>
<td>1</td>
</tr>
<tr>
<td>Lower-side of ceiling</td>
<td>1</td>
</tr>
<tr>
<td>Body walls</td>
<td>3.5</td>
</tr>
</tbody>
</table>

As we focus on the thermal behavior of the roofing complex, results of the parametric sensitivity analysis are only given for the lower air layer. Again, for more detailed results, the interested reader is referred to [8,11].

For the air temperature of the lower air layer \( T_{lo} \), the important parameters are given in Table 3. The ranking of the parameters has been done firstly by qualitatively analyzing the Fourier transform of \( \Delta T_{lo} \) (i.e. the lower air layer temperature
variations as in our application, \( y = T_{lo} \) and secondly by quantitatively evaluating the effects of the parameters i.e. the regression coefficients \( \beta_i(t) \). Notice that for the present application, the interaction effects \( \beta_{ij}(t) \) were negligible. Figure 8 (a), taken from the work of [11], shows the Fourier transform of Eq. (6) and Fig. 8 (b) displays the hourly regression coefficients (given by Eq. (7)) of the most important parameters.

![Figure 8 Fourier Transforms of \( \Delta T_{lo} \) (a) and effects of some important factors (b)](image)

**Table 3** The most influential parameters (with their assigned frequency) for the indoor dry air temperature of the lower air layer \( T_{lo} \)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Frequency</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>407</td>
<td>Upper convective heat exchange coefficient of the ceiling</td>
</tr>
<tr>
<td>2</td>
<td>405</td>
<td>Surface area of the ceiling</td>
</tr>
<tr>
<td>3</td>
<td>442</td>
<td>Lower convective heat exchange coefficient of the RBS</td>
</tr>
<tr>
<td>4</td>
<td>671</td>
<td>Absorptivity of the roof</td>
</tr>
</tbody>
</table>

For this output, we can see that the most influential parameters are the upper convective heat exchange coefficient of the ceiling, and its surface area. Thus, it seems that the convective flux is highlighted by the method. The convective heat exchange coefficient of the RBS lower face also appears, but its influence is less important.

In the following, we focus on the determination of the convective heat transfer coefficients of the lower air layer. The next section is devoted to a Bayesian identification of these two parameters.

**5 Bayesian inference**

Bayesian probability theory is currently experiencing an increase in popularity in the sciences as a means of probabilistic inference [15]. Cox [16] showed that any method of scientific inference that satisfies simple rules of logical and consistent reasoning must be equivalent to the use of ordinary probability theory as originally developed by Bayes [17] and Laplace [18]. Two of these simple rules of probability theory are the sum rule and product rule (where \( \text{prob} \) stands either for a probability or a probability density function (pdf) ):

\[
\text{prob}(x \mid I) + \text{prob}(\bar{x} \mid I) = 1
\]

(9)
\[ prob(x, y \mid I) = prob(x \mid y, I) \times prob(y \mid I) \]  

where \( x \) represents the proposition that \( x \) is false, the vertical bar “\( \mid \)" means “given” and the comma is read as the conjunction “and” [19]. Two useful relationships are derived from these basic rules, namely, Bayes’s theorem and the marginalization relationship:

\[
prob(x \mid y, I) = \frac{prob(y \mid x, I) \times prob(x \mid I)}{prob(y \mid I)}
\]

\[
prob(x \mid I) = \int prob(x \mid y, I) dy
\]

where the symbol \( I \) denotes the relevant background and assumptions. Notice that, for sake of clarity, the relevant background \( I \) will be omitted in the subsequent formulae related to the pdf’s.

In the Bayesian context, a probability represents a degree-of-belief (or encodes a state of knowledge); that is, how likely something is to be true based on all the relevant information at hand.

However, this concept seems too vague and too subjective to the school of conventional statistics (i.e. a frequentist approach) which defined probability as the long-run relative frequency with which an event occurred, given infinitely many repeated experimental trials. Indeed, the concept of degree-of-belief is criticized by the school of frequentists as it leads to subjectivity (because my belief could be different from yours). Although the frequency definition appears to be more objective, it fails to tackle most real-life scientific problems. Further, from a Bayesian viewpoint, all probabilities are always conditional (i.e. based on all the relevant background) and as stated by Jaynes [20], objectivity requires only that two people having the same information should assign the same probability. A good review of the Bayesian approach is given by [21,22].

Bayesian methods can be used either for model selection problems [23] or for parameter estimation problems [7]. As Bayesian probability theory does not define a probability as a frequency of occurrence but rather as a reasonable degree of belief, it is possible to assign probabilities to propositions such as “The probability that parameter \( \theta \) had value \( x \) when data was taken”. In other words, in the Bayesian framework, questions of the form : “What is the best estimate of a parameter one can make from the data and prior information?” make perfect sense.

In a modeling application, Bayesian inference deals with the estimation of the values of \( m \) model parameters \( \theta = (\theta_1, \theta_2, \ldots, \theta_m) \) about which there may be some prior beliefs. These prior beliefs can be expressed as a probability density function (pdf) called prior, \( p(\theta) \) and may be interpreted as the probability placed on all possible parameter values before collecting any new data. The dependence of the \( N \) observations (or measurements) \( D = (d_1, d_2, \ldots, d_N) \) on the \( m \) parameters \( \theta \) can also be expressed as a pdf : \( p(D \mid \theta) \), called the likelihood function. The latter is used to update the prior beliefs about \( \theta \), to account for the new data \( D \). This updating is done through Bayes’s theorem :

\[
p(\theta \mid D) = \frac{p(\theta) p(D \mid \theta)}{\int_\theta p(\theta) p(D \mid \theta) d\theta}
\]

where \( p(\theta \mid D) \) represents the posterior pdf and expresses the values of the parameter after observing the new data. In other words, the prior is modified by the likelihood function to yield the posterior.

As the denominator in Eq. (13) does not depend on \( \theta \) and therefore acts as a normalization constant, Bayes’s theorem is often expressed as :

\[
p(\theta \mid D) \propto p(\theta) p(D \mid \theta)
\]

A major difference between Bayesian methods and classical parameter estimation methods (least squares or maximum likelihood) is that Bayesian inference yields the entire posterior pdf and not just a single best value that optimizes an objective function. The former obviously convey much more information than the latter (see discussion below in subsection marginal distributions).

In the Bayesian framework, uncertainties in parameter values and model output are naturally assessed. For instance, the position of the maximum of the posterior pdf represents a best estimate of the parameter; its width or spread about this optimal value gives an indication of the uncertainty in the estimate of the parameters. Error bars for the model output take into account in a natural way two contributions: one arising from the intrinsic noise in the data and one arising from uncertainties in the parameter values given by the width of the posterior pdf.

In this paper, the principles of Bayesian reasoning are outlined and applied to the estimation of the two convective heat transfer coefficients of the lower air layer of the roofing complex.
5.1 A Bayesian approach to estimating the convective heat transfer coefficients

The likelihood function

Let us consider the following form:

\[ d = y + \epsilon \] (15)

where \( d \) represents the experimental measurements of the indoor dry air temperature of the lower air layer \( T_{lo} \), \( y = f(\theta, t) \) the ideal (noiseless) thermal model response that corresponds to the output of interest, namely \( T_{lo} \), and where the noise \( \epsilon \) is an expression of the various uncertainties (i.e. measurement noise plus modeling error). The vector \( \theta = [h_1, h_2] \) represents the two convective heat transfer coefficients of the lower air layer.

If the noise in the data is assumed to be Gaussian with variance \( \sigma^2 \), independent and additive [7] then the likelihood function takes the following form:

\[
p(D|\theta) = \frac{1}{(2\pi\sigma^2)^{N/2}} \exp\left( -\frac{1}{2\sigma^2} S(\theta) \right)
\] (16)

where \( N \) represents the number of experimental measurements and the term \( S(\theta) = \sum_{k=1}^{N} (d_k - y_k)^2 \) is the sum of the squares of the residuals.

Notice that the mathematical model (and the associated underlying assumptions) used to represent the functional relationship \( f \) between the parameters \( \theta \) and the noiseless data \( y_k \) is part of the relevant background information \( I \).

It is also important to note that in the preceding analysis the size (or value) of \( \sigma \) is not \((a priori)\) known. Furthermore, according to Qian [24], specifying an appropriate value for \( \sigma \) in advance is difficult and can strongly influence the estimation of model parameters. One way of dealing with this problem is to include the noise in the list of parameters.

The prior

The prior pdf represents what is known about the parameters (convective heat transfer coefficients and the value of the noise) before collecting the data. Therefore, this prior information is represented by the following pdf (assuming independence between parameters):

\[
p(\theta, \sigma) = p(\theta) \times p(\sigma) = p(h_1) \times p(h_2) \times p(\sigma)
\] (17)

One clear prior information is that the coefficients are positive; this information can be encoded through the simple expression (i.e. flat prior)

\[
p(h_1) \text{ or } p(h_2) = \begin{cases} \text{constant for } h_1 \text{ or } h_2 > 0 \\ 0 \text{ otherwise} \end{cases}
\] (18)

Notice however that in order to demonstrate the dependence on prior information, the Bayesian analysis has also been performed for narrow and wide prior distributions for both parameters. These prior pdfs are Gamma distributions with mean equal to rough estimates of \( h_1 \) and \( h_2 \) (see Fig. 11).

Regarding the noise \( \sigma \), it can be shown [25] that in order to express our complete ignorance about the size of \( \sigma \), one has to choose a Jeffreys’s prior on \( \sigma \), i.e.:

\[
p(\sigma) = \frac{1}{\sigma}
\] (19)

which is equivalent to saying the prior should be uniform for the logarithm of the noise (scale parameter). Finally, one can write:

\[
p(\theta, \sigma) \propto \frac{1}{\sigma}
\] (20)

Other prior pdf’s can be derived from the principle of maximum entropy. The interested reader should refer to [19, 20].

The posterior

According to Bayes’s theorem (see Eq. (14)), this prior (given by Eq. (20) ) is then combined with the likelihood function to yield the posterior:
At this point, two methods are available. Firstly, we can take into account the uncertainty about $\sigma$ by marginalizing over it. Such a marginalization is a means to cope with the systematic uncertainties. Notice that $\sigma$ is then called a nuisance parameter. In other words, $\sigma$ must be integrated out (by using the inverted gamma integral [26]) to finally yield the posterior:

$$ p(\theta | D) \propto S(\theta)^{-N/2} $$

(22)

Secondly, it is possible to consider the noise $\sigma$ as a free parameter and estimate it from the data by using a specific prior (see section 6.3).

Marginal distributions

Once the posterior pdf is computed, one can derive a (marginal) distribution for each parameter by integrating the posterior over all the other parameters (see Eq. (12)). The marginal distribution is the complete result of the Bayesian inference on the parameter of interest. Marginal posterior densities indicate the most likely values and plausible ranges for each model parameter. Obviously, a full distribution conveys much more information than a single best estimate provided by the classical approaches. Indeed, much information is lost when the inference about the parameter is summarized with one number. Firstly, the marginal distributions can be used to make straightforward comparisons between the relative plausibilities of alternative choices of parameter values. Secondly, when dealing with a highly asymmetric posterior pdf, the question of what we mean by the best estimate is rather open-ended. The maximum stills indicates the single most probable value for the parameter of interest, but the mean (or expectation) can be found to be more representative as it takes into account the skewness of the pdf. This point is reinforced when dealing with multimodal pdfs with several maxima of comparable magnitude. In this case, summarizing the inference with two or three numbers (best estimate, error-bars or even a confidence interval) cannot be done simply. In this case, the best thing to do is to just display the pdf itself [19]. This is one of the reasons for choosing the Bayesian approach to parameter estimation over maximum likelihood methods [27]

Numerical implementation of the Bayesian inference

As the number of parameters is low, the most straightforward way to evaluate the posterior pdf and its marginal counterparts is to use the simple numerical procedure that consists in evaluating the posterior for a whole series of different possible values of the parameters.

However, as mentioned in [19], it is better to compute the logarithm of the posterior and then take exponentials rather than working directly with the posterior pdf itself. As the number of measurements $N$ is rather large (a six-day hourly data experiment leads to $N=144$), it is preferable to work with the logarithm in order to avoid numerical problems (i.e. computer underflow or overflow). For the present application, the logarithm of the posterior of Eq. (22) is given by:

$$ L = \log_{e} \left[ p(\theta | D) \right] = -\frac{N}{2} \log_{e} \left[ S(\theta) \right] $$

(23)

Therefore, a good procedure [19] is to evaluate the logarithm $L$ on a uniform grid of points in two dimensional $(X = h_1; Y = h_2)$ space, find the maximum $L_{\text{max}}$ and subtract it from all the $L$‘s. Taking the exponential of these numbers will yield a value of one for the maximum of the pdf. The posterior pdf can then be displayed by using contour plots.

If normalization of this pdf is required, it can be multiplied by a constant so that the area under the curve is equal to unity. The marginal distributions are easily obtained by simply adding up the probabilities in the $X$ or $Y$ directions. For this purpose, we used the trapezoidal integration rule. As stated above, plotting the entire pdf gives us a complete picture of the inference about the value of a parameter.

5.2 Reliabilities: best estimates and error bars

In order to obtain a measure of the reliability of the best estimate, a Gaussian approximation of the posterior pdf is done by carrying out a Taylor series expansion of the logarithm of the posterior $L$ about the best estimate of the parameters, denoted here by the point $\theta^{*} = (X_0, Y_0)$ (see [19] for details).

This quadratic approximation yields the bivariate Gaussian for the posterior pdf:

$$ p^{*}(\theta | D) \propto \exp \left( \frac{1}{2} Q \right) $$

(24)

where the quantity $Q$ is the quadratic part of the Taylor expansion that can be written in matrix notation:

$$ Q = (X - X_0) \nabla L + (Y - Y_0) \nabla L $$

(25)
with the matrix $\nabla^2 L$ representing the Hessian of the logarithm $L$ evaluated at the point $(X_0, Y_0)$. In the present case, the second-order derivatives of $L$ were calculated by finite-differences.

Further, it can be shown [19] that the covariance matrix $COV$ is given by the negative of the inverse of the Hessian matrix:

$$COV = - (\nabla^2 L)^{-1} = \begin{pmatrix} \sigma_X^2 & \sigma_{XY} \\ \sigma_{XY} & \sigma_Y^2 \end{pmatrix}$$  \hspace{1cm} (26)

The square roots of the diagonal elements of the covariance matrix correspond to the (marginal) error-bars; the off-diagonal elements give us information about the correlations between the parameters.

### 5.3 Predictive distribution of the model output: Error bars on the model output

In the Bayesian framework, a predictive distribution of the model output can be computed. More precisely, we can assess the distribution for output $d_k$ by writing (and by using the preceding rules of probability):

$$p(d_k \mid D) = \int \theta p(d_k \mid \theta) p(\theta \mid D) d\theta$$  \hspace{1cm} (27)

where $p(d_k \mid \theta)$ is the Gaussian noise model for a datum $d_k$ of variance $\sigma_i^2$ and $p(\theta \mid D)$ the posterior distribution of the parameters. In order to analytically evaluate this integral, we make use of the previous Gaussian approximation of the posterior pdf (see Eq. (24)) and we approximate the model output by its linear expression around the best estimate $\theta^* = (X_0, Y_0)$ (see [29] for details of calculation).

Under the preceding approximations, it can be shown [29] that the integral (Eq. (27)) is easily evaluated to give a Gaussian distribution of the form:

$$p(d_k \mid D) = \frac{1}{\sqrt{2\pi \sigma_i^2}} \exp \left( - \frac{(d_k - y^*)^2}{2\sigma_i^2} \right)$$  \hspace{1cm} (28)

This output distribution has a mean given by $y^* = f(\theta^*, t)$ (the model response for the optimal estimate $\theta^*$) and a variance given by:

$$\sigma_i^2 = \sigma^2 + g^T COV g$$  \hspace{1cm} (29)

One can interpret the standard deviation of the output distribution for the output as an error-bar on the mean value $y^*$. This error-bar has two contributions, one arising from the intrinsic noise in the data and one arising from the width of the posterior distribution.

Notice that the choice of this uncertainty propagation method was motivated by its computational advantages. In other words, this method avoids simulating the entire predictive distribution of the model output.

### 6 Results and discussion

In this section, the results of the Bayesian analysis are presented for three cases. The first one deals with the choice of a Jeffreys’s prior on $\sigma$ and a flat prior for the parameters. This choice leads to the posterior pdf given by Eq. (22). In this subsection, we also show the results of the Gaussian approximation. The second case analyzes the selection of Gamma pdfs for the parameter prior distributions and the last one treats the noise $\sigma$ as an ordinary or free parameter (i.e. the noise is not integrated out).

#### 6.1 Jeffreys’s prior on $\sigma$ and a flat prior for the parameters

A grid with one hundred points (sufficient for the problem at hand) for each parameter allows the computation (by using the numerical procedure detailed in section 5.1) of the posterior pdf and the marginal distributions of the convective heat transfer coefficients. Notice that these computations were undertaken for hourly data over six days (i.e. N=144).

Figure 9 (a) shows the contour plot of the posterior pdf given by Eq. (22). The 2-D posterior describes our joint inference about the values of $X = h_1$ and $Y = h_2$. As seen in Fig. 9 (a), a strong correlation appears between the two estimates and the posterior pdf is slightly skewed in the upper right corner of the plot. The best estimates (maximum of the pdf) of the convective coefficients are $X_0 = 2.89$ W.m$^{-2}$.K$^{-1}$ and $Y_0 = 0.65$ W.m$^{-2}$.K$^{-1}$. It must also be noted that a previous work [11] based on the simplex Nelder-Mead optimization method gave the following best estimates $X_0 = 2.88$ W.m$^{-2}$.K$^{-1}$ and $Y_0 = 0.60$ W.m$^{-2}$.K$^{-1}$.
Fig. 9 Posterior pdf of $h_1$ and $h_2$ (a) and the corresponding Gaussian approximation (b). The contours correspond to 5, 15, ..., 85 and 95% of the maximum probability.

Fig. 10 Marginal posterior distributions of $h_1$ (a) and $h_2$ (b). The Gaussian approximation is shown with dashed lines.

Figure 10 represents the marginal distributions. As mentioned above, the marginal distributions have been scaled so that the greatest value of the pdf is equal to unity. As one can see, Bayesian inference gives a complete picture of the estimation problem. As illustrated by Fig. 10, a small proportion of the prior parameter space is supported by the data (for instance, in the case of $X = h_1$, values below 1.5 or above 4.5 are very unlikely). In particular, the base case values of $h_1 = 1 \text{ W.m}^{-2}.K^{-1}$ (see lines 5 and 6 of Table 2) inferred from the correlation given by Eq. (2) have a very low probability. The greater
uncertainty on $X = h_1$ points towards the difficulty in estimating this parameter and confirms the important role played by this coefficient (see results of the sensitivity analysis). Here, its contribution to the output uncertainty is greater than the other coefficient.

**Gaussian approximation**

Figure 9(b) shows the Gaussian approximation of the posterior distribution (see Eq (24)). Notice that the range of the parameters has been restricted to between $2<X<4$ and $0.2<Y<1$. The corresponding marginal distributions are plotted in Fig. 10 as dashed lines. As expected, the quality of the Gaussian approximation is good in the neighborhood of the best estimate. However, one may notice that this approximation underestimates the uncertainties associated with the parameters. Hence, although it is sometimes desirable (and necessary) to summarize the inference about the values of the parameters with just a few numbers (best estimates, correlations and error-bars), it is clear that some information is lost in the process.

Computation of the covariance matrix according to Eq. (26) leads to the following respective error-bars for each parameter:

$$\sigma_x = 0.14 \text{ W.m}^{-2}.\text{K}^{-1}$$

and

$$\sigma_y = 0.06 \text{ W.m}^{-2}.\text{K}^{-1}.$$  

The value of the covariance term is $\sigma_{xy}^2 = +0.0038$, which shows that the two inferred parameters are correlated (the correlation ratio $r = \frac{\sigma_{xy}^2}{\sigma_x \sigma_y}$ has a value of 0.46). Further, as $\sigma_{xy}^2 > 0$, there is a correlation between the inferred parameters, which means an over-estimate of one is accompanied by an over-estimation of the other. This fact may render the analysis somewhat disappointing (i.e. we would prefer de-correlated parameters) but these are the conclusions that can be derived from the available data. As stated by [19], the real cure is to improve the characteristics of the posterior pdf by collecting more relevant data, or by supplementing it with cogent prior information (i.e. a more informative prior instead of the flat prior used in the analysis).

### 6.2 Gamma prior distributions for the parameters

In this subsection, we address the question of choosing different prior pdfs for the parameters (see Fig. 11). The Bayesian analysis was therefore repeated with two alternative prior pdfs. The first alternative consists in a narrow Gamma distribution for both parameters. A narrow prior pdf expresses good prior knowledge of the parameters. The second alternative proposes a wide prior Gamma distribution which conversely expresses poor prior knowledge of the parameters. Table 4 lists the parameters (mean and variance) of the Gamma distributions.

<table>
<thead>
<tr>
<th>Prior</th>
<th>Gamma distribution $\Gamma(s, c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrow prior for $h_1$</td>
<td>Mean $sc$ ; variance $s^2c = 0.01$</td>
</tr>
<tr>
<td>Narrow prior for $h_2$</td>
<td>Mean $sc = 1$ ; variance $s^2c = 0.001$</td>
</tr>
<tr>
<td>Wide prior for $h_1$</td>
<td>Mean $sc = 2.5$ ; variance $s^2c = 2$</td>
</tr>
<tr>
<td>Wide prior for $h_2$</td>
<td>Mean $sc = 1$ ; variance $s^2c = 0.2$</td>
</tr>
</tbody>
</table>
Fig. 11 Gamma prior distributions for $h_1$ (a) and $h_2$ (b). The wide prior is shown with a solid line.

Fig. 12 Posterior pdf of $h_1$ and $h_2$ for the case of wide Gamma prior (a) and narrow Gamma prior (b)
Fig. 13 Marginal posterior distributions of $h_1$ (a) and $h_2$ (b). The solid lines correspond to a flat prior for the parameters; the dashed lines correspond to the wide prior Gamma distributions and the dotted lines correspond to the narrow prior Gamma distributions.

**Good prior knowledge of the parameters**

In this situation, the best estimates are $X_0 = 2.59 \, \text{W.m}^{-2}.\text{K}^{-1}$ and $Y_0 = 0.59 \, \text{W.m}^{-2}.\text{K}^{-1}$. In the case of $X = h_1$, the prior information dominates the likelihood function. If more data could be collected, the Bayesian estimates would converge with each other and with the maximum likelihood estimate. Put differently, as the empirical evidence grows, the analysis would lead to the same conclusions (i.e. to the same best estimates), irrespective of our initial beliefs. Conversely, regarding the parameter $Y = h_2$, one can conclude that the evidence of the data is strong. Indeed, the maximum of the pdf seems to evolve (rapidly) towards $Y_0 = 0.65 \, \text{W.m}^{-2}.\text{K}^{-1}$. Regarding the uncertainties, as seen in Fig. 12(b), the uncertainty of the parameters in the posterior distribution is determined by the prior pdfs. Moreover, the correlation between parameters is very small because of the dominating influence of the independent prior distributions (we recall that independence was assumed between parameters, see Eq. (17)). As a conclusion, one can expect to obtain good (de-correlated) estimates with small posterior uncertainty by using cogent prior information and by collecting relevant data on the process.

**Poor prior knowledge of the parameters**

As expected, the selection of the wide Gamma prior distributions yields a wider posterior distribution and a greater correlation between the parameters. The posterior is then dominated by the likelihood function and the best estimates are the same as those inferred from a flat prior for the parameters i.e. $X_0 = 2.89 \, \text{W.m}^{-2}.\text{K}^{-1}$ and $Y_0 = 0.65 \, \text{W.m}^{-2}.\text{K}^{-1}$. One may notice however that the inferences (see the corresponding marginal pdfs in Fig. 13 (dashed lines)) are better that those obtained with a flat prior. This fact tends to promote the use of an (even poor) informative prior over the use of the classical flat prior.

6.3 The noise $\sigma$ is a free parameter

As mentioned above in section 5.1, instead of integrating out $\sigma$, it is possible to consider the noise $\sigma$ as a free parameter. In this case, the noise $\sigma$ is estimated from the data by using a Gaussian prior of mean 0.5 (which corresponds to the classical thermocouple measurement error assumption of 0.5°C) and standard deviation of 0.05. Notice that Gamma or lognormal pdfs are typically chosen as distributions for positive parameters such as, in this case, the standard deviation, but in the present case the use of a Gaussian prior does not create any real problems as the prior has very negligible probability on negatives values.

The marginal distribution of $\sigma$ (fig. 14) indicates that the noise is well-determined from the data with a plausible range of approximately 0.7 to 0.9 and a best estimate of 0.81. This latter result tends to confirm that the noise comprises measurement noise plus modeling error. Furthermore, the contour plots (not shown) of $(h_1, \sigma)$ or $(h_2, \sigma)$ exhibit no correlation between the noise $\sigma$ and the parameters $h_1$ and $h_2$. 


6.4 New appraisal of the model

The appraisal of the model with the values given by the best estimates \( X_0 = 2.89 \text{ W.m}^{-2}\text{K}^{-1} \) and \( Y_0 = 0.65 \text{ W.m}^{-2}\text{K}^{-1} \) is illustrated in Fig. 15.

New values for the convective heat transfer coefficients have clearly improved the model. The mean value of the residuals of \( T_{lo} \) is 0.34 °C and its standard deviation is 0.62 °C. Conversely, no significant improvement is observed for \( T_{ai} \). We recall that the old residuals correspond to the appraisal of the model depicted in section 3.5 (see Fig. 6).

It can be noted that the model’s predictive ability has been improved as a result of being calibrated to the data, but that different standards should be applied for judging the quality of fit of a model depending on whether the model has been calibrated with the data or not.
6.5 Checking model validity

The Bayesian approach is interesting as it leads naturally to the derivation of a model prediction uncertainty interval. As discussed above, computation of model output uncertainty intervals is necessary for checking model validity.

We recall that the tool proposed by Task 22 of IEA relies on Monte Carlo simulations which can be computationally demanding in order to infer this uncertainty interval. Further, in this process, \textit{a priori} uncertainty intervals are assigned to the parameters. For instance, the model uncertainty intervals may be given by the variation of 10\% about the nominal value of the parameters.

Conversely, the Bayesian approach offers a flexible and natural framework and sound theoretical basis for assessing uncertainties in model parameters and uncertainties in model output. All subsequent analyses follow directly from the posterior parameter distributions. In our opinion, the use of actual posterior information provided by the Bayesian approach may constitute a good alternative to characterize model uncertainty intervals.

As mentioned in section 5.3, these parameter uncertainties together with the noise in the measurements lead (see Eq. (29)) to an error-bar on the output. In order to compute this error-bar, the value of the noise has been replaced by its best estimate of 0.81 inferred from the data.

Figure 16 shows a significant overlapping between uncertainty measurement and simulation intervals and therefore tends to confirm the validity of the new model. Note that the measurement uncertainty interval has been set to \([-1 \, ^\circ\text{C} +1 \, ^\circ\text{C}]\).

![Figure 16 Comparison between measurement uncertainty intervals (continuous line) and prediction intervals (dotted line)](image)

In the case where error bars on the output are too large compared to the measurement uncertainty bands, one can say that the model is less helpful. One can also say that more high quality data are needed in order to correctly infer the parameters and their associated uncertainties.

Finally, such a method offers a diagnosis of the building thermal model. Indeed, following the idea given in [6], large discrepancies observed between nominal and estimated parameters confirm the need to properly design or review the heat convection model in the lower air layer.

7 Conclusion and perspectives

An empirical validation exercise on a thermal model of a roofing complex highlighted the need to carefully tune two convective heat transfer coefficients of the lower air layer of a roofing complex that included a radiant barrier.

This two-parameter example, though simple, gives a concrete illustration of the Bayesian inference approach to the estimation of convective heat transfer coefficients.

Application of Bayes's theorem allows the derivation of the posterior pdf of the parameters and the associated marginal pdf's. The latter indicate the most likely values and plausible ranges for each model parameter. The best estimates (maximum of the marginal pdf) of the inferred parameters greatly improve the building thermal model of the roofing complex.

Reliabilities for each parameter have been assessed and a corresponding error-bar on the model output has been derived. Thus, this methodology helps as it leads naturally to the derivation of a model prediction uncertainty interval. Further, the comparison between the model prediction interval and the measurement uncertainty interval tends to confirm the validity of the new model.
The sensitivity of the Bayesian analysis has also been assessed for different prior distributions. It appears that the use of even rough prior information can noticeably improve the characteristics of the posterior pdf. As a conclusion, we can say that Bayesian methods provide explicit means of incorporating uncertainty into modeling and forecasting and a corresponding measure of reliability for the conclusions reached.

It seems that the results could be improved by obtaining more relevant data, or by making the analysis with cogent prior information. The principle of maximum entropy (MaxEnt) [19,20] may help to assign this prior probability.
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**Nomenclature**

\begin{align*}
A & = \text{square matrix} \\
B & = \text{matrix} \\
C & = \text{diagonal matrix} \\
COV & = \text{covariance matrix} \\
D & = \text{set of experimental measurements} \\
d & = \text{experiment measurement} \\
f & = \text{driving frequency assigned to a parameter} \\
g & = \text{gradient of the model output} \\
H & = \text{matrix} \\
h & = \text{convective heat transfer coefficient (W.m}^2.\text{K}^{-1}) \\
k & = \text{Simulation number} \\
L & = \text{logarithm of the posterior} \\
m & = \text{Number of simulation time steps} \\
n & = \text{Number of simulation runs} \\
N & = \text{number of experimental measurements} \\
p & = \text{probability density function (pdf)} \\
Prob & = \text{probability or probability density function} \\
Q & = \text{quadratic part of the Taylor expansion of the logarithm} \\
r & = \text{correlation ratio} \\
S & = \text{sum-squared of the residuals} \\
t & = \text{time} \\
T & = \text{temperature (°C)} \\
X & = \text{first parameter} \\
Y & = \text{second parameter} \\
y & = \text{model response} \\
z & = \text{standardized parameter for the sensitivity analysis} \\
Z & = \text{parameter for the sensitivity analysis} \\
\Delta T & = \text{temperature difference at the surface-air interface (°C)} \\
\nabla^2 L & = \text{Hessian matrix of the logarithm of the posterior} \\
\beta_i & = \text{first-order regression coefficient} \\
\beta_0 & = \text{second-order regression coefficient} \\
\lambda & = \text{oscillation amplitude} \\
\epsilon & = \text{noise, emissivity or error term} \\
\theta & = \text{vector of parameters} \\
\sigma & = \text{standard deviation of the noise (°C)} \\
\Gamma & = \text{Gamma distribution} \\
0 & = \text{related to the optimal estimate or the nominal value} \\
1 & = \text{upper convective coefficient of the ceiling} \\
2 & = \text{lower convective coefficient of the RBS} \\
ai & = \text{indoor dry air temperature} \\
base & = \text{base case value} \\
ci & = \text{indoor convective coefficient} \\
i & = \text{related to the } i^{th} \text{ parameter}
\end{align*}
j = related to the jth parameter
k = related to time tk
lo = lower air layer of the roofing complex
t = related to the standard deviation on the output
up = upper air layer of the roofing complex

Superscripts
* = optimal or Gaussian posterior pdf
0 = nominal value
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