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ASYMPTOTIC HIGH ORDER MASS-PRESERVING SCHEMES FOR A HYPERBOLIC MODEL OF CHEMOTAXIS

R. NATALINI ∗ AND M. RIBOT †

Abstract. We introduce a new class of finite difference schemes for approximating the solutions to an initial-boundary value problem on a bounded interval for a one dimensional dissipative hyperbolic system with an external source term, which arises as a simple model of chemotaxis. Since the solutions to this problem may converge to non constant asymptotic states for large times, standard schemes usually fail to yield a good approximation. Therefore, we propose a new class of schemes, which use an asymptotic higher order correction, second and third order in our examples, to balance the effects of the source term and the influence of the asymptotic solutions. A special care is needed to deal with boundary conditions, to avoid harmful loss of mass. Convergence results are proven for these new schemes, and several numerical tests are presented and discussed to verify the effectiveness of their behavior.
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1. Introduction. It is often quite difficult to find an effective numerical approximation to hyperbolic equations with a source term. There are many different problems which could arise, for instance: stiffness of the source term, instability of the solutions, incorrect approximation of stationary solutions. Many ideas were introduced in the last thirty years to face these problems, and many of them are just working for a specific class of problems. Let us mention some families of schemes, sometimes overlapping: well balanced [18, 12, 24, 4, 16], Runge-Kutta IMEX [26], upwinding source [28, 3, 5, 1], and asymptotic preserving [23, 25]. One of the main ideas, which can be found as a starting point for most of these schemes, is to plug the knowledge of the analytical behavior of the solutions into the scheme, to guarantee a better approximation, at least around some relevant asymptotic states of the problem.

In this paper, we want to study a specific problem, the numerical approximation of a one space dimensional hyperbolic system, which arises as a simple model for cell movement driven by chemotaxis:

\[
\begin{align*}
    u_t + v_x &= 0, \\
    v_t + \lambda^2 u_x &= u \phi_x - v, \\
    \phi_t - D \phi_{xx} &= au - b\phi,
\end{align*}
\]

(1.1)

where \( \lambda, a, b, D \) are all positive constants. Here, the function \( u \) denotes the density of cells in a given medium (at this level, they could be bacteria, eukaryotic cells, etc...), \( v \) their averaged flux, and \( \phi \) a chemotactic stimulus, produced by the cells, biasing the movement of the population itself. Such kind of models were originally considered in [31], and later reconsidered in [17]. Recently, some generalizations of these models have been studied analytically in [21, 20] and later in [19], where the analytical features were almost completely worked out, at least around constant equilibrium states. Multidimensional extensions and more realistic generalizations
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have been considered for instance in [8, 11, 27, 6, 7], and the present study is also aimed to shed a light on the approximation of these other models.

Clearly, this problem has to be complemented by initial conditions at \( t = 0 \),
\[ u(x, .) = u_0(x), \quad v(x, .) = v_0(x), \quad \phi(x, .) = \phi_0(x), \]
and, if we cast the problem in a bounded interval \((0, L)\), by a suitable choice of boundary conditions. Here, we just deal with no-flux conditions, which are mainly relevant for biological purposes and we use the boundary conditions
\[ v(0, .) = v(L, .) = 0, \quad \phi_x(0, .) = \phi_x(L, .) = 0, \quad (1.2) \]
but it is possible to use the present framework to extend the present results to more general conditions.

Let us now explain the specific numerical pathology we have to face when dealing with this problem. If we approximate the two first equations of (1.1) by using a standard method as an upwind explicit method with the source term being just approximated by the Euler scheme, and the third one using the standard Crank-Nicolson scheme, we obtain a scheme, see (3.6) below, with all the suitable properties for this problem, which gives some coherent results around small perturbations of stable constant states. However, it is possible to see that most of the stationary states of this problem are non constant. For instance, if the total mass of bacteria is large enough, with respect to the size of the domain and to the parameters of the system, a time asymptotically stable stationary state for \( u \) is given by the S-shaped distribution, here on the left in Figure 1 (more details will be given in Section 2 below). The correspond-

\[ u_{j+1}^n = u_j^n + \frac{k}{2h}(v_{j+1}^n - v_{j-1}^n) + \frac{\lambda k}{2h}(u_{j+1}^n - 2u_j^n + u_{j-1}^n), \]

Fig. 1. Numerical results for the upwind scheme on problem (1.1): asymptotic function \( u \) is displayed on the left, function \( \phi \) in the middle and function \( v \) on the right. Exact asymptotic states are displayed in black stars and numerical results for the upwind scheme in blue diamonds. We can notice that the function \( v \) is far from vanishing as it should be. However, results in red are obtained with our alternative scheme described later on and are very accurate. The initial datum is a non-symmetric perturbation of constant state equal to 1135.
where the last term on the right hand side is just the numerical viscosity induced by the upwind scheme. So, when the function $u$ is near to the equilibrium, and the second derivative of $u$ is large, the space step $h$ needs to be very small, actually $hu_{xx} = o(1)$ is needed, in order to make the function $v$ constant. Therefore, if the asymptotic state is constant, the upwind scheme will be perfectly adapted, whereas for a non-constant asymptotic state, with a large second derivative, a new scheme has to be found. This is a typical situation when dealing with a problem which tends toward an equilibrium state where the flux in the conservation equation has to vanish in the time asymptotic limit. For example, this is the case of kinetic problems (radiative transfer [13] or Boltzmann equation near the equilibrium state). Notice that here the problem does not arise from the stiffness of the source term, so implicit schemes are not expected to give better performances. Moreover, higher order schemes (TVD, WENO) give some limited results, but to radically improve the behavior of the schemes it is necessary to take into account the qualitative behavior of the solutions.

In this paper we propose a solution to this problem by introducing suitable modifications of upwind schemes, which are still globally first order accurate, but such that their truncation error computed on every stationary solution is order two or more. This approach was successfully used by the Asymptotic High Order schemes (AHO) introduced in [1] to deal with dissipative hyperbolic systems, which are based on a suitable modification of the approximation of the source terms, to take into account for the behavior of the stationary solutions. However, in the present case, there are two new difficulties. First of all, there are infinitely many non constant solutions to this problem, and so it is impossible to design schemes which are exact when computed on all these solutions. Actually in our framework, we cannot move beyond the order 3 on asymptotic states. Besides, we are in a bounded domain and we have to approximate the boundary conditions in a consistent way with the AHO modifications. It turns out that to obtain a good approximation, it is also crucial to have an exact conservation of the numerical mass of the function $u$, which can be obtained only via a further modification of the natural (upwind) boundary conditions.

Our class of schemes verifies all the above properties. Two of these schemes are asymptotically second and third order respectively. While the second order AHO scheme uses a standard discretization of the diffusive equation, the third order AHO is third order on the solutions of the hyperbolic part with source, and for the diffusion equation uses a second order three points scheme which is fourth order on stationary solutions of the parabolic equation. Then, the coupling with the hyperbolic part of the third order AHO is made using a fourth order discretization of $\Phi_x$ and the final scheme is really third order in our numerical tests. Please notice that the computational costs of all these schemes do not increase with respect of the standard ones.

Let us now mention that our approach is somewhat related to the well-balanced philosophy, see for instance [16] or for the specific case of hyperbolic chemotaxis problems, see [10]. It is interesting to compare the Asymptotic High Order schemes we obtain in this paper with the results of some very recent works on Well-Balanced schemes [14, 15] for the same system considered here, which actually appeared only after the first submission of the present paper. First, both methods start with the problem of balancing the flux term for the conservation equation. The AHO schemes use the upwinding approach to approximate the stationary solutions by using a Taylor expansion in the truncation error, whereas the well-balanced approach for this special problem uses an approximate reconstruction of $\phi_x$ which is inserted in the "exact" solution of the stationary problem for the hyperbolic part, given by the non-
conservative solution to the Riemann problem. Both approaches have good results, however, concerning the accuracy, Well-Balanced schemes are only asymptotically second order, while our schemes are respectively second and third order, always near the equilibrium. An advantage of the AHO schemes is that they are really easy to be computed and that they can be extended in a multi-dimensional setting, since they are not related to the solutions to the Riemann problem. However, adequate boundary conditions and mass conservation are automatically obtained using the well-balanced approach, whereas a particular care for them is needed for our method, even if this can be achieved by simple modifications of the original upwinding conditions.

Finally, we want to remark that if in equation (1.1) we replace the term $u\phi_x$ with a general function $f = f(x, t)$, we obtain just the dissipative 1D wave equation with an external forcing term, see equation (4.2) below. If $f = 0$, both AHO and Well-Balanced schemes are exact on the stationary solutions, since these solutions are just linear functions of $x$. When a primitive function of the source term $f$ is known, it is easy to find AHO and Well-Balanced schemes which are both exact on the stationary solutions. That is the reason why the main focus of our paper is in setting up the right framework for the upwinding approach in the approximation of the external source term $f$ when no analytical primitive function is known, as in the case of chemotaxis, where it is impossible to select a unique stationary solution.

The plan of this paper is as follows. In the next section we recall some analytical features of problem (1.1) and in Section 3 its approximation is proposed using a basic upwind/Crank-Nicolson scheme. A general class of AHO schemes is introduced in Section 4 and their main properties are established. Next we study the problem of boundary conditions and determine a new set of conditions to be imposed to preserve the numerical mass of our approximated solutions. Specific instances of AHO schemes, second and third order, are introduced in Section 6, and their convergence is proved in the following section. Finally, Section 8 is devoted to some numerical experiments, which illustrate the behavior of our schemes and their actual accuracy.

2. Some analytical backgrounds. In [19], some results about global existence and stability of solutions to problem (1.1) were obtained on the real line $\mathbb{R}$ and on a bounded interval $[0, L]$, and in this case with the no-flux boundary conditions (1.2). Let us recall the main features of this problem, which are going to be useful in what follows. The first remark is that the total mass of $u$ is conserved in time, namely

$$I(t) = \int_{[0,L]} u(x, t) \, dx = I(0) = \int_{[0,L]} u(x, 0) \, dx. \quad (2.1)$$

Symmetry is also conserved, which is, if the initial datum satisfies $(u, v, \phi)(L - x, 0) = (u, -v, \phi)(x, 0)$, then for all times $t > 0$, we have $(u, v, \phi)(L - x, t) = (u, -v, \phi)(x, t)$.

Another remark is that for all stationary solutions, the function $v$ vanishes. In [29], many results about these stationary solutions were obtained and were recalled in [19]. First, there exists a class of constant stationary solutions, namely $(u, v, \phi) = (U, 0, \frac{a}{b} U)$, for some given constant $U > 0$. For bounded intervals, the time asymptotic stability of constant stationary states for the hyperbolic case of system (1.1) was proven in [19]. Namely we showed that $(u, v, \phi) = (U, 0, \frac{a}{b} U)$ is a stable stationary solution for $U \leq U_1 = \frac{\lambda^2}{a} \left( D \frac{\pi^2}{L^2} + b \right)$, with an exponential decay rate, whereas the constant states are in general unstable for $U > U_1$. 
Besides, there exist also infinitely many non-constant stationary solutions. They can be displayed as points on a graph [19] where a stationary solution \((u_0, 0, \phi)\) is represented by the couple \((I(0), \phi(0))\) of the total mass of \(u\) defined at equation (2.1) and the value of \(\phi\) at point \(x = 0\). On this graph, non-constant stationary solutions are organized as branches, beginning at some bifurcation points on the line of constant stationary solutions. By numerical experiments we obtained information about the stability of non-constant stationary solutions and we found that the first branch, beginning at \(U_1 = \frac{\lambda^2}{a}(D \frac{\pi^2}{L^2} + b)\), appears to be also stable. However, if the initial datum is symmetric, the asymptotic solution cannot be the non constant solution on the first branch, which is not symmetric. In that case, it was proven in [19] that the asymptotic behavior of the solutions will be given by the constant stationary state if the mass is lower than \(U_2 = \frac{\lambda^2}{a}(D \frac{4\pi^2}{L^2} + b)\). Numerical simulations indicate that, if the mass of \(u\) is greater than \(U_2\), the non constant stationary solution of the second branch will be stable for symmetric data.

3. A basic upwind scheme. To introduce our schemes, first we diagonalize system (1.1), by setting \(w = \frac{1}{2}(u - \frac{v}{\lambda})\), \(z = \frac{1}{2}(u + \frac{v}{\lambda})\). This yields

\[
\begin{align*}
\phi_t - \lambda \phi_x &= \frac{1}{2\lambda} ((\phi_x + \lambda)w + (\lambda - \phi_x)z), \\
z_t + \lambda z_x &= \frac{1}{2\lambda} ((\phi_x + \lambda)w + (\phi_x - \lambda)z), \\
\phi_t - D \phi_{xx} &= a(w + z) - b\phi,
\end{align*}
\]

and the boundary conditions now read

\[
w(0, \cdot) = z(0, \cdot), \quad w(L, \cdot) = z(L, \cdot), \quad \phi_x(0, \cdot) = \phi_x(L, \cdot) = 0.
\]

To introduce the numerical approximation, let us denote by \(h\) the space step and by \(k\) the time step, linked by the usual hyperbolic CFL condition \(\frac{\lambda k}{h} \leq 1\). We consider the discretization points \(x_j = jh, 0 \leq j \leq M + 1\), with \(x_0 = 0\) and \(x_{M+1} = L\). The discretization times will be given by \(t_n = nk, n \in \mathbb{N}\).

Let us denote by \(w^n_j\) (resp. \(z^n_j\) and \(\phi^n_j\)) the approximation of \(w(x_j, t_n)\) (resp. \(z(x_j, t_n)\) and \(\phi(x_j, t_n)\)). Therefore, the discretization vectors at time \(t_n\) will be denoted by \(W^n = (w^n_1, \ldots, w^n_M)^T\), \(Z^n = (z^n_1, \ldots, z^n_M)^T\) and \(\Phi^n = (\phi^n_1, \ldots, \phi^n_M)^T\). We approximate the two first equations of system (3.1) by using an upwind explicit scheme and the third one using the Crank-Nicolson scheme in time and a finite difference method of order two in space. The boundary conditions are treated as follows. From conditions (3.2), we have \(z^n_0 = w^n_0\) and \(w^n_{M+1} = z^n_{M+1}\). Since \(w^n_{n+1}\) and \(z^n_{M+1}\) are directly computed using the upwind method, we simply compute the missing values of \(w\) and \(z\) on the boundaries by

\[
z^n_{0+1} = w^n_{0+1} = \left(1 - \frac{k}{h}\right)w^n_0 + \frac{k}{h}w^n_1, \quad w^n_{M+1} = z^n_{M+1} = \left(1 - \frac{k}{h}\right)z^n_M + \frac{k}{h}z^n_{M+1}.
\]

The function \(\phi\) satisfies homogeneous Neumann boundary conditions and we use a standard second order rule to approximate its derivative, which yields:

\[
\phi^n_0 = \frac{4\phi^n_1 - \phi^n_2}{3}, \quad \phi^n_{M+1} = \frac{4\phi^n_M - \phi^n_{M-1}}{3}.
\]
This enables us to compute $\Phi^n_x$ by using the following approximation:

$$
\Phi^n_x = \frac{1}{2h} \left( \frac{4}{3}(\phi^n_2 - \phi^n_1), \phi^n_0 - \phi^n_1, \ldots, \phi^n_M - \phi^n_{M-2}, \frac{4}{3}(\phi^n_M - \phi^n_{M-1}) \right)^T,
$$

with $(\Phi^n_x)_0 = (\Phi^n_x)_{M+1} = 0$ on the boundaries. This vector is needed for the approximation of the two first equations of system (3.1).

Therefore, setting $\mathcal{M}$ and $\mathcal{M}_2$ as the $M \times M$ matrices

$$
\mathcal{M} = \begin{pmatrix}
  2/3 & -2/3 & 0 & \cdots & 0 \\
  -1 & 2 & -1 & \cdots & -1 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \cdots & 2/3 & 2/3 \\
\end{pmatrix}
$$

and

$$
\mathcal{M}_2 = \begin{pmatrix}
  1 + b \frac{k}{2} & \cdots & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
$$

we consider the following scheme, with $1 \leq j \leq M$

$$
\begin{align*}
  w_j^{n+1} &= w_j^n + \frac{k}{h}(w_j^{n+1} - w_j^n) - \frac{k}{2\lambda}(\Phi^n_j(w_j^n + z_j^n) - \frac{k}{2}(w_j^n - z_j^n), \\
  z_j^{n+1} &= z_j^n - \frac{k}{h}(z_j^n - z_j^{n+1}) + \frac{k}{2\lambda}(\Phi^n_j(w_j^n + z_j^n) + \frac{k}{2}(w_j^n - z_j^n), \\
  \Phi^{n+1} &= \mathcal{M}_2^{-1} \left( (1 - b \frac{k}{2})\Phi^n - \frac{k}{2h^2}D\mathcal{M}\Phi^n + a \frac{k}{2}(W^n + W^{n+1} + Z^n + Z^{n+1}) \right). 
\end{align*}
$$

Since the spectrum of $\mathcal{M}$ is contained in the disk $D(2,2) = \{ \mu \in \mathbb{C} : |\mu - 2| \leq 2 \}$, the matrix $\mathcal{M}_2$ is invertible without any condition on $k$ and $h$.

The consistency of this scheme is well-known. Moreover, it preserves some properties of the original system: namely, constant stationary solutions, conservation of mass, symmetry with respect to the transformation $(x,t,u,v,\phi) \mapsto (L-x,t,u,-v,\phi)$.

In order to prove it, we need to rewrite scheme (3.6) and the boundary conditions (3.3) in the initial variables $u$ and $v$ using the relations $u = z + w$ and $v = \lambda(z - w)$.

**Conservation of constant steady states.** System (3.1) has constant stationary solutions of the form $(u,v,\phi) = (U,0,a b U)$, which read $(w,z,\phi) = (U 2 b U 2 a b U)$ in the diagonal variables. We can check with a simple computation that scheme (3.6) conserves them exactly.

**Mass conservation.** We have seen that an important feature of system (3.1) is that the mass $I(t)$ of the function $u$ is constant in time. Let us define a discrete version of the mass of the density function $u$ at time $t_n$ on the interval $[0,L]$ using the trapezoidal rule, $I^n_1 = h \left( \frac{u^n_0}{2} + \sum_{i=1}^{M} u^n_i + \frac{u^n_{M+1}}{2} \right)$. Using scheme (3.6) and boundary conditions (3.3) in the initial variables $u$ and $v$, we obtain that $I_1^{n+1} = I_1^n$, that is to say that the mass is preserved by the scheme.

**Conservation of symmetry.** Finally, we can also prove that the symmetry properties are satisfied, namely that if $(SU^0,SV^0,S\phi^0) = (U^0,-V^0,\Phi^0)$, with $S = \begin{pmatrix}
  1 \\
  \vdots \\
  1
\end{pmatrix}$, then for all $n \in \mathbb{N}$, $(SU^n,SV^n,S\phi^n) = (U^n,-V^n,\Phi^n)$. 

This enables us to compute $\Phi^n_x$ by using the following approximation:
Proposition 3.1. The scheme (3.6), supplemented by the numerical boundary conditions (3.3) and (3.4), is a consistent scheme for system (3.1). It is also an exact scheme on constant equilibrium solutions, it conserves the total numerical mass and the symmetry of solutions for symmetric initial data.

4. A more general class of schemes. In view of the bad behavior of the basic scheme (3.6) near non-constant stationary solutions, as mentioned in the Introduction (but see Section 8, for more details and numerical tests), we are going to deal with a more general class of schemes, which are based on the asymptotically high order schemes (AHO) introduced in [1]. These schemes are more precise than standard schemes near non-constant asymptotic states and so they can avoid the failure of standard schemes. So, let us outline briefly the core ideas which shape AHO schemes for general hyperbolic systems.

Let $U$ be a solution to the general linear hyperbolic system

$$U_t + AU_x = BU + F,$$

and let $U^{n+1} = H(U^n, F^n)$ be a numerical scheme which is linear in $U$ and consistent with system (4.1). Let $T^H$ be its local truncation error. Let us assume that the local truncation error is only first order on a smooth solution of (4.1), that is to say $T^H(U) = O(h + k)$. We also consider generic stationary solutions $\hat{U}$ to the same problem, namely such that

$$A\hat{U} + Bu + F = 0.$$

Definition 4.1. We say that the scheme $U^{n+1} = H(U^n, F^n)$ is (locally) Asymptotic High Order of order $p$, which will be denoted by $(AHO)^p$, for system (4.1), if the scheme is of order $p$ on every stationary solution $\hat{U}$, i.e. $T^H(\hat{U}) = O(h^p)$.

Now, assume that $\hat{U}$ is a stationary time asymptotic state for $U$, namely $U - \hat{U} = \tau(1/t)$, as $t \to \infty$ in some appropriate functional space topology, where $\tau$ is a modulus of continuity. Then

$$T^H(U) = T^H(U - \hat{U}) + T^H(\hat{U}) \approx \hat{\tau}(1/t) + O(h^p),$$

for some modulus of continuity $\hat{\tau}$, possibly depending on $h$; i.e.: for large times the effective (local) truncation error for the scheme is higher than the basic order of the scheme. As we shall see later on, this time asymptotic improvement of the scheme is sufficient to balance the scheme around stationary solutions.

In the following, we are going to deal with a general right hand side term $f$, instead of the term $\phi_x u$ in system (1.1), and so we shall omit the parabolic equation for $\phi$, which will be treated as before. Therefore, we consider the following linear system, for $x \in [0, L]$,

$$\begin{cases}
    u_t + v_x = 0, \\
    v_t + 2v^2 u_x = f_v
\end{cases}$$

with the boundary conditions $v(0, .) = v(L, .) = f(0, .) = f(L, .) = 0$. Thus, we will consider a more general form of the source term and we will propose a class of schemes which are independent of the form of $f$ and which consequently work for every source term $f$. In the following, some numerical tests will be presented in the case of an explicitly given function $f$.

We reconsider the system in diagonal variables, that is to say

$$\begin{cases}
    w_t - \lambda w_x = \frac{1}{2} (z - w) - \frac{1}{2\lambda} f \\
    z_t + \lambda z_x = \frac{1}{2} (w - z) + \frac{1}{2\lambda} f
\end{cases}$$

(4.3)
Let us denote by $\omega = \begin{pmatrix} w \\ z \end{pmatrix}$ and rewrite the system in the following form

$$\omega_t + \Lambda \omega_x = B \omega + F,$$

(4.4)

with $\Lambda = \begin{pmatrix} -\lambda & 0 \\ 0 & \lambda \end{pmatrix}$, $B = \frac{1}{2} \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix}$, $F = \frac{1}{2\lambda} \begin{pmatrix} -f \\ f \end{pmatrix}$. We also denote by $\omega^n_i$ and $F^n_i$ two approximations of $\omega(x_i, t_n)$ and $F(x_i, t_n)$, and consider schemes of the following more general form:

$$\frac{\omega^{n+1}_i - \omega^n_i}{k} + \frac{\Lambda}{2h} (\omega^n_{i+1} - \omega^n_{i-1}) - \frac{q}{2h} (\omega^n_{i+1} - 2\omega^n_i + \omega^n_{i-1}) = \sum_{\ell = -1,0,1} (B^\ell \omega^n_{i+\ell} + D^\ell F^n_{i+\ell}),$$

(4.5)

where $B^\ell$ and $D^\ell$ are $2 \times 2$ matrices acting on the vectors $\omega^n_{i+\ell}$ and $F^n_{i+\ell}$ respectively at the points $x_{i+\ell}$, and $q$ is the artificial viscosity.

Notice that the main feature of the scheme (4.5) is to distribute the approximation of the source terms on all the points of the stencil, to take into account the upwinding influences acting on the solutions.

We will now find some conditions on the matrices $B^\ell$ and $D^\ell$ in order to have a consistent, monotone scheme, that is of higher order on the stationary solutions. An explicit (AHO)$^2$ scheme of this type will be given in detail by equations (6.2)-(6.3) and an explicit (AHO)$^3$ scheme by equations (6.7)-(6.8).

**Consistency, monotonicity and second-order accuracy of the AHO-schemes.** The matrices $B^\ell$ and $D^\ell$ of the scheme (4.5) will be consistent with the equation (4.4) under the following conditions:

$$\sum_{\ell = -1,0,1} B^\ell = B, \quad \sum_{\ell = -1,0,1} D^\ell = I_{2,2}.$$

(4.6)

As in [1], monotonicity conditions, taken for a fixed $f$, read:

$$B^\ell_{i,j} \geq 0, \quad \ell = -1,0,1, i \neq j, \quad (4.7a)$$

$$1 - \frac{k}{h} q + kB^0_{i,i} \geq 0, \quad (\mp(-1) \frac{k}{h} \frac{\lambda}{2} + \frac{k}{2h} q + qB^\pm_{i,i} \geq 0, \quad i = 1,2. \quad (4.7b)$$

Now, let us compute the local truncation error of the scheme (4.5) for a stationary solution, that is to say for a function $\tilde{\omega}$ such that $\tilde{\omega}_t = 0$ and $\Lambda \tilde{\omega}_x = B \tilde{\omega} + F$. Let us set $\tilde{\omega}^n_i = \tilde{\omega}(x_i, t_n)$. We shall use that $(\Lambda^{-1}B)^2 = 0$ to obtain, using a standard Taylor expansion:

$$T\tilde{\omega}^n_i = \frac{\Lambda}{2h} \left( \tilde{\omega}_{i+1}^n - \tilde{\omega}_{i-1}^n \right) - \frac{q}{2h} \left( \tilde{\omega}_{i+1}^n - 2\tilde{\omega}_i^n + \tilde{\omega}_{i-1}^n \right) - \sum_{\ell = -1,0,1} B^\ell \tilde{\omega}_{i+\ell}^n - \sum_{\ell = -1,0,1} D^\ell F(x_{i+\ell}, t_n)$$

$$= \left( \left( B - (B^{-1} + B^0 + B^1) \right) \tilde{\omega}_i^n + \left( I_{2,2} - (D^{-1} + D^0 + D^1) \right) F(x_i, t_n) \right)$$

$$- \frac{h}{2} \left( 2(B^1 - B^{-1})\Lambda^{-1} B \tilde{\omega}_i^n + \left( q\Lambda^{-1} B\Lambda^{-1} + 2(B^1 - B^{-1})\Lambda^{-1} \right) F(x_i, t_n) \right)$$

$$+ \left( q\Lambda^{-1} + 2(D^1 - D^{-1}) \right) F_z(x_i, t_n) + O(h^2).$$
We therefore impose the following conditions to have second-order accuracy on every stationary solution:

\[ B^1 - B^{-1} = -\frac{q}{2} \Delta^{-1} B = \frac{q}{4} \left( \begin{array}{cc} -1 & 1 \\ -1 & 1 \end{array} \right), \quad D^1 - D^{-1} = -\frac{q}{2} \Delta^{-1} = \frac{q}{2\lambda} \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right). \]  

**Rewriting the scheme in the \((u, v)\) unknowns.** Set

\[ X^n = (u_1^n, \ldots, u_M^n, v_1^n, \ldots, v_M^n)^T, \quad F^n = \frac{1}{2\lambda} (-f_1^n, \ldots, -f_M^n, f_1^n, \ldots, f_M^n)^T. \]

Let us rewrite scheme (4.5) as

\[ X^{n+1} = X^n - \frac{k}{2h} L (\delta^1 X^n - \delta^{-1} X^n) + \frac{kq}{2h} \Delta^2 X^n + k \sum_{\ell = -1, 0, 1} B^\ell \delta^\ell X^n + D^\ell \delta^\ell F^n, \]  

(4.9)

with the following notations:

\[ L = \Lambda \otimes I_{M,M}, \quad B^\ell = B^\ell \otimes I_{M,M}, \quad D^\ell = D^\ell \otimes I_{M,M}, \]

\[(\delta^\ell V)_i = V_{i+\ell}, \quad \ell = -1, 0, 1, \Delta^2 V = \delta^1 V - 2V + \delta^{-1} V.\]

Let \( R = \left( \begin{array}{cc} 1 & 1 \\ -\lambda & 1 \end{array} \right) \) be the diagonalizing matrix such that \( \left( \begin{array}{c} u \\ v \end{array} \right) = R \left( \begin{array}{c} w \\ z \end{array} \right) \) and denote by \( R^{-1} = \frac{1}{2} \left( \begin{array}{cc} 1 & -1/\lambda \\ 1 & 1/\lambda \end{array} \right) \) its inverse.

We rewrite the scheme (4.9) in terms of the initial variables \( u, v \) and \( f \) as:

\[ U^{n+1} = U^n + \frac{k}{2} \left( -\frac{1}{h} (\delta^1 V^n - \delta^{-1} V^n) + \frac{q}{h} \Delta^2 U^n + \sum_{\ell = -1, 0, 1} \beta_{u,u}^\ell \delta^\ell U^n \right. \]

\[ + \frac{1}{\lambda} \sum_{\ell = -1, 0, 1} \beta_{u,v}^\ell \delta^\ell V^n + \frac{1}{\lambda} \sum_{\ell = -1, 0, 1} \gamma_{u}^\ell \delta^\ell f^n \right), \]  

\[ V^{n+1} = V^n + \frac{k}{2} \left( -\frac{\lambda^2}{h} (\delta^1 U^n - \delta^{-1} U^n) + \frac{q}{h} \Delta^2 V^n + \lambda \sum_{\ell = -1, 0, 1} \beta_{v,u}^\ell \delta^\ell U^n \right. \]

\[ + \sum_{\ell = -1, 0, 1} \beta_{v,v}^\ell \delta^\ell V^n + \sum_{\ell = -1, 0, 1} \gamma_{v}^\ell \delta^\ell f^n \right), \]  

(4.10)

where \( U^n = (u_1^n, \ldots, u_M^n)^T, \quad V^n = (v_1^n, \ldots, v_M^n)^T, \quad f^n = (f_1^n, \ldots, f_M^n)^T, \) and

\[ R B^\ell R^{-1} = \frac{1}{2} \left( \begin{array}{cc} \beta_{u,u}^\ell & \beta_{u,v}^\ell /\lambda \\ \lambda \beta_{u,u}^\ell & \beta_{v,v}^\ell \end{array} \right), \quad R D^\ell R^{-1} = \frac{1}{2} \left( \begin{array}{cc} \eta_{u}^\ell & \gamma_{u}^\ell /\lambda \\ \eta_{v}^\ell & \gamma_{v}^\ell \end{array} \right). \]  

(4.11)

Let us notice that the two parameters \( \eta_{u}^\ell \) and \( \eta_{v}^\ell \) will not appear in the equations we consider later and therefore can be chosen at our convenience.

In these last variables, consistency relations (4.6) and relations (4.8) are equivalent.
to the following conditions:
\[
\left\{
\begin{array}{l}
(\beta_{u,u}^1, \beta_{v,u}^1) + (\beta_{u,v}^0, \beta_{v,v}^0) + (\beta_{u,u}^{-1}, \beta_{v,v}^{-1}) = \left( \begin{array}{cc} 0 & 0 \\ 0 & -2 \end{array} \right),
\\
(\beta_{u,u}^1, \beta_{v,u}^1) - (\beta_{u,v}^{-1}, \beta_{v,v}^{-1}) = \frac{q}{\lambda} \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right),
\\
(\gamma_{u}^1, \gamma_{v}^1) + (\gamma_{u}^0, \gamma_{v}^0) + (\gamma_{u}^{-1}, \gamma_{v}^{-1}) = \left( \begin{array}{cc} 0 & 2 \\ 0 & 0 \end{array} \right),
\\
(\gamma_{u}^1, \gamma_{v}^1) - (\gamma_{u}^{-1}, \gamma_{v}^{-1}) = \frac{q}{\lambda} \left( \begin{array}{cc} -1 & 0 \\ 0 & 0 \end{array} \right).
\end{array}
\right.
\]

\[ (4.12) \]

**Conservation of symmetry.** As explained before, the system possesses a symmetry invariance, that we want to keep at the discrete level. Following computations of Section 3 according to equations (4.10) and (4.12), we find that the following conditions for the coefficients of our scheme:

\[ \beta_{u,v}^0 = 0, \beta_{v,u}^0 = 0, \gamma_{u}^0 = 0, \]

lead to \( SU^{n+1} - U^{n+1} = 0 \) and \( SV^{n+1} + V^{n+1} = 0 \), where \( S \) is defined in section 3.

We state the final conditions on these new schemes.

**Proposition 4.2.** A scheme in the form (4.10) is a consistent scheme with system (4.2) and of order 2 on stationary solutions, i.e. (AHO)\(^2\), if conditions (4.12) are verified. Moreover, if it also verifies conditions (4.13), it conserves the symmetry of the solutions for symmetric initial data. Monotonicity, for a given \( f \), holds under conditions (4.7).

**5. Mass conservation: how to impose boundary conditions.** The boundary conditions for \( v \) and for \( f \) are clear: \( v_0^n = v_{M+1}^n = 0 \) and \( f_0^n = f_{M+1}^n = 0 \), whereas those for \( u \) must be carefully chosen to obtain an effective approximation. Actually, at an analytical level, the function \( u \) verifies a Neumann condition \( u_x = 0 \) at the boundary, but it is difficult to use this remark. The first simple idea is to use the standard upwind conditions (3.3). Therefore we compute the evolution in time of solutions to problem (4.2) using a scheme of the form (4.10), which verifies all the conditions of Proposition 4.2, with the boundary conditions given by (3.3). In Figure 2 we consider as initial datum a non symmetric perturbation of the constant equal to 1500. We display on the left the exact (non constant) asymptotic state, and the computed one using the AHO-scheme with upwind boundary conditions at convergent time \( T = 20 \). We used space and time steps \( h = 1/90 \) and \( k = 5 \times 10^{-4} \). We can see that using the AHO scheme, with the upwind boundary conditions, yields a solution which is very different from the right one. Now, we have compensated the effect of the artificial viscosity, but we have a different problem. Let us recall that one of the analytical feature of this problem is the conservation of the total mass of the function \( u \), namely the quantity \( I(t) = \int_{[0,L]} u(x,t) \, dx \) has to be preserved along the time. However, if we plot the total mass of our numerical approximation vs. time, see the right part of Figure 2, we observe a clear and unphysical loss of mass.

**Conservation of mass.** Now, we try to modify our boundary conditions to guarantee the conservation of mass. The aim is to define the values of \( u \) in 0 and \( L \) in order to preserve exactly a discrete mass in time, that is to say such that for all \( n \in \mathbb{N} \), \( T^n_1 = T^n_1 \). Our first attempt was to take the natural discrete mass defined at section 3 and to look for an expression of \( u^n_0 \) and of \( u^n_{M+1} \) as a function of \( u^n_i, v^n_i \) and \( f^n_i \).
A mass-preserving scheme for hyperbolic chemotaxis

Fig. 2. On the left the exact (strongly skewed on the left) and the computed (wrong) asymptotic states, obtained with boundary conditions (3.3) are displayed. On the right, we can see the evolution of mass with respect to the iteration number. We can notice that the mass is strongly decreasing, whereas it should be constant.

for $1 \leq i \leq M$ (static boundary condition). However, it can be proven that it is not possible to find such an expression which would satisfy the condition $I_{i}^{n+1} - I_{i}^{n} = 0$.

Also, the attempt to conserve mass choosing carefully the coefficients of matrices $B_{\ell}$ and $D_{\ell}$ defined at equation (4.5) also fails. We therefore need dynamic boundary conditions if we want to preserve such a mass, i.e. to express $u_{0}^{n+1}$ as a function of $u_{i}^{n}, v_{0}^{n}$ and $f_{0}^{n}$ for $1 \leq i \leq M$.

Let us compute $I_{1}^{n+1} - I_{1}^{n}$, using definition of $I_{1}^{n}$ of Section 3 and scheme (4.10). Thanks to $v_{0}^{n} = v_{M+1}^{n} = f_{0}^{n} = f_{M+1}^{n} = 0$ and equations (4.12) and (4.13), we find

$$I_{1}^{n+1} - I_{1}^{n} = \frac{h k}{2} \left( \frac{1}{k} (u_{0}^{n+1} - u_{0}^{n}) + \frac{1}{h} v_{1}^{n} + \frac{q}{h} (u_{0}^{n} - u_{1}^{n}) + \beta_{u,u}^{1} (u_{0}^{n} - u_{1}^{n}) \right)$$

$$- \frac{1}{\lambda} \beta_{u,v}^{1} v_{1}^{n} - \frac{1}{\lambda} \gamma_{1} f_{1}^{n}$$

$$+ \frac{h k}{2} \left( \frac{1}{k} (u_{M+1}^{n+1} - u_{M+1}^{n}) - \frac{1}{h} v_{M}^{n} + \frac{q}{h} (u_{M+1}^{n} - u_{M}^{n}) \right)$$

$$+ \beta_{u,u}^{1} (u_{M+1}^{n} - u_{M}^{n}) + \frac{1}{\lambda} \beta_{u,v}^{1} v_{M}^{n} + \frac{1}{\lambda} \gamma_{1} f_{M}^{n} \right).$$

If we take a generic consistent boundary condition, we will have that $I_{1}^{n+1} - I_{1}^{n} = O(h + k)$ and therefore after $N$ time iterations, we will have $I_{1}^{N+1} - I_{1}^{n} = O(1)$, which can be very large.

Therefore, we propose the following boundary conditions that ensure the exact conservation of mass, i.e. $I_{1}^{n+1} - I_{1}^{n} = 0$:

$$u_{0}^{n+1} = \left( 1 - \frac{k}{h} - \frac{k \beta_{u,u}^{1}}{\lambda} \right) u_{0}^{n} + k \left( \frac{q}{h} + \beta_{u,u}^{1} \right) u_{1}^{n} - k \left( \frac{1}{h} - \frac{\beta_{u,u}^{1}}{\lambda} \right) v_{1}^{n} + \frac{k}{\lambda} \gamma_{1} f_{1}^{n},$$

$$u_{M+1}^{n+1} = \left( 1 - \frac{k}{h} - \frac{k \beta_{u,u}^{1}}{\lambda} \right) u_{M+1}^{n} + k \left( \frac{q}{h} + \beta_{u,u}^{1} \right) u_{M}^{n} + k \left( \frac{1}{h} - \frac{\beta_{u,u}^{1}}{\lambda} \right) v_{M}^{n}$$

$$- \frac{k}{\lambda} \gamma_{1} f_{M}^{n}.$$  

(5.1)

Let us notice that, if we try to conserve the mass in a weaker sense, that is to say such that $I_{1}^{n+1} - I_{1}^{n} = O(h k)$, with $q = \lambda$, we find the same boundary conditions (3.3) we used with the upwind scheme, which do not work, as previously seen.
Remark 1. Considering a different discrete approximation of the total mass of $u$, for example $\mathcal{T}_2 = h \left( \frac{3}{2} u_1^n + \sum_{i=2}^{M-1} u_i^n + \frac{3}{2} u_M^n \right)$, we can find other sets of boundary conditions which enable to conserve the corresponding discrete mass exactly.

Consistency of boundary conditions (5.1). Thanks to asymptotic expansions and to equation $u_t + v_x = 0$, we find that:

$$
\frac{1}{k} \left( u^{n+1}_0 - \left( 1 - q \frac{k}{h} - k \beta^1_{u,u} \right) u^n_0 - k \left( \frac{q}{h} + \beta^1_{u,u} \right) u^n_1 + k \left( \frac{1}{h} - \frac{\beta^1_{u,v}}{\lambda} \right) v^n_1 - \frac{k}{h} \gamma_1 f^n_1 \right)
$$

$$
= -(q + h \beta^1_{u,u}) u_x(x_0, t_n) + \frac{k}{2} \left( u_{tt}(x_0, t_n) - q \frac{h}{k} u_{xx}(x_0, t_n) - \frac{2h}{\lambda k} \beta^1_{u,v} v_x(x_0, t_n) \right)
$$

$$
- \frac{2h}{\lambda k} \gamma_1 f_x(x_0, t_n) + \frac{h}{2} v_{xx}(x_0, t_n) + O(k^2 + h^2),
$$

which is an approximation of $-qu_x(x_0, t_n)$ of order one.

Now, we consider the case of stationary solutions, which satisfy $\hat{u}_t = \hat{v}_t = 0$ and also $\hat{v}_x = 0$, $\lambda^2 \hat{u}_x = f$. In that case, the expansion above becomes:

$$
\frac{1}{k} \left( \hat{u}^{n+1}_0 - \left( 1 - q \frac{k}{h} - k \beta^1_{u,u} \right) \hat{u}^n_0 - k \left( \frac{q}{h} + \beta^1_{u,u} \right) \hat{u}^n_1 + k \left( \frac{1}{h} - \frac{\beta^1_{u,v}}{\lambda} \right) \hat{v}^n_1 - \frac{k}{h} \gamma_1 f^n_1 \right)
$$

$$
= -(q + h \beta^1_{u,u}) \hat{u}_x(x_0, t_n) - \frac{q}{h} \lambda^2 f_x(x_0, t_n) - \frac{h}{\lambda} \gamma_1 f_x(x_0, t_n) + O(k^2 + h^2)
$$

$$
= -(q + h \beta^1_{u,u}) \hat{u}_x(x_0, t_n) + O(k^2 + h^2),
$$

since for any (AHO)$^p$ scheme, with $p \geq 2$ which preserves the symmetry property, we have $\gamma^1_u = -\frac{q}{2\lambda}$ thanks to equations (4.12) and (4.13). The following term is equal to $\frac{h^2}{12 \lambda^2} \left( q f_{xx}(x_0, t_n) - 6 \beta^1_{u,u} f_x(x_0, t_n) \right)$ and therefore cannot be cancelled.

Consequently, we can say that the boundary condition has the same behavior as the AHO schemes we propose in this article, namely it is generally of order one and of order two on stationary solutions.

Remark 2. We notice that, if $f = 0$, then $u =$constant and $v = 0$ are stationary constant solutions of equation (4.2). Considering the scheme (4.10) and following the same computations as in Section 3, we prove that stationary constant states are still exactly preserved.

6. Specific examples of (AHO)$^p$ schemes. Let us give examples of schemes which satisfy the conditions of Proposition 4.2. We will present a concrete (AHO)$^2$ scheme at equation (6.2), complemented with boundary conditions (6.3) and a concrete (AHO)$^3$ scheme at equation (6.7), complemented with boundary conditions (6.8).

A compatible choice for matrices $B_t$ and $D_t$ with equations (4.6)-(4.8) leading to an (AHO)$^2$ scheme will be

$$
B_0 = \frac{1}{4} \left( \begin{array}{cc} -1 & 1 \\ 1 & -1 \end{array} \right), \quad B_{\pm 1} = \frac{1}{8} \left( \begin{array}{ccc} -1 & \frac{q}{\lambda} & 1 \\ -\frac{1}{\lambda} & \frac{q}{\lambda} & -1 \end{array} \right),
$$

$$
D_0 = \frac{1}{2} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \quad D_{\pm 1} = \frac{1}{4} \left( \begin{array}{ccc} 1 & \frac{q}{\lambda} & 0 \\ \frac{q}{\lambda} & 0 & \frac{q}{\lambda} \end{array} \right).
$$

(6.1)
Note that, according to definition (4.11), we have therefore the following coefficients for this example:

\[
\begin{align*}
\frac{\beta_{u,u}^1}{\beta_{v,u}^1} & = \left( \begin{array}{c}
0 \\
q/2\lambda
\end{array} \right), \quad \left( \begin{array}{c}
\beta_{u,v}^{-1} \\
\beta_{v,v}^{-1}
\end{array} \right) = \left( \begin{array}{c}
0 \\
-1/2
\end{array} \right), \\
\left( \begin{array}{c}
\beta_{u,v}^0 \\
\beta_{v,v}^0
\end{array} \right) & = \left( \begin{array}{c}
0 \\
0
\end{array} \right), \\
\gamma_{1,1}^{-1} & = \left( \begin{array}{c}
-q/2\lambda \\
1/2
\end{array} \right), \\
\gamma_{0,1}^{-1} & = \left( \begin{array}{c}
0 \\
1
\end{array} \right), \\
\gamma_{1,0}^{-1} & = \left( \begin{array}{c}
q/2\lambda \\
1/2
\end{array} \right).
\end{align*}
\]

Conditions (4.6), (4.8) and (4.7a) are clearly satisfied. Conditions (4.7b) lead to:

\[
\left. \begin{array}{l}
\text{Note that, according to definition (4.11), we have therefore the following coefficients for this example:}
\end{array} \right\}
\]

\[
\text{In order to have third-order accuracy on the truncation error for stationary solutions, we obtain:}
\]

\[
\sum_{\ell=-1,0,1} B^\ell = B + hC, \quad \sum_{\ell=-1,0,1} D^\ell = I_{2,2} + hE,
\]

An extension to third-order accuracy. Let us compute the third order truncation error as in section 4. We obtain:

\[
T\omega^0 = \left( (B - (B^{-1} + B^0 + B^1))\omega(x_i, t_n) + (I_{2,2} - (D^{-1} + D^0 + D^1))F(x_i, t_n) \right)
\]

\[
-\frac{h}{2} \left( 2(B^1 - B^{-1})\Lambda^{-1}B\omega(x_i, t_n) + (q\Lambda^{-1}B + 2(B^1 - B^{-1}))\Lambda^{-1}F(x_i, t_n) \right)
\]

\[
+ (q\Lambda^{-1} + 2(D^1 - D^{-1}))F_{xx}(x_i, t_n) - \frac{h^2}{6} \left( 3(B^1 + B^{-1})\Lambda^{-1}B\Lambda^{-1}F(x_i, t_n) \right)
\]

\[
+ (3(B^1 + B^{-1}) - B)\Lambda^{-1}F_{xx}(x_i, t_n) + (3(D^1 + D^{-1}) - I_{2,2})F_{xx}(x_i, t_n) \right) + O(h^3).
\]

In order to have third-order accuracy on the truncation error for stationary solutions, we generalize consistency conditions to:

\[
\sum_{\ell=-1,0,1} B^\ell = B + hC, \quad \sum_{\ell=-1,0,1} D^\ell = I_{2,2} + hE,
\]

Finally conditions (4.13) are also clearly satisfied.
for some suitable matrices $C$ and $E$. We therefore impose the following five conditions:

\[
C = EB, \quad D^1 - D^{-1} = -\frac{q}{2} \Lambda^{-1}, \quad D^1 + D^{-1} = \frac{I_{2,2}}{3},
\]
\[
B^1 - B^{-1} = -E \Lambda - \frac{q}{2} \Lambda^{-1} B, \quad B^1 + B^{-1} = \frac{B}{3}.
\]

Therefore, once $E$ is chosen, we should take

\[
C = EB, \quad D^0 = \left(\frac{2}{3} I_{2,2} + hE\right), \quad D^{\pm 1} = \frac{1}{2} \left(\frac{I_{2,2}}{3} \mp \frac{q}{2} \Lambda^{-1}\right),
\]
\[
B^0 = \left(\frac{2}{3} I_{2,2} + hE\right) B, \quad B^{\pm 1} = \frac{1}{2} \left(\frac{B}{3} \mp E \Lambda \mp \frac{q}{2} \Lambda^{-1} B\right).
\]

(6.5)

Let us find some conditions on $E$ to have the same properties as before. First, in order to conserve relations (4.12), we impose that $E_{1,1} + E_{2,1} = E_{1,2} + E_{2,2}$ and $E_{1,1} + E_{1,2} = E_{2,1} + E_{2,2}$, which leads to $E_{1,1} = E_{2,2}$ and $E_{1,2} = E_{2,1}$. Under these conditions, all relations of (4.12) hold true, but also symmetry conservation conditions (4.13).

In order to have a diffusion as small as possible, we enforce $q = \lambda$. To enhance monotonicity conditions (4.7) and relations $E_{1,1} = E_{2,2}$ and $E_{1,2} = E_{2,1}$, we should have $E = \frac{1}{12 \lambda} \left(\begin{smallmatrix} 1 & 1 \\ 1 & 1 \end{smallmatrix}\right)$ with the following conditions on the time and space steps:

\[h \leq 6\lambda, \quad k \leq \frac{h}{\lambda + h/3}.
\]

In that case, using equation (4.11), we can compute coefficients to be used in boundary conditions (5.1) as

\[
\begin{pmatrix}
\beta_{u,u}^1 & \beta_{u,v}^1 \\
\beta_{u,v}^1 & \beta_{v,v}^1
\end{pmatrix} = \begin{pmatrix} 0 & -1/6 + q/\lambda \\ 0 & -1/3 \end{pmatrix}, \quad \begin{pmatrix} \beta_{u,u}^{-1} & \beta_{u,v}^{-1} \\
\beta_{v,u}^{-1} & \beta_{v,v}^{-1}\end{pmatrix} = \begin{pmatrix} 0 & 1/6 - q/\lambda \\ 0 & -1/3 \end{pmatrix},
\]
\[
\begin{pmatrix}
\rho_{u,u}^0 & \rho_{u,v}^0 \\
\rho_{v,u}^0 & \rho_{v,v}^0
\end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & -4/3 \end{pmatrix},
\]
\[
\begin{pmatrix} \gamma_u^1 \\
\gamma_v^1
\end{pmatrix} = \begin{pmatrix} -q/2\lambda \\ 1/3 \end{pmatrix}, \quad \begin{pmatrix} \gamma_u^0 \\
\gamma_v^0\end{pmatrix} = \begin{pmatrix} 0 \\ 4/3 \end{pmatrix}, \quad \begin{pmatrix} \gamma_{u,u}^{-1} \\
\gamma_{v,v}^{-1}\end{pmatrix} = \begin{pmatrix} q/2\lambda \\ 1/3 \end{pmatrix}.
\]

(6.6)

To sum up, we have handled an (AHO)$^3$ scheme, using coefficients (6.5) in scheme (4.5) and coefficients (6.6) in boundary conditions (5.1). To be more precise, the scheme can be written in the case $q = \lambda$ as:

\[
\begin{pmatrix}
\frac{w_{i+1}^n - w_i^n}{k} - \lambda \frac{w_{i+1}^n - w_i^n}{h} \\
\frac{z_{i+1}^n - z_i^n}{k} + \lambda \frac{z_{i+1}^n - z_i^n}{h}
\end{pmatrix} = \begin{pmatrix} 1/3(z_{i}^n - w_i^n) + 1/6(z_{i+1}^n - w_i^n) \\
1/3(w_{i}^n - z_i^n) + 1/6(w_{i-1}^n - z_i^n)
\end{pmatrix} + \frac{1}{24 \lambda} f_{i-1}^n - \frac{1}{3 \lambda} f_i^n - \frac{5}{24 \lambda} f_{i+1}^n,
\]

(6.7)
with boundary conditions

\[ u_0^{n+1} = \left( 1 - \frac{k}{h} \right) u_0^n + \frac{k}{h} u_1^n - \frac{k}{h} \left( 1 - \frac{5}{6\lambda} \right) v_1^n - \frac{k}{2\lambda} f_1^n, \]
\[ u_M^{n+1} = \left( 1 - \frac{k}{h} \right) u_M^n + \frac{k}{h} u_{M+1}^n + \frac{k}{h} \left( 1 - \frac{5}{6\lambda} \right) v_M^n + \frac{k}{2\lambda} f_M^n. \]  

(6.8)

Let us remark that it is not possible to find a fourth order scheme under the form (4.5), since it leads to incompatible relations between the coefficients of the matrices \( B^\ell \) and \( D^\ell \). It may be possible to find a higher order scheme by increasing the stencil of discretisation of the source, but in that case, it would be more difficult to deal with boundary conditions and stability properties.

7. Consistency, stability and convergence. Let \( w, z \) be the solutions to system (4.3) and set \( \omega = \begin{pmatrix} w \\ z \end{pmatrix} \). We define the truncation error for the scheme (4.5) by

\[
T\omega(x_i, t_n) = \frac{\omega(x_i, t_{n+1}) - \omega(x_i, t_n)}{k} + \frac{\Lambda}{2h} (\omega(x_{i+1}, t_n) - \omega(x_{i-1}, t_n)) - \frac{q}{2h} (\omega(x_{i+1}, t_n) - 2\omega(x_i, t_n) + \omega(x_{i-1}, t_n)) - \sum_{\ell=1,0,1} B^\ell \omega(x_{i+\ell}, t_n) - \sum_{\ell=-1,0,1} D^\ell F(x_{i+\ell}, t_n)
\]

Theorem 7.1 (Consistency). For every AHO scheme, which satisfies conditions (6.4), we have that, for all \( x_i, 1 \leq i \leq M \) and \( t_n, n > 0 \),

\[
|T\omega(x_i, t_n)| \leq C(k + h),
\]

where \( C \) depends on the coefficients of the scheme, the second derivatives of the solution \( \omega \) and the first derivatives of the function \( F \).

Proof. Using a Taylor expansion, equation (4.3) and consistency relations (6.4), we find that

\[
T\omega(x_i, t_n) = \frac{k}{2} \partial_t \omega(x_i, t_n) + \frac{h^2}{6} \Lambda \partial_{xx} \omega(x_i, t_n) - \frac{h}{2} Q \partial_{xx} \omega(x_i, t_n) - hC \omega(x_i, t_n) - h(B^1 - B^{-1}) \partial_x \omega(x_i, t_n) - hE(F(x_i, t_n) - h(D^1 - D^{-1}) \partial_x F(x_i, t_n) + O(k^2 + h^2),
\]

which gives the proof. \( \square \)

Stability for the boundary conditions (5.1). To establish stability results for the set of boundary conditions (5.1), let us rewrite them in diagonal variables. The conditions (5.1) become now, for \( q = \lambda \), and setting \( \delta = \frac{\lambda k}{h} \):

\[
z_0^{n+1} = w_0^{n+1} = (1 - \delta) w_0^n + \delta w_1^n - k \beta_{1,u}^1 w_0^n + \frac{k}{2} (\beta_{1,u}^1 - \beta_{1,v}^1) w_1^n + \frac{k}{2} (\beta_{1,u}^1 + \beta_{1,v}^1) z_1^n + \frac{k}{2\lambda} \gamma_1^1 f_1^n,
\]
\[ u_M^{n+1} = z_{M+1}^{n+1} = (1 - \delta) z_M^{n+1} + \delta z_M^n - k \beta_{1,u}^1 z_M^n + \frac{k}{2} (\beta_{1,u}^1 - \beta_{1,v}^1) z_M^n + \frac{k}{2} (\beta_{1,u}^1 + \beta_{1,v}^1) w_M^n - \frac{k}{2\lambda} \gamma_1^1 f_M^n. \]  

(7.1)
Therefore, in order to prove the $L^\infty$ and the $L^1$ stability in the case $q = \lambda$, we rewrite the scheme (4.9) under a matrix form using previous conditions (7.1). Setting $Y^n = (w^n_0, \ldots, w^n_M, z^n_1, \ldots, z^n_{M+1})^T$ and $F^n = \frac{1}{2\lambda} (0, -f^n_1, \ldots, -f^n_M, f^n_1, \ldots, f^n_M, 0)^T$, we have:

$$Y^{n+1} = A(\delta)Y^n + kBY^n + kDF^n,$$

where

$$A(\delta) = (1 - \delta)I_{2M, 2M} + \delta \begin{pmatrix} 0 & 1 & & (0) & & (0) \\ & & \ddots & & & \\ & & & 0 & 1 & \\ (0) & & & & 1 & \\ & & & & \ddots & \ddots \\ (0) & & & & & 1 \end{pmatrix},$$

$$B = \begin{pmatrix} 0 & \cdots & 0 & 0 & \cdots & 0 \\ b^{-1}_{1,1} & b^0_{1,1} & b^1_{1,1} & (0) & b^{-1}_{1,2} & b^0_{1,2} \\ & \ddots & \ddots & \ddots & & \ddots \\ & & 0 & b^{-1}_{1,1} & b^0_{1,1} & b^1_{1,1} \\ & & \ddots & \ddots & \ddots & \ddots \\ & & & 0 & b^{-1}_{1,2} & b^0_{1,2} & b^1_{1,2} \\ 0 & \cdots & (0) & b^{-1}_{2,1} & b^0_{2,1} & b^1_{2,1} \\ & \ddots & \ddots & \ddots & \ddots & \ddots \\ & & & 0 & b^{-1}_{2,2} & b^0_{2,2} & b^1_{2,2} \\ -\beta^1_{u,u} & 1/2(\beta^1_{u,u} - \beta^1_{u,v}) & & & & b^1_{1,1} \\ b^1_{2,1} & & & & & \\ & 1/2(\beta^1_{u,u} + \beta^1_{u,v}) & & & & \\ & & & & & b^1_{2,1} \\ 0 & \cdots & (0) & \gamma^1_{u} & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \ddots & \ddots \\ d^0_{1,1} & d^1_{1,1} & (0) & d^0_{1,2} & d^1_{1,2} & (0) \\ d^{-1}_{1,1} & \ddots & \ddots & d^{-1}_{1,2} & \ddots & \ddots \\ & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \ddots & \ddots & \ddots & \ddots & \ddots \\ & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & \gamma^1_{u} & \cdots & 0 \
\end{pmatrix}.$$
Remark 3. We first notice that, since $0 \leq \delta \leq 1$, we have $\|A(\delta)\|_1 = 1$ and that $\|A(\delta)\|_\infty = 1$, whatever the size of the matrix. We also remark that $\|\mathcal{B}\|_1$, $\|\mathcal{B}\|_\infty$, $\|\mathcal{D}\|_1$, $\|\mathcal{D}\|_\infty$ are independent of the size of the matrix.

Theorem 7.2 ($L^\infty$ and $L^1$ Stability). Let $0 \leq \delta \leq 1$ and $t_n = nk$. The solution $Y^n$ to the numerical scheme (7.2), which is just scheme (4.9) with boundary conditions (5.1), can be bounded by

$$\|Y^n\|_1 \leq e^{t_n\|\mathcal{B}\|_1} \left(\|Y^0\|_1 + t_n\|\mathcal{D}\|_1 \max_{0 \leq j \leq n-1} \|F^j\|_1\right).$$

The same bound holds for the $L^\infty$ norm.

Proof. We obtain $Y^n = A(\delta)^n Y^0 + k \sum_{j=1}^{n} A(\delta)^{j-1} (\mathcal{B}Y^{n-j} + \mathcal{D}F^{n-j})$, which leads to $\|Y^n\|_1 \leq \|Y^0\|_1 + k \|\mathcal{B}\|_1 \sum_{j=0}^{n-1} \|Y^j\|_1 + nk \|\mathcal{D}\|_1 \max_{0 \leq j \leq n-1} \|F^j\|_1$. We can also prove by induction that

$$\|Y^n\|_1 \leq (1 + k \|\mathcal{B}\|_1)^n \|Y^0\|_1 + (1 + k \|\mathcal{B}\|_1)^n t_n \|\mathcal{D}\|_1 \max_{0 \leq j \leq n-1} \|F^j\|_1,$$

which achieves the proof. \qed

Now that consistency and stability are proven, let us state a convergence result. We define the convergence error at time $t_n$ as

$$e_n(h, k) = \max_{1 \leq i \leq 2M+2} |Y^n_i - T^n_i|,$$

where $T^n$ is the vector $T^n = (w(x_0, t_n), \ldots, w(x_M, t_n), z(x_1, t_n), \ldots, z(x_{M+1}, t_n))^T$ given by the solution of system (4.3) with initial value $T^0$. The vector $Y^n$ is given by the scheme (7.2) with initial vector $Y^0$ such that $Y^0 = T^0$. By using the Lax equivalence Theorem, we can prove the following convergence result.

Theorem 7.3 (Convergence). For every smooth solution to problem (4.2), with a smooth function $f$, the approximation given by the scheme (4.9), with the boundary conditions (5.1), converges and we have the following estimate of the numerical error:

$$e_n(h, k) \leq C e^{-t_n\|\mathcal{B}\|_\infty} t_n (k + h). \quad (7.3)$$


8.1. Comparison upwind vs AHO schemes. Let us first compare the standard upwind scheme (3.6) with the second and third order AHO schemes with boundary conditions (5.1) for the system (4.2). To be more precise, we will consider

1. the (AHO)$^2$ defined by matrices (6.1), namely scheme (6.2),
2. the (AHO)$^3$ defined by matrices (6.5) and $E = \frac{1}{12\lambda} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$, namely scheme (6.7).

Here, we will choose an explicitly given $f$ vanishing at the boundaries, for which we can compute explicitly the stationary solution of system (4.2).

Let us consider $f(x) = Cx(1 - x)$ on the domain $[0, L]$. In that case, the explicit stationary solution is $u(x) = \frac{M}{L} + C \left( \frac{x^2}{2} - \frac{x^3}{3} - \frac{L^2}{12}(2 - L) \right)$, $v(x) = 0$, $x \in [0, 1]$, where
where $M = \int_{0}^{L} u_0(x) dx$ is the mass of the initial datum $u_0$. We display our numerical simulations in Figure 3, with $L = 1$, $\lambda = 10$, $C = 40000$, $u_0$ the constant function equal to 35 and $v_0$ the null function such that the stationary solution is equal to $u(x) = 35 + 400 \left( \frac{x^2}{2} - \frac{x^3}{3} - \frac{1}{12} \right)$, $v(x) = 0$, $x \in [0, 1]$. We notice that for the function $u$, the three schemes, namely upwind, (AHO)$^2$ and (AHO)$^3$ give equivalent results, obviously with a different accuracy. However, for the function $v$, the upwind scheme does not vanish as it should be, whereas AHO schemes do.

In Figure 4 we present some plots of the errors in the $L^1$ norm at a logarithmic scale for the different schemes using as an exact solution the explicit stationary solution and the same initial data as above. Considering the error in the $L^\infty$ norm gives exactly the same results. We can see that the three schemes have the expected orders for the function $u$, namely one for upwind, two for (AHO)$^2$ and three for (AHO)$^3$. As for the function $v$, upwind and (AHO)$^3$ are of the right order whereas the error for (AHO)$^2$ is so small that the numerical order estimate cannot be handled properly. In the following Table 1, we display the slopes of the straight lines shown at Figure 4.
Table 1

<table>
<thead>
<tr>
<th>Function</th>
<th>Upwind scheme</th>
<th>(AHO)$^2$ scheme</th>
<th>(AHO)$^3$ scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function $u$</td>
<td>1.0913</td>
<td>2.0061</td>
<td>3.2916</td>
</tr>
<tr>
<td>Function $v$</td>
<td>0.9995</td>
<td>×</td>
<td>2.9935</td>
</tr>
</tbody>
</table>

8.2. **The (AHO) schemes for the chemotaxis system.** Let us consider now the hyperbolic system for chemotaxis (1.1) and compare the different schemes mentioned in Subsection 8.1 for that system.

For the (AHO)$^2$ scheme, we will use scheme (6.2) for the hyperbolic part coupled with the Crank-Nicolson discretization for the parabolic part, written as the third equation of system (3.6). The coupling in the hyperbolic system is made through the discretization of $\Phi_x$ which is given in equation (3.5).

However, when we use the (AHO)$^3$ scheme (6.7) for the hyperbolic part, we also need to be more accurate in the discretization of the parabolic part. Thus, we will use a parabolic AHO scheme of order 4, namely a scheme which is generally of order two, but it is order four on stationary solutions. Notice that, in principle, it should be possible to approximate the parabolic equation using the schemes proposed in [30], which share in some sense the spirit of the Well-Balanced schemes, namely they use an approximation of the exact local stationary solutions at the interface of the cells to integrate the different contributions of the schemes. However, in the present problem, it is difficult to isolate a specific stationary solution, since in general we could have an infinity of such solutions. So, to keep our scheme as simple as possible, we decided to apply our AHO approach also to the parabolic term.

Let us write more precisely the discretization for the equation $\phi_t - D \phi_{xx} = au - b\phi$ with the same notations used in Section 3. Using a Taylor expansion, as we did for instance at section 4, we obtain the following scheme

$$\phi_i^{n+1} = \phi_i^n + \frac{k}{h^2} (\phi_{i+1}^n - 2\phi_i^n + \phi_{i-1}^n) + \frac{ak}{12} (u_{i+1}^n + 10u_i^n + u_{i-1}^n) - \frac{bk}{12} (\phi_{i+1}^n + 10\phi_i^n + \phi_{i-1}^n),$$

which has an order 4 truncation order when we insert the stationary solutions of the equation $-D \phi_{xx} = au - b\phi$. Let us notice that the discretization is still done keeping our stencil on 3 points only.

A crucial step in making our scheme higher order, is to use a fourth order discretization of $\Phi_x$ on a 4 points stencil. We use here the following formula in (AHO)$^3$:

$$\Phi_x^n = \frac{1}{h} \left( \frac{1}{22} (-5\phi_3^n + 28\phi_2^n - 23\phi_1^n), \frac{1}{132} (-11\phi_3^n + 90\phi_3^n - 9\phi_2^n - 70\phi_1^n), \right. \left. \cdot \cdot \cdot , \frac{1}{12} (-\phi_{j+2}^n + 8\phi_{j+1}^n - 8\phi_{j-1}^n + \phi_{j-2}^n) \cdot \cdot \cdot , \frac{1}{132} (11\phi_{M-3}^n - 90\phi_{M-2}^n + 9\phi_{M-1}^n + 70\phi_M^n), \frac{1}{22} (5\phi_M^n - 28\phi_{M-1}^n + 23\phi_M^n) \right),$$

with $(\Phi_x^n)_0 = (\Phi_x^n)_M = 0$ on the boundaries.

8.3. **Comparison upwind vs AHO schemes for the chemotaxis system** (1.1). In this section, we present a comparison between the standard upwind scheme presented at section 3 and the AHO schemes of section 6, coupled with the parabolic part using the ideas of the previous subsection. In problem (1.1), let us choose the coefficients $a = b = 1$ and the velocity $\lambda = 10$. In the following, we will always take at
$t = 0, \phi = u$ and $v = 0$. The initial condition for $u$ will be specified later on according to the different cases we consider. We will also always use as space and time steps $h = 1/90$ and $k = 5 \times 10^{-4}$ unless differently specified. Let us finally notice that we do not impose a fixed final time to our simulations, which are stopped when the residues decrease below the value $10^{-11}$. That is why the final times mentioned below are all different.

Let us consider solutions with a mass equal to 1135, that is to say solutions after the first bifurcation point. In the case of a symmetric perturbation of the constant state, the asymptotic state for the function $u$ should be the constant state. In that case, the upwind scheme (3.6) behaves very well and gives similar results to the more complex AHO schemes, see [19]. Now, in the case the asymptotic state is a non-constant one, namely with in the case of an initial datum being a non-symmetric perturbation of constant state, we can see in Figure 1 that although all schemes give equivalent results for functions $u$ and $\phi$, the function $v$ is not null for the upwind scheme, whereas it is for the AHO schemes. Functions are displayed at final time $T = 10$.

Now, we consider solutions with a mass equal to 4100, that is to say solutions after the second bifurcation point. We begin with a symmetric perturbation of 4100. According to [29] (see also [19]), the asymptotic solutions $u$ and $\phi$ should be symmetric non-constant functions with derivatives that vanish three times, two at the boundaries and one in the middle of the interval. The function $\phi$ should have a minimum equal to 4062 and a maximum equal to nearly 4140. In that case, the same phenomenon as before occurs, which is: upwind scheme gives good results, except for the function $v$. We also compare the two AHO schemes and we can see that the order two scheme gives better results for $v$ than the order three one for a fixed space step, as shown in Figure 5.

Fig. 5. The mass of the solution is equal to 4100 and the initial datum is a symmetric perturbation of constant state equal to 4100. On the left, the asymptotic state for $u$ is displayed for different AHO schemes and on the right, the same for $v$. We used as space and time steps $h = 1/90$, $k = 5 \times 10^{-4}$ and final time $T = 20$.

Finally, we consider a non-symmetric perturbation of the constant function equal to 4100. In that case, the asymptotic state for $u$ is a function highly concentrated near the origin. We can see, on the left and in the middle of Figure 6, that the standard upwind scheme gives wrong results not only for the function $v$, but also for the function $u$ for a time equal to $T = 0.5$, which is the time just before the stop in the computation due to the explosion of the numerical solution. However, AHO
schemes converge and we can see, on the right of Figure 6, the asymptotic solutions obtained for the same initial data using both AHO schemes. We can also notice that an accurate result is obtained with boundary condition (5.1), whereas boundary condition (3.3) gives clearly a wrong computation.

![Figure 6](image)

**Fig. 6.** The mass of the solution is equal to 4100 and the initial datum is a non-symmetric perturbation of constant state equal to 4100. We used as space and time steps $h = 1/90$, $k = 5 \times 10^{-4}$ and time $T = 0.5$ (on the left and in the middle). On the left, the function $u$ is displayed for some different schemes and in the middle, the function $v$. We notice that upwind scheme gives wrong results for the function $v$, but also for the function $u$, since upwind scheme explodes within a short time, i.e. the time at which solutions are displayed here. Asymptotic states are however reached with AHO schemes and are displayed on the right in red stars. Therefore the apparent lack of accuracy of the AHO schemes on the two first pictures is due to the fact that, at that time, we are still far from the asymptotic state. On the right, we can also notice the good behavior of boundary condition (5.1), unlike boundary condition (3.3).

### 8.4. Order of the AHO schemes in the case of the system (1.1) of chemotaxis.

We investigate now the actual numerical order of our schemes. In that case, since it is difficult to compute an approximation of the exact asymptotic solution with a sufficient accuracy for small values of $h$, we plot the quantity $\|u_h - u_{h/2}\|$ as a function of $h$, where $u_h$ is the approximation obtained with space step $h$. Let us notice that in that case the slope of the straight lines still gives the order of the considered schemes. In Figure 7, the error for the function $u$ is shown on the left and the error for the function $v$ on the right in $L^1$ norm. The initial condition is a non-symmetric perturbation of the constant state equal to 1135.

First, we can notice that for the function $v$, the standard upwind scheme is just order one, $(\text{AHO})^3$ scheme is indeed of order three, but the $(\text{AHO})^2$ scheme gives so small errors that the order computation is not reliable. These results perfectly correspond to the ones of Figure 4 for an hyperbolic system with an explicitly given source term. Besides, the results concerning the function $u$ are fully coherent: upwind scheme is order one, $(\text{AHO})^2$ scheme is order two and $(\text{AHO})^3$ scheme is order three as expected thanks to the appropriate discretization of the parabolic part described in Subsection 8.2. The behavior of the approximation of $\phi$ has exactly the same behavior as the one for the function $u$. In Table 2, we display the slopes of the straight lines shown at Figure 7.
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Fig. 7. Log-log plot of the error, namely the quantity $||u_h - u_{h/2}||$ in $L^1$ norm as a function of the space step for three different schemes (upwind, $(AHO)^2$, $(AHO)^3$). The error for the functions $u$ and $v$ are displayed on the left and on the right respectively. The initial condition for $u$ and $\phi$ is a non-symmetric perturbation of the constant state equal to 1135. We took different space steps between $5 \times 10^{-4}$ and $10^{-2}$, time steps equal to $k = h/2\lambda$ and convergent final time equal to $T = 50$.

<table>
<thead>
<tr>
<th>Function $u$</th>
<th>Upwind scheme</th>
<th>$(AHO)^2$ scheme</th>
<th>$(AHO)^3$ scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
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<td>2.0925</td>
<td>3.0075</td>
</tr>
<tr>
<td>Function $v$</td>
<td>0.9778</td>
<td>×</td>
<td>2.9936</td>
</tr>
</tbody>
</table>
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