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Abstract

Sheet metal forming processes often involve complex loading sequences. To improve the prediction of some undesirable phenomena, such as springback, physical behavior models should be considered. This paper investigates springback behavior predicted by advanced elastoplastic hardening models which combine isotropic and kinematic hardening and take strain-path changes into account. A dislocation-based microstructural hardening model formulated from physical observations and the more classical cyclic model of Chaboche have been considered in this work. Numerical implementation was carried out in the ABAQUS software using a return mapping algorithm with a combined backward Euler and semi-analytical integration scheme of the constitutive equations. The capability of each model to reproduce transient hardening phenomena at abrupt strain-path changes has been shown via simulations of sequential rheological tests. A springback analysis of strip drawing tests was performed in order to emphasize the impact of several influential parameters, namely: process, numerical, and behavior parameters. The effect of the two hardening models with respect to the process parameters has been specifically highlighted.
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1. Introduction

The development of new grades of sheet metals with high performances, such as combined ductility and strength, greatly improves the quality of the final products. Examples in the automotive industry include crash resistance and weight reduction to improve fuel efficiency. However, several undesirable phenomena are observed during the forming of such materials which compromise the formed part. Springback is one of the most significant drawbacks of these new sheet materials. This phenomenon has been investigated by many authors (e.g. Mattiasson et al., 1995; Pourboghrat and Chu, 1995; He and Wagoner, 1996; Carden et al., 2002; Li et al., 2002; Lee et al., 2005a, 2005b). In studying springback, much attention is given to its accurate evaluation whether by analytical computations or by finite element (FE) simulations. In this context, it is important to have a deep understanding of the influence of all factors (process, numerical, behavior). This understanding permits the identification of the predominant factors and how their interaction affects the final shape prediction.

Proper material behavior description has been identified in many works as one of the most important factors to consider for springback predictions via FE simulations. During the last decades, many models have been formulated at different scales (micro, meso and macroscopic) to describe the elastoplastic behavior of sheet metals. In sheet metal forming simulations, phenomenological (macroscopic scale) models are widely used, since they present a good compromise between the model accuracy and process simulation computation time. The mathematical theory of elastoplasticity is now well understood since the works of Hill (1950) and more recently those of Lemaitre and Chaboche (1990), Khan and Huang (1995) and others. These works give a general framework for the development of more advanced behavior models (initial and induced anisotropy).

The description of the hardening during complex loading paths has received considerable attention. For simple applications, the Swift’s and Voce’s laws are widely used to reproduce the isotropic hardening during monotonic loading paths. However, strain-path changes induce more complex phenomena which must be considered in the constitutive model. To reproduce the decrease in flow stress upon reverse loading (Bauschinger effect), Prager (1956) and Ziegler (1959) proposed linear evolution laws for back-stress – the variable describing the kinematic hardening. Armstrong and Frederick (1966) proposed a non linear evolution for this type of hardening, which has been successively improved to reproduce the Bauschinger effect, the ratcheting effect in fatigue etc. (Chaboche, 1986, 1989; Lemaitre and Chaboche, 1990; Ohno and Kachi, 1986; Ohno and Wang, 1993a, 1993b; Abdel-Karim and Ohno, 2000; Geng, 2000; Gau and Kinzel, 2001). Several back-stress variables with different evolution laws are often combined in these models. Chun et al. (2002a, 2002b) further improved the cyclic hardening model of Chaboche by considering different back-stress evolution laws for the monotonic loading and the reverse loading. In their approach, several back-stress laws are deactivated upon loading reversal in order to obtain a different flow stress saturation level. Chung et al. (2005), Geng et al. (2002), Geng and Wagoner (2002), Khan and Huang (1995), proposed modified versions of Chaboche models by considering some of the kinematic hardening parameters as functions of the effective
plastic strain. Recently, Choi et al. (2006a, 2006b) added rotational hardening for the
description of the multi-axial elastoplastic behavior.

Since hardening is essentially due to the dislocation microstructure and its evolution,
attempts have been made to describe their effect on hardening at a macroscopic scale.
Following this approach, Teodosiu and Hu (1995, 1998), Teodosiu (1997) proposed a
microstructure-based model representing not only the monotonic or reverse loading, but
also the whole range between the two, including the particular case of orthogonal strain-
path. More precisely, the introduction of physically-motivated internal variables that
describe the evolution of the persistent dislocation structures allowed new transient
phenomena to be modeled. Stagnation, softening and rapid change in work hardening
rate – as observed during abrupt, two-stage sequential rheological tests – for a wide
range of sheet metals are well described with this model (Bouvier et al., 2003).

In the current paper, the plastic anisotropy induced by hardening has been modeled
by the microstructural hardening model proposed by Teodosiu and Hu (1998). The
model can be coupled with any yield potential to take into account initial anisotropy.
The corresponding constitutive equations are implemented in the ABAQUS software
using the return mapping algorithm. A combined Euler implicit and asymptotic
integration scheme is used to evaluate internal state variable evolution. The classical
cyclic hardening model of Chaboche, combining the Armstrong-Frederick’s and Voce’s
laws, is deduced as a particular case by setting some material parameters of the
Teodosiu-Hu model to zero.

Springback is considered in this work, as one of the most challenging simulation
tasks, in order to investigate the impact of hardening models on the accuracy of sheet
metal forming simulations. In parallel, the sensitivity of springback predictions to
purely numerical aspects of the simulation is also addressed. The well-known strip-
sequence tests are used for this analysis. Two different die and strip geometries and two
materials – each of them being described with the two hardening models – have been
used to generate the results discussed in the paper.

The paper is structured in three parts. In the first one, a general framework of the
constitutive equations is developed, based on the large deformation theory. Both
hardening models considered in this paper are shown to fit this general framework. The
second part deals with the numerical implementation of these models. The main aspects
of the time integration algorithm are developed and the consistent tangent modulus is
given in a compact form for each model. In the last part, the FE predictions of these
models are analysed. Their respective potential to reproduce transient features of the
hardening is investigated by means of rheological test simulations. Finally, a detailed
springback analysis is performed using several geometries, holding forces, and
materials.

2. Constitutive equations

The phenomenological elastoplastic modeling adopted here is rate independent
(without viscous effects) and restricted to cold deformation. The material is initially
stress-free (well annealed state) and homogeneous. As previously mentioned, the two
hardening models employed fall under the category of classic elastoplastic
phenomenological modeling. They utilize a hypo-elastic law defining the stress rate with respect to the elastic strain rate, a yield criterion delimiting the elastic zone, a plastic flow rule and a set of internal state variable evolution laws defining the work hardening during plastic deformation.

2.1. Kinematics

Since the sheet undergoes large deformations in metal forming, the elastoplastic behavior is described by rate constitutive equations. In order to achieve material objectivity, objective rates must be used. Consequently, the constitutive models are often written in a convenient frame in order to simplify their formulation and further, their FE implementation. A short description of the large deformation theory used in many FE codes is recalled here.

The kinematics of large elastoplastic deformation are based on the multiplicative decomposition of the deformation gradient $F$ into plastic part $F^p$ and elastic part $F^e$, i.e.

$$\textbf{F} = \textbf{F}^e \cdot \textbf{F}^p, \quad \textbf{F}^e \equiv \textbf{(I + e)} \cdot \textbf{R} \quad (1)$$

In the last equation, the elastic strains are considered small with respect to unity, which is always true for sheet metals; nevertheless, large rotations are rigorously considered. Here, $\textbf{I}$ is the second order identity tensor, $\textbf{e}$ is the symmetric tensor of small elastic strain ($|\textbf{e}| \ll 1$), and $\textbf{R}$ is the rotation tensor. The velocity gradient $\textbf{L}$, the strain rate tensor $\textbf{D}$ and the material spin $\textbf{W}$ are given by:

1. $\textbf{L} = \dot{\textbf{F}} \cdot \textbf{F}^{-1} = \dot{\textbf{R}} \cdot \textbf{R}^T + \dot{\textbf{e}} + \textbf{R} \cdot \dot{\textbf{F}}^p \cdot \left(\textbf{F}^p\right)^{-1} \cdot \textbf{R}^T \quad (2.a)$
2. $\textbf{D} = \frac{1}{2} (\textbf{L} + \textbf{L}^T) = \dot{\textbf{e}} + \textbf{D}^p, \quad \textbf{W} = \frac{1}{2} (\textbf{L} - \textbf{L}^T) \quad (2.b)$

where $\dot{\textbf{e}}$ and $\textbf{D}^p$ are the objective time derivative of the elastic strain tensor and the plastic strain rate, respectively, given by the following expressions:

$$\dot{\textbf{e}} = \textbf{e} + \textbf{e} \cdot \dot{\textbf{R}} \cdot \textbf{R}^T - \dot{\textbf{R}} \cdot \textbf{R}^T \cdot \textbf{e}, \quad \textbf{D}^p = \textbf{R} \cdot \left[ \dot{\textbf{F}}^p \cdot \left(\textbf{F}^p\right)^{-1} \right]^{sym} \cdot \textbf{R}^T \quad (3)$$

where ${}^{sym}$ designates the symmetric part.

The elastoplastic constitutive equations require the use of such objective rates. A very convenient approach consists of reformulating these equations in terms of rotation-compensated variables. More precisely, if $\textbf{A}$ and $\textbf{S}$ designate second and fourth order tensors, respectively, the corresponding rotation-compensated tensors are defined as follows:

$$\dot{\textbf{A}}_{ij} = \dot{\textbf{R}}_{ki} \textbf{R}_{kj} \textbf{A}_{kl}, \quad \dot{\textbf{S}}_{ijkl} = \dot{\textbf{R}}_{pi} \textbf{R}_{pq} \textbf{R}_{rk} \textbf{S}_{pqrs} \quad (4.a)$$
where $\mathcal{R}$ is an orthogonal rotation matrix, generated by a skew-symmetric spin tensor $\Omega$ using $\mathcal{R} \cdot \mathcal{R}' = \Omega$.

The main interest of this approach is that objective derivatives defined like in Eq. (3) by $\dot{A} = \dot{A} + A \cdot \Omega - \Omega \cdot A$, are simply related to the material time derivatives of their rotation-compensated counterparts via equations similar to Eq. (4.a), *i.e.*

$$\dot{\hat{A}}_{ij} = \mathcal{R}_{ki} \mathcal{R}_{lj} \hat{A}_{kl}, \quad \dot{\hat{S}}_{ijkl} = \mathcal{R}_{pi} \mathcal{R}_{qj} \mathcal{R}_{rk} \mathcal{R}_{sl} \hat{S}_{pqrs} \quad (4.b)$$

For example, the Jaumann derivative is obtained by setting $\boldsymbol{W} = 0$, while using $\mathcal{R} = \mathcal{R}$ leads to the Green-Naghdi derivative. Jaumann rates are considered throughout the present work.

Note that this transformation preserves the norms, defined by $|A| = \sqrt{A_{ij}A_{ij}}$ and $|S| = \sqrt{S_{ijkl}S_{ijkl}}$. In the following sections, all variables are written in the co-rotational frame, that is to say, with the rotation-compensated variables. Consequently, simple time derivatives are involved in the constitutive equations, making them identical in form to a small-strain formulation. For simplicity the superposed hat ($\hat{\cdot}$) is omitted thereafter.

### 2.2. Constitutive model framework

The Cauchy stress rate $\dot{\boldsymbol{\sigma}}$ is given by the hypo-elastic law

$$\dot{\boldsymbol{\sigma}} = \mathbf{C} : \dot{\mathbf{D}} = \mathbf{C} : \left( \mathbf{D} - \mathbf{D}^p \right) \quad (5)$$

where $\mathbf{C}$ is the fourth order tensor of the elastic constants, while $\mathbf{D}$ and $\mathbf{D}'$ are the strain rate and elastic strain rate tensors, respectively. The plastic strain rate tensor $\mathbf{D}^p$ is given by the associated flow rule:

$$\mathbf{D}^p = \dot{\lambda} \frac{\partial F}{\partial \sigma} = \dot{\lambda} \mathbf{V} \quad (6)$$

where $\mathbf{V}$ is the flow direction normal to the yield surface defined by the potential $F$, and $\dot{\lambda}$ is the plastic multiplier to be determined from the loading-unloading criterion. This can be expressed in Kuhn-Tucker form as

$$F = \sigma'(\sigma' - \mathbf{X}) - Y \leq 0 \quad (7.a)$$

$$\dot{\lambda} \geq 0 \quad (7.b)$$

$$F \dot{\lambda} = 0 \quad (7.c)$$

where $\sigma'$ is the equivalent stress, a function of $\sigma'$ (the deviatoric part of the Cauchy stress) and the back-stress $\mathbf{X}$, whereas $Y$ is the size of the yield surface.
If the hardening is governed by the rate equations of the form

\[ \dot{Y} = H_y \dot{\lambda}, \quad \dot{X} = H_x \dot{\lambda} \]  

(8)

the consistency condition \( \dot{F} = 0 \) leads to

\[ \dot{\lambda} = \frac{V : C : D}{V : C : V + V : H_x + H_y} \]  

(9)

This expression can be used for any particular yield surface and hardening laws in the form of Eq. (8). The analytical elastoplastic tangent modulus can then be derived as

\[ C^{ep} = C - \alpha \frac{(C : V) \otimes (V : C)}{V : C : V + V : H_x + H_y} \]  

(10)

where \( \alpha = 1 \) for plastic loading and 0 otherwise. If the tensor \( C \) is isotropic, these expressions are further simplified giving

\[ \dot{\lambda} = \frac{2GV : D}{2G|V|^2 + V : H_x + H_y} \]  

(11)

and

\[ C^{ep} = C - \alpha \frac{4G^2V \otimes V}{2G|V|^2 + V : H_x + H_y} \]  

(12)

where \( G \) is the elastic shear modulus.

So far, the material model has been kept in a general analytical form. The yield function is defined by the equivalent stress \( \sigma \) and its gradient \( V \), while the hardening is defined by \( H_y \) and \( H_x \). It is important to note that all internal state variables (denoted by the vector \( y \)) are governed by rate equations of the type

\[ \dot{y} = H_y \dot{\lambda} \]  

(13)

Thus, a general time integration scheme can be built for any hardening model or yield function (see section 3.1). Several yield functions can be introduced in order to model the initial anisotropy; however, since the paper focuses on the hardening models, the quadratic Hill’48 yield surface (Hill, 1950) is adopted here. This model is defined by

\[ \bar{\sigma} = \sqrt{T : M : T} \]  

(14)
where \( \mathbf{T} = \sigma' - \mathbf{X} \) is the effective stress and \( \mathbf{M} \) is a fourth order tensor containing the six anisotropy coefficients of Hill.

### 2.3. Hardening models

As for the initial plastic anisotropy, several hardening models can be introduced in the framework of phenomenological elastoplasticity. The classical cyclic hardening model of Chaboche and the dislocation-based microstructural model of Teodosiu and Hu (1998) are considered in this work.

#### 2.3.1. Classical cyclic hardening model

This hardening model (see e.g. Chaboche, 1991) describes isotropic and kinematic hardening with two internal state variables. These variables are a scalar variable \( R \), describing the isotropic hardening, and a second order tensorial variable \( \mathbf{X} \), describing the kinematic hardening. The variable \( \mathbf{X} \) allows reproduction of the Bauschinger effect.

The isotropic hardening evolution gives the variation of the yield surface size \( Y \) by

\[
Y = Y_0 + R
\]

where \( Y_0 \) is the initial value of the yield stress. The evolution of \( R \) is given by the Voce’s law:

\[
\dot{R} = C_R (R_{sat} - R) \dot{\lambda} = H_R \dot{\lambda}
\]

where \( C_R \) characterizes the saturation rate of \( R \) and \( R_{sat} \) is its saturation value.

The kinematic hardening gives the translation of the yield surface in the stress space. Its evolution law is given by an Armstrong-Frederick-type law described by:

\[
\dot{\mathbf{X}} = C_X (X_{sat} \mathbf{n} - \mathbf{X}) \dot{\lambda} = \mathbf{H_X} \dot{\lambda}
\]

where \( C_X \) and \( X_{sat} \) are material parameters characterizing the saturation rate and saturation value of \( \mathbf{X} \), respectively, while \( \mathbf{n} = \mathbf{T}/\|\mathbf{T}\| \) is the saturation direction. Note that \( \mathbf{n} \) is parallel to the plastic strain rate tensor for the von Mises yield surface, and that the scalar function \( H_y \) in Eqs. (8), (9) and (10) is found from

\[
H_y = H_R = C_R (R_{sat} - R)
\]

This model is considered as a reference in the current work, since it is widely used in literature to take into account the Bauschinger effect in metal forming simulations. Moreover, this model is available in many commercial FE codes, including Abaqus.
2.3.2. Dislocation-based microstructural model

This advanced hardening model is able to reproduce not only the Bauschinger effect but also other transient hardening phenomena observed during two-stage sequential rheological tests. It is based on physical considerations, mainly the description of the evolution of the so-called planar persistent dislocation structures (PPDS) and their contribution to the hardening of the material. Proper description of PPDS evolution mechanisms will reproduce the elementary transient phenomena observed on stress-strain curves.

This model involves four internal state variables: $R$, $X$, $S$ and $P$. The variable $R$ is a scalar, while $X$ and $P$ are second order tensors and $S$ is a fourth order tensor. Note that $R$, $X$ and $S$ have units of stress and $P$ is unitless. The presentation of the model follows the original paper of Teodosiu and Hu (1998).

The yield surface size is given as function of $R$ and $S$ by

$$Y = Y_0 + R + f |S|$$

(19)

where $R$ describes the contribution of the randomly distributed dislocations to the isotropic hardening. Its evolution law is given by the Voce’s law, Eq. (16). The term $f |S|$ represents the effect of PPDS on isotropic hardening, where $S$ describes the directional strength of the PPDS and $f$ is a material parameter.

The kinematic hardening evolution law, described by the back-stress variable $X$, is given by Eq. (17). Nevertheless, the saturation value $X_{sat}$ is no longer a material parameter in this model, but a function of the internal state variable $S$. This dependency of $X_{sat}$ on the $S$ variable is assumed of the form

$$X_{sat} = X_0 + (1 - f) |S| \sqrt{r + (1-r) \beta_s^2}$$

(20)

where $X_0$ is the initial value of $X_{sat}$ and $r$ is a material parameter. The ratio $\beta_s = S_D/|S|$ is a measure of the change in orientation of the current strain rate tensor with respect to the PPDS (Teodosiu and Hu, 1995). This parameter is therefore considered to be an indicator of strain-path change. It evolves between 0 (orthogonal loading) and 1 (monotonic or reverse loading).

Experimental observations indicate that the PPDS associated with the current direction of the strain rate evolve quite differently from the rest of the PPDS during strain-path change. The variable $S$ is therefore decomposed into two parts: $S_D$ (scalar) and $S_L$ (fourth order tensor), where $S_D$ represents the strength associated with the currently active slip systems, whereas $S_L$ is associated with the latent part of the PPDS. The decomposition of $S$ takes the following form

$$S_D = N : S : N, \quad S_L = S - S_D N \otimes N$$

(21)
where $\mathbf{N} = \mathbf{D}^p / |\mathbf{D}^p|$ and represents the plastic strain rate direction. The evolution laws of $S_D$ and $S_L$ are given by

\begin{align}
\dot{S}_D &= C_{SD} \left[ g \left( S_{sat} - S_D \right) - h S_D \right] \dot{\lambda} = H_{S_D} \dot{\lambda} \quad (22.a) \\
\dot{S}_L &= -C_{SL} \left( \frac{|S_L|}{S_{sat}} \right)^{n_L} S_L \dot{\lambda} = H_{S_L} \dot{\lambda} \quad (22.b)
\end{align}

where $S_{sat}$ and $C_{SD}$ are the saturation value and rate of $S_D$, respectively, while $C_{SL}$ and $n_L$ characterize the saturation rate of $S_L$. The functions $g$ and $h$ have been introduced in order to capture transient hardening after a change in strain-path. Their assumed mathematical forms are given below:

\begin{align}
g &= \begin{cases} 
  1 - \frac{C_p}{C_{SD} + C_p} \frac{S_D}{S_{sat}} - \mathbf{P} : \mathbf{N} & \text{if } \mathbf{P} : \mathbf{N} \geq 0 \\
  (1 + \mathbf{P} : \mathbf{N})^{n_p} \left( 1 - \frac{C_p}{C_{SD} + C_p} \frac{S_D}{S_{sat}} \right) & \text{otherwise}
\end{cases} \\
h &= \frac{1}{2} \left( 1 - \frac{\mathbf{X} : \mathbf{N}}{X_{sat} \mathbf{n} : \mathbf{N}} \right) \quad (23.b)
\end{align}

In these expressions $n_p$ is a material parameter and $\mathbf{P}$ is the internal state variable describing the polarity of the PPDS. Its evolution law is given by

$$\ddot{\mathbf{P}} = C_p (\mathbf{N} - \mathbf{P}) \dot{\lambda} \quad (24)$$

where $C_p$ characterizes the polarization rate of the PPDS.

From Eqs. (21) and (22), one can obtain the time derivative of the norm, $|S| = \sqrt{|S_L|^2 + S_n^2}$, of the $\mathbf{S}$ tensor as

$$\ddot{|S|} = \frac{1}{|S|} \left[ H_{S_D} S_D - C_{SL} \left( \frac{|S_L|}{S_{sat}} \right)^{n_L} |S_L|^2 \right] \dot{\lambda} = H_{|S|} \dot{\lambda} \quad (25)$$

Thus the scalar function $H_y$ in Eqs. (8), (9) and (10) is deduced for this model as

$$H_y = H_R + f H_{|S|} \quad (26)$$
3. Numerical implementation

The elastoplastic models introduced above have been implemented in the static implicit code ABAQUS/Standard. At each equilibrium iteration, a displacement increment is predicted in each node of the mesh. From this, the kinematics equations are employed to calculate the strain increment at each integration point of the finite elements. These steps are carried out by the FE code, so only the resolution of the constitutive equations (state update) needs to be performed to verify the equilibrium state at the end of the loading increment. In the following, we develop the state update methodology as well as the consistent tangent modulus, necessary to achieve the equilibrium state at the end of each loading increment.

3.1. Discrete form of the constitutive equations

In the previous section, Eqs. (5) to (7) and (13) were shown to completely define the constitutive model. The FE implementation of such a model requires the numerical integration of these equations over a time increment, from a known state at time $t_n$ to the unknown state at $t_{n+1}$ – given the total strain increment $\Delta \varepsilon$. The most widely used method is the fully implicit, backward Euler integration scheme (e.g. Hughes, 1984; Simo and Taylor, 1985; Ortiz and Popov, 1985). This method leads to the following discrete form of the constitutive equations

$$
\Delta \sigma = C:\left(\Delta \varepsilon - \Delta \varepsilon^p\right) \tag{27.a}
$$

$$
\Delta \varepsilon^p = \Delta \lambda \nu_{n+1} \tag{27.b}
$$

$$
F_{n+1} = \bar{\sigma}(T_{n+1}) - Y(y_{n+1}) = 0 \tag{27.c}
$$

$$
\Delta y = h_i(y_{n+1}, \sigma_{n+1}, \Delta \lambda) \tag{27.d}
$$

where $\Delta(\cdot) = (\cdot)_{n+1} - (\cdot)_{n}$, while $h_i$ is a function that will be defined in section 3.2. This is a system of four equations (tensorial and scalar) with the four unknowns $\sigma_{n+1}$, $\Delta \varepsilon^p$, $\Delta \lambda$ and $y_{n+1}$. A general method for the direct resolution of this kind of system has been proposed by Keavey (2001). Nevertheless, no applications of this approach have been made where the number of internal variables becomes large (e.g. more than fifty scalar equations for the Teodosiu-Hu model). In practice, this would imply a significant increase in computation time as well as possible convergence difficulties due to the nonlinearity of the constitutive equations. Consequently, most existing implementations (Hartmann and Haupt, 1993; Alves, 2003; De Montleau et al., 2004) attempt to reduce the size of the nonlinear system to be solved. The nonlinearity of advanced elastoplastic constitutive models often requires the development of specific time-integration algorithms, including e.g. sub-stepping (Yoon et al., 1999; Abdel-Karim, 2005; Khoei and Jamali, 2005). Generally convergent algorithms for elastoplasticity have been recently proposed (Armero and Pérez-Foguet, 2002; Pérez-Foguet and Armero, 2002), which avoid the need for specific algorithms in most cases.
Several methods can be adopted for the time integration of the internal state variables evolution laws such as Eq. (13). Let us restrict our development to a particular case where the discrete form \( y_{n+1} \), given in Eq. (27.d), can be written under the explicit form

\[
y_{n+1} = h_z(T_{n+1}, \Delta \lambda)
\]  

(28)

More details will be given in the next section.

The remaining equations – i.e. Eqs. (27.a) to (27.c) can now be rearranged and further simplified without any assumption, by considering the following steps:

- Take the deviatoric part of (27.a);
- Substitute \( \Delta e^\rho \) from (27.b) to (27.a);
- Substitute \( y_{n+1} \) from (28) to (27.c);
- Explicitly write \( C \) for the case of linear, isotropic elasticity (although this is not required for the current development, this is almost always the case and it simplifies the final equations).

Moreover, a careful analysis of the equations in section 2 suggests \( T \) as unknown in the final system, instead of \( \sigma \). Indeed, \( \sigma \) enters Eqs. (27.b) to (27.d) exclusively as part of \( T \); equation (27.a) can be easily adapted to this change of variable.

With these transformations, Eq. (27) becomes

\[
T_{n+1} - \sigma_n^\prime - 2G\Delta e^\prime + 2G\Delta \lambda V_{n+1}(T_{n+1}) + X_{n+1}(T_{n+1}, \Delta \lambda) = 0
\]

(29.a)

\[
F_{n+1} = \bar{\sigma}(T_{n+1}) - Y(y_{n+1}(T_{n+1}, \Delta \lambda)) = 0
\]

(29.b)

Since the expressions of the internal state variables can all be substituted here from Eq. (28), it follows that Eq. (29) provides the final, reduced form of the constitutive model in its discrete form. The system size is reduced to six (five components of the symmetric, deviatoric tensor \( T \), plus \( \Delta \lambda \)) in a general 3-D analysis. After solving this system by the Newton-Raphson method and then updating the internal state variables using Eq. (28), the Cauchy stress is updated using the relation:

\[
\sigma_{n+1} = \sigma_{n+1}^\prime + \sigma_{n+1}^s
\]

(30)

with \( \sigma_{n+1}^s \) (spherical part of the Cauchy stress tensor) and \( \sigma_{n+1}^\prime \) is deduced from the relations

\[
\sigma_{n+1}^s = \frac{1}{3} tr(\sigma_{n+1}^s) = \frac{1}{3} tr(\sigma_n) + K tr(\Delta e)
\]

(31.a)

\[
\sigma_{n+1}^\prime = T_{n+1} + X_{n+1}
\]

(31.b)

where \( K \) is the elastic bulk modulus.
3.2. Update of the internal variables

In the framework of the implicit integration, several choices are available to integrate the evolution equations of the internal state variables, \( \dot{y} = h(\sigma, y) \dot{\lambda} \). The Backward Euler scheme leads to an update equation of the form \( \Delta y = h(\sigma_{n+1}, y_{n+1}) \Delta \lambda \). Applying this scheme to Eq. (17), for example, generates the following update equation for the back-stress \( X \):

\[
X_{n+1} = \frac{1}{1 + C_X \Delta \lambda} \left( X_n + C_X X_{sat} \Delta \lambda n_{n+1} \right)
\]

Nevertheless, for some evolution equations, an analytical integration can be performed. This is the case for a particular form of saturation-type equations, where an accurate asymptotic integration has been proposed (Freed and Walker, 1992) and has been adopted in many FE implementations (e.g. Chaboche and Cailletaud, 1996; Abaqus, 2003). For many other cases, a similar semi-analytical integration can be performed under some hypotheses and the result still can be more accurate than the Backward Euler formula (Hoferlin et al., 2001; Balan and Teodosiu, 1999). Consider Eq. (17) again as an example. It is possible to separate variables \( X \) and \( \lambda \) and analytically integrate this equation, provided that \( n \) is considered constant over the increment (and equal to its value at the end of the increment). This hypothesis is consistent with Eq. (27.b), where \( V \) is also considered constant and equal to its value at the end of the increment. By applying this approach, explicit and independent update equations can be obtained for the Teodosiu-Hu model, under the following form:

\[
X_{n+1} = X_n e^{-C_X \lambda} + X_{sat} n_{n+1} \left(1 - e^{-C_X \lambda} \right)
\]

\[
R_{n+1} = R_n + (R_{sat} - R_n) \left(1 - e^{-C_X \lambda} \right)
\]

\[
P_{n+1} = P_n + (N_{n+1} - P_n) \left(1 - e^{-C_X \lambda} \right)
\]

\[
S_{n+1}^D = S_n^D e^{-C_X \lambda} + S_{sat} \frac{g}{(g + h)} \left(1 - e^{-C_X \lambda} \right)
\]

\[
S_{n+1}^L = \left| S_{n+1}^L \right| S_{n+1}^L = \left| S_n^L \right| \frac{n_L}{n_{sat}} + S_{sat} \left| S_n \right| \frac{C_{SL}}{\Delta \lambda}
\]

\[
S_{n+1} = S_{n+1}^L + S_{n+1}^D \otimes N_{n+1}
\]

\[
\left| S \right|_{n+1} = \sqrt{\left| S_{n+1}^L \right|^2 + S_{n+1}^D}
\]

Note that the functions \( g \) and \( h \) in the expression for \( S_{sat}^D \) as well as \( X_{sat} \) are assumed equal to their values of the beginning of the increment. These approximations are suggested by the structure of the model and the phenomena it describes. Indeed, from physical and experimental observations (Teodosiu and Hu, 1998; Teodosiu, 2003), the evolutions of \( S_{sat}^D \) and \( X_{sat} \) are known to be much slower than those of \( D^V \), \( \sigma \) or \( X \) which are evaluated implicitly, along with all other internal variables. From a numerical perspective, these approximations allow the Teodosiu-Hu model to fit the requirements.
of Eq. (28), and reduce the size of the nonlinear system to be solved by an order of magnitude.

3.3. **Consistent tangent modulus**

The convergence rate of the Newton-Raphson resolution of the equilibrium equations depends on the form of the tangent modulus to be introduced as stated in several works, e.g. (Hughes, 1984) and (Simo and Taylor, 1985). This consistent modulus should be derived from the constitutive equations used to update the state variables. It relates linearly the variation of the Cauchy stress increment to the infinitesimal variation of the strain increment that produced it, *i.e.*

\[
D(\Delta\sigma) = C^{\text{const}} : D(\Delta\epsilon) \tag{34}
\]

To compute this modulus, the incremental forms of the hypoelastic law and the plastic flow rule, *i.e.* Eqs. (27.a) and (27.b) are differentiated. This gives the following equations:

\[
\begin{align*}
D(\Delta\sigma) &= C : \left[D(\Delta\epsilon) - D(\Delta\epsilon^p)\right] \\
D(\Delta\epsilon^p) &= D(\Delta\lambda V) = D(\Delta\lambda)V + \Delta\lambda D(V)
\end{align*} \tag{35.a, 35.b}
\]

where

\[
D(V) = \frac{\partial V}{\partial T} : D(T) = Q : D(T) \tag{36}
\]

and, from the differentiation of Eq. (29.b):

\[
D(\Delta\lambda) = \frac{1}{H} \left( V - \frac{\partial Y}{\partial T} \right) : D(T) \tag{37}
\]

with

\[
H = \frac{\partial Y}{\partial \Delta\lambda} = \frac{\partial R}{\partial \Delta\lambda} + f \frac{\partial |S|}{\partial \Delta\lambda} \tag{38}
\]

Replacing \(D(\Delta\lambda)\) and \(D(V)\) by their corresponding expressions in Eq. (35.b) yields a linear relationship between \(D(\Delta\epsilon^p)\) and \(D(T)\), *i.e.*

\[
D(\Delta\epsilon^p) = \left[ \frac{1}{H} V \otimes \left( V - \frac{\partial Y}{\partial T} \right) + \Delta\lambda Q \right] : D(T) \tag{39}
\]

With the differentiation of Eq. (29.a) and after some rearranging, a linear relation is obtained between \(D(T)\) and \(D(\Delta\epsilon)\), *i.e.*
\[ D(T) = 2GA^{-1} : D(\Delta \varepsilon) \] (40)

with
\[ \Lambda = I_4' + 2G \left[ \frac{1}{H} V \otimes \left( V - \frac{\partial Y}{\partial T} \right) + \Delta \lambda Q \right] + \frac{\partial X}{\partial T} \left[ \frac{1}{H} \frac{\partial X}{\partial \Delta \lambda} \otimes \left( V - \frac{\partial Y}{\partial T} \right) \right] \] (41)

where \( I_4' \) is the fourth order symmetric and deviatoric identity tensor.

By replacing \( D(T) \) by its expression in Eq. (39) and then \( D(\Delta \varepsilon^p) \) in Eq. (35.a), a linear relation is finally obtained between \( D(\Delta \sigma) \) and \( D(\Delta \varepsilon) \), thus defining thus the consistent tangent modulus, i.e.
\[ C_{\text{const}} \frac{D(\Delta \sigma)}{D(\Delta \varepsilon)} = K(1 \otimes 1) + 2G I_4' - \alpha 4G^2 \left[ \frac{1}{H} V \otimes \left( V - \frac{\partial Y}{\partial T} \right) + \Delta \lambda Q \right] : \Lambda^{-1} \] (42)

where \( \alpha = 1 \) for elastoplastic loading and \( \alpha = 0 \) otherwise.

Note that this consistent tangent modulus is evaluated with the updated variables.

3.4. Time integration algorithm

The return mapping algorithm, used by many authors and adopted here, assumes an elastic prediction and a plastic correction (when required). This allows for a straightforward implementation of the Backward Euler scheme and also provides an effective numerical counterpart of the loading-unloading conditions (Eq. (7)), as stated e.g. by Hughes (1984). The resulting constitutive algorithm is outlined in Table 1. This algorithm has been implemented in the FE code Abaqus, in the form of a UMAT routine. The cyclic hardening model is available in the commercial version of Abaqus and has been used here for validation, by means of one-element simulation of the tensile test. The corresponding stress-strain curves are plotted in Fig. 1. The present implementation not only accurately fits the reference Abaqus simulation, but this accuracy is achieved even for very large strain increments – up to 30% of strain in one single increment. Since the regular strain increments in a sheet forming simulation never exceed 1% strain, the accuracy of the presented time integration scheme is thus largely satisfactory.

4. Applications

In this section, the role played by the selected hardening models in the springback prediction is investigated. The Teodosiu-Hu model was originally developed for mild steels, which exhibit very typical transition zones after strain-path change: early yielding and large hardening rates, followed by distinct plateaux (or even softening after orthogonal strain-path change) – and finally resumption of hardening at larger strains. It is for these reasons that a mild steel sheet has been considered in this study.
Nevertheless, the currently growing interest for the accurate prediction of springback mainly concerns sheet metals with increased light-weighting potential for the automotive industry, *e.g.* high strength steels. Thus a dual phase (DP) steel is also considered, since the Teodosiu-Hu model has been shown to successfully predict the dual phase steels hardening behavior (Haddadi et al., 2006). Dual phase steels exhibit both a considerable Bauschinger effect and an increased amount of springback as compared to mild steels. Lee et al. (2005b) have shown that the springback of dual phase steels is comparable to the one of aluminum alloys. This is due to their similar maximum yield stress vs. elastic modulus ratio. Although the accurate description of the hardening of steels requires combined isotropic-kinematic hardening models, their yield surface can be successfully described by the classical Hill’48 yield function. It is important to note that the choice of the yield function (and its parameters) is a key factor for an accurate springback prediction when anisotropic, non-quadratic yield surfaces are required (Yoon et al., 1999, Geng and Wagoner 2002). Thus the choice of two steels is consistent with the focus on the influence of hardening.

Once a constitutive model has been chosen to describe a material behavior, the corresponding material parameters must be identified. Parameter identification for combined isotropic-kinematic hardening models is a challenging task since the required reverse straining of sheet materials leads rapidly to wrinkling when compressive stresses are developed. Numerous experimental procedures have been proposed for the parameter identification of isotropic-kinematic hardening models. Original tension-compression tests for sheet materials have been proposed by Kuwabara et al. (1995) using fork-shaped dies and by Boger et al. (2005) and Lee et al. (2005a) using flat dies for lateral compression to prevent buckling. The shear test has been successfully used (Miyauchi, 1984a,b; Genevois, 1992; Rauch, 1998; Barlat et al., 2003) for reverse loading at large strains. An identification procedure for advanced hardening models has been proposed by Teodosiu and Hu (1998), Haddadi et al. (2001; 2006), Bouvier et al. (2006), based on shear and tensile tests. Complete sets of parameters obtained by this identification procedure have been published, for several steels and aluminum alloys. Parameters for advanced hardening models including those of Chaboche and Teodosiu are listed in several references.

The main interest of this identification approach is that large amounts of pre-strain (up to 30% in shear) are used in both uniaxial tension and simple shear, followed by large amounts of subsequent strain (typically 50%) in simple shear. As we shall see later, these values are typical for the strip drawing simulations performed in the current work. Consequently, when the accurate description of the experimental tests is enforced during the parameter identification phase, almost the whole range of pre-strains and subsequent strains induced by our applications is considered.

For the purpose of the current work, the material parameters of a mild steel and a DP steel are selected from (Haddadi et al., 2003), which correspond to the two material models investigated. Table 2 shows the Hill’48 initial anisotropy parameters of the two materials and Table 3 contains the corresponding hardening parameters – for both models.

In what follows, the respective ability of the two models to predict rheological strain-path changes is investigated. Whereas the impact of the yield surface on the simulations
of sheet forming and particularly on springback is well recognized, different hardening models are often shown in literature to predict similar springback, when the compared models include both isotropic and kinematic hardening (3DS Benchmarks, 2002; Alves, 2003; Lee et al., 2005b). Two geometries of the strip-drawing test are used in order to address the usefulness of the Teodosiu-Hu model for springback simulations. The numerical efficiency and robustness of the numerical implementation is also addressed in the context of the draw-bend test simulations.

4.1. **Rheological tests simulation**

A set of typical rheological tests was simulated to illustrate the behavior reproduced by the two hardening models. These are monotonic tests (tensile or shear), reverse (Bauschinger) shear tests with several amounts of pre-stain and an orthogonal test (tension followed by shear). These tests have been used by Teodosiu and Hu (1998) to emphasize the main strain-path-change effects on hardening. All tests are considered along the rolling direction. Fig. 2 and 3 overview the capability of the two models to predict the transient behavior after abrupt strain-path change, represented in terms of true stress versus true strain for the uniaxial tensile tests and shear stress versus amount of shear for the shear tests. As underlined by Bouvier et al. (2003), the predictions of the two models differ especially in the transition zone after abrupt strain-path changes – while their monotonic responses are almost identical. The Teodosiu-Hu model provides an improved capability to describe the real transient hardening behavior for a wide range of sheet metals (Teodosiu and Hu, 1995, 1998; Bouvier et al., 2003).

From Fig. 2 and 3, the comparison between the predictions of the microstructural and classical models shows several differences during strain-path change. For the mild steel (see Fig. 2a), the Teodosiu-Hu model exhibits rapid work hardening followed by stagnation and then resumption of work hardening after loading reversal. The plateau length increases with increasing pre-strain. We also note that the phenomenon of rapid hardening immediately followed by softening in the orthogonal test is well reproduced. As shown in Fig. 3a, these transient phenomena cannot be captured with the classical model. It is noteworthy that several evolutions of the classical model significantly improve its predictions. As far as reverse loading is concerned, most of the recent hardening models cited in section 1 (e.g. Abdel-Karim and Ohno, 2000; Geng, 2000; Chun et al., 2002a and 2002b, Chung et al., 2005, Geng et al., 2002, Geng and Wagoner, 2002) would provide a better fit of both the transient and the saturation zones. The models of Yoshida et al. (2002a, 2002b) also predict accurately the stagnation and resumption of strain hardening in reverse loading, while involving fewer parameters than the Teodosiu-Hu one. The later has nevertheless the ability to describe other strain-path changes – e.g. orthogonal – due to its more physical background.

The transient phenomena are less pronounced for the dual phase steel, as can be seen in Fig. 2b, since the work hardening at the beginning of the second path in the reverse test is less rapid and the plateau is shorter than for the mild steel. It is noteworthy that the length of this plateau also increases with the increase in pre-strain. In the orthogonal path, the shear flow stress does not exceed that of monotonic shear at the transient stage. Similar observations are found by Yoshida et al. (2002a and 2002b) on a cyclic loading by tension/compression.
Clearly, the predictions of the two models differ under non-monotonic strain-paths, while they are similar under monotonic loading. Thus, their strain-path dependency will be the unique source of difference in sheet metal forming simulations, such as the strip drawing springback analysis hereafter.

4.2. Springback simulations for the strip drawing test

The strip drawing test (see Fig. 4) has been proposed as a springback benchmark test at the NUMISHEET’93 (1993) conference. Since then, this test has been recognized as a reference benchmark test both for the experimental investigation of metal sheets and also for the validation of numerical simulations (Mattisson et al., 1995; He and Wagoner, 1996; Duffett et al., 2002; Sabourin et al., 2002; Lee et al., 2005b; Dongjuan et al., 2006; Firat, 2006). This test is used here to highlight the effect of the hardening models, combined with process and numerical parameters. Some of the most important geometrical characteristics of the test are the ratios $L/W$, $D/W$, and $T/R$, where $W$ is the punch width, $L$ is the initial strip length, $D$ is the drawing stroke, $T$ is the sheet thickness and $R$ is the punch/die radius. Springback is not only larger for larger values of these ratios, but the simulation is also more challenging and more sensitive to the modeling parameters. Two test geometries are investigated; their corresponding geometrical parameters are given in Table 4.

The numerical simulation of both the drawing and the springback steps is performed with the static implicit code Abaqus/Standard. Given the small radii/thickness ratios, the sheet is modeled with solid elements for a better accuracy. For computing time convenience, all the simulations are performed using plane strain solid elements. This choice is sufficient for comparison purposes. It is important to note, however, that for a more rigorous simulation, three-dimensional effects should also be taken into account. Also, the tools are simply modeled using rigid surfaces.

4.2.1. “Smooth” test geometry

Several physical and numerical factors have been identified in the literature to have a considerable influence on springback. A general sensitivity study has been realized in this work, using the so-called smooth geometry. Three of the most representative series of simulations are shown in Fig. 5. This figure illustrates the influence of the blank holding force (BHF), the hardening law and the finite element formulation.

The impact of the BHF as a process parameter is highlighted in Fig. 5a. The amount of springback is inversely proportional to the BHF. Indeed, the increase of the BHF increases the stretching force on the sheet which becomes the predominant loading as compared to bending. Consequently, the stress distribution is more uniform and the residual bending moment is smaller as the BHF increases. This means that upon unloading, springback should decrease with increased BHF. Experimental tests systematically confirm this tendency for different material grades (see e.g. Chu, 1991; NUMISHEET’93 Benchmark Problem, 1993; Kuwabara et al., 1996).

The effect of the hardening model is almost absent in this simulation. Even extreme cases of purely isotropic hardening law or purely kinematic have little impact. The parameters of these simplified models – described by Eqs. (16) and (17), respectively –
have been identified using a single tensile stress-strain curve and the values are given in Table 5. Finally, the hardening curve has also been directly input in Abaqus as a table of stress-strain data – the simplest way to describe hardening in a FE code. As shown in Fig. 5b, and as pointed out by several authors (e.g. Bouvier et al., 2005; Lee et al., 2005b), there is no significant difference in the amount of springback even when using these three simple models, despite the fact that the predictions of a reverse shear test would be very different (see Fig. 7 in next section). This result is due to the low thickness/die radius ratio, combined with a significant friction force. Indeed, when a uniform stretching is superposed on pure bending, the stress gradient in the thickness is reduced and for a given amount of stretch, all stress values in a section will have the same sign. In this case, there will be no stress reversal during draw-bending and the only useful part of the hardening model would be its monotonic aspect. This hypothesis is further investigated in the next section.

Several numerical parameters are known to influence the prediction of springback. Li et al. (2002) have investigated in detail the impact of the number of through-thickness integration points, the difference between solid and shell elements etc. Here, the analysis is restricted to plane strain two-dimensional solid elements and to a fixed number of integration points through the thickness (four layers of elements through the thickness, i.e. eight integration points). Nevertheless, three different formulations of such elements, available in Abaqus/Standard, have lead to somewhat different springback profiles. The reduced integration element overestimates springback since its stiffness is too low, as compared to fully integrated elements. This FE phenomenon is due to the so-called hourglass modes or zero-energy modes which require an efficient stabilization technique. On the other hand, fully integrated linear elements are known to be too stiff, especially when loaded in bending, due to shear, and sometimes volume, locking. It is for these reasons that the linear plane strain element CPE4I of Abaqus (2003) is preferred in this work. This element provides selective reduced integration to prevent volume locking for almost incompressible (e.g. plastic) behavior, as well as incompatible modes additional degrees of freedom to prevent shear locking (Simo and Armero, 1992). These elements are particularly designed for an accurate description of bending strains. Moreover, the aspect ratio of the elements has been kept equal to one for all the simulations in order to preserve an optimal accuracy. This also allowed for a satisfactory number of elements along the radii of the punch and the die. In the worst case, the turning angle did not exceed 5.5°. Up to 5400 elements have been required to ensure these conditions for all the simulations given in the next section.

Nevertheless, it is important to note that the impact of the finite element formulation can be as important as the hardening law. For applications where greater accuracy is required, the development of advanced constitutive models may also require the development of accurate finite elements (see e.g. Yoon et al., 1999).

In conclusion, there is significant influence of the blank holding force, FE formulation and other numerical factors (Haddag et al., 2005) on the springback for this geometry. However, this geometry is not very sensitive to the hardening model. This makes such geometries not suitable to compare the two material models under study. Consequently, a different test geometry has been used in the following section for this purpose, since it exhibits “sharper” dimensions.
4.2.2. “Sharp” test geometry

To highlight the influence of the hardening model on springback, a second strip drawing test geometry has been considered (Till and Raab, 2005). Indeed, the radii of the die and punch are smaller, thus inducing a stronger strain-path change over the die radius by bending/unbending with stretching during the drawing sequence. Hence, both the transient hardening and springback predicted by the two hardening models should differ.

As stated in several works (e.g. Pourboghrat and Chu, 1995; Carden et al., 2002; Geng and Wagoner, 2002; Lee et al., 2005a, 2005b; Haddag et al., 2004, 2005), the bending/unbending (with or without stretching) of the sheet is the principal mode of deformation that affects springback. The unbending sequence can be considered as a reverse loading and therefore the reverse shear test can be used as a typical representation of this mode of deformation, in order to interpret the difference on springback predicted with the two hardening models. Fig. 6 shows the reverse shear curves, predicted by the two models, at two amounts of pre-strain (10 and 30%) and for each material. It is noteworthy that these two particular pre-strain levels have been used for the identification of the constitutive parameters, as indicated in the appendix.

The predictions of the two models differ strongly under non-monotonic strain-path, while they coincide under monotonic loading. Thus, the predicted springback can be almost model-independent (as it has been the case for the “smooth” geometry and as reported in literature), if the sheet undergoes a stretch-dominated strain history. Nevertheless, if the strain history becomes bending-dominated, the stress distribution at the end of the forming simulation will strongly depend on the material model – implying different results in terms of springback. As a general trend, one can conclude that for a wide range of strain following the stress reversal, the classical model overestimates the stresses with respect to the microstructural one; only for the mild steel, a different situation may be expected for small post-reversal strains. Consequently, an overestimated springback should be expected with the classical model. The simpler, purely isotropic or kinematic hardening models, should provide the extreme springback values in most cases, as suggested by their rheological predictions in Fig. 7. The predictions of these simple models are only provided in the paper as they represent well known academic bounds, while isotropic and kinematic hardenings occur simultaneously in the two advanced models compared in the current work.

The second test geometry has been selected to investigate the validity of this intuitive development. Fig. 8 and 9 show the springback predicted with the different models and for each material, corresponding to this new geometry. A high and a low BHF are used for each material. In these test conditions, higher strain levels are reached during the simulations. More specifically, the maximum amount of pre-strain at the end of the bending sequence ranges from 0.13 to 0.32 (equivalent strain), depending on sheet thickness, constitutive model and holding force. On one hand, one can conclude that the range of pre-strains is covered reasonably well by the rheological tests used for the parameter identification. On the other hand, these strains are about three times larger than the pre-strain levels reached with the “smooth” geometry.
For the mild steel (see Fig. 8), there is a significant difference in the amount of springback as predicted by the two combined hardening models; the classical model predicts a larger springback for each BHF. This result correlates well with the previous intuitive statements based on the analysis of the stress reversal behavior. One can reasonably conclude that for this material and geometry, the bending/unbending loading is the predominant effect compared to the stretch due to the applied BHF. The predictions of the isotropic and the kinematic hardening models confirm this conclusion.

For the high strength steel (Fig. 9), however, a larger springback is obtained with the microstructural model when the low BHF is applied. The interpretation of this result simply from the reverse loading analysis is not straightforward, since the classical model still overestimates the stress during the second loading path, as shown in Fig. 6b – thus the same tendency should be obtained as for the mild steel. A realistic interpretation should take into account the actual strain history and the resulting stress distributions in the part before springback. It is obvious from Table 4 that, since the thickness of the two materials is not the same, the strain levels and the corresponding stress distributions through the thickness will be different as compared to the mild steel simulation. Thus, simple and general trends and interpretations cannot be easily deduced for such applications and the accurate numerical simulation of the process is required.

Again, when the stretching becomes important with respect to the bending, the difference in the amount of springback given by the two hardening models tends to vanish. This is achieved here by considerably increasing the blank holding force (see the high BHF in Fig. 9).

The computational efficiency of the numerical implementation has been analyzed for these springback simulations. For this purpose, all the simulations have been performed with the same number of time increments (11000 increments during the entire simulation). Table 6 gives the total number of equilibrium iterations of the finite element code required for each simulation and for each material model. This table clearly indicates the current implementation is as efficient as the built-in constitutive algorithms of Abaqus. Moreover, as shown in Table 7, the computing time is not affected by the use of the Teodosiu model, in comparison to the Chaboche model or even to the Abaqus built-in models. This performance is due to two factors. First, in a static implicit FE code the CPU time is mainly related to the equilibrium resolution. Thus the constitutive algorithm has a reduced impact on the total computing time. Moreover, the nonlinear systems solved by the constitutive algorithms developed here have the same size for both material models. The solution time is therefore identical, although the accuracy and complexity of the two models are very different.

5. Conclusion

Two combined isotropic-kinematic hardening models, the classical Chaboche model and the microstructural Teodosiu-Hu model, are compared in this paper in order to show the impact of the transient hardening on springback. These models differ in their capability to reproduce the transient hardening phenomena which occur upon abrupt strain-path changes; the Teodosiu-Hu model is known to provide a better description of
two-stage experimental tests. An implicit time integration algorithm has been developed and implemented in a FE code to simulate sheet metal forming processes. A springback analysis has been performed by means of a strip drawing benchmark test. The influence of the hardening model has been specifically highlighted. The following concluding remarks can be drawn:

- An implicit state update algorithm for a category of time independent, anisotropic, large strain elastoplasticity models has been developed and described in detail. The Chaboche model and the Teodosiu-Hu model are shown to fall into this category. This paper provides a framework for the numerical implementation of these models that can be readily applied to other similar models.

- The numerical implementation of this algorithm in the commercial FE code Abaqus/Standard is accurate and robust enough to simulate sheet forming operations, like the strip drawing tests analyzed in this paper. The computing time of the FE simulations does not depend on the selected hardening model, although the number of internal variables, as well as the complexity of the modeled behavior is very different between the two models.

- For the simulation of many forming operations, the choice of hardening law is less important than the uncertainty of other simulation parameters (mesh size, element type, number of integration points). The “smooth” geometry considered in this paper is an example of this type of operation.

- For some forming operations, however, the choice of hardening law is more important than these uncertainties. The “sharp” geometry considered in this paper falls into this category.

One should note that in these tests the predominant strain path is the strain reversal, due to the bending-unbending sequence; there is no orthogonal strain-path change. For such cases, other models (e.g. Chun et al. 2002, Yoshida et al. 2002) can also provide accurate simulations. For more complex industrial processes, e.g. involving multi-step operations, one can expect to further improve the simulation accuracy by using more physically-based models, such as the Teodosiu-Hu model.
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Figure captions

Fig 1. Simulation of a tensile test with the classical model; validation of the numerical implementation.

Fig. 2. Rheological predictions with the microstructural model. a) Mild steel and b) Dual phase steel. UT: uniaxial tension; SS: simple shear; BS: Bauschinger shear at 10, 20 and 30% of pre-strain; OR: uniaxial tension up to 10% of pre-strain followed by simple shear in the same direction.

Fig. 3. Rheological predictions with the classical model. a) Mild steel and b) Dual phase steel. UT: uniaxial tension; SS: simple shear; BS: Bauschinger shear at 10, 20 and 30% of pre-strain; OR: uniaxial tension up to 10% of pre-strain followed by simple shear in the same direction.

Fig. 4. The strip drawing test geometry.

Fig. 5. “Smooth” test geometry: shape of the strip after springback. Influence of a) the blank holding force (BHF), b) the hardening model and c) the formulation of the finite element.

Fig. 6. Comparison between the two hardening models in the reverse shear test at 10 and 30% amount of pre-strain: a) Mild steel and b) Dual phase steel.

Fig. 7. Predictions of the simple shear test, after 10% of pre-strain in shear in the opposite direction, with the purely isotropic hardening, the purely kinematic hardening, the classical Chaboche model and the microstructural (Teodosiu) model. a) Mild steel and b) DP steel.

Fig. 8. “Sharp” test geometry: shape of the strip after springback. Influence of the hardening model and of the blank holding force (BHF) for the mild steel a) Low blank holder force (BHF=24kN); b) High blank holder force (BHF=72kN).

Fig. 9. “Sharp” test geometry: shape of the strip after springback. Influence of the hardening model and of the blank holding force (BHF) for the Dual phase steel. a) Low blank holder force (BHF=84kN); b) High blank holder force (BHF=324kN).
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Table 1
Return mapping algorithm over one increment in the co-rotational frame

1. Input data: strain increment, stress and internal state variables: $\Delta \varepsilon$, $\sigma_n$ and $y_n$
2. Elastic prediction: $\sigma_{n+1}^{\text{el}} = \sigma_n + C : \Delta \varepsilon$
3. Check the yield criterion: $F_{n+1}^{\text{el}} = F\left(\sigma_{n+1}^{\text{el}}, y_n\right) < 0$?
4. If elastic behavior then:
   - State update: $\sigma_{n+1} = \sigma_{n+1}^{\text{el}}$ and $y_{n+1} = y_n$ → go to 8.
   - Otherwise (i.e. elastoplastic behavior), continue.
5. Initialize: $T_{n+1} = \sigma_{n+1}^{\text{el}} - X_n$ and $\Delta \lambda = 0$
6. Update $T_{n+1}$ and $\Delta \lambda$ by solving Eq. (29) by Newton-Raphson.
7. State update:
   - $y_{n+1}$ with Eq. (28)
   - $\sigma_{n+1}$ with Eqs. (30) and (31)
8. Compute the consistent tangent modulus $C^{\text{cons}}$ with Eq. (42).
9. Return $\sigma_{n+1}$ and $C^{\text{cons}}$ to check the equilibrium state.
Table 2
Initial anisotropy: Hill’48 parameters for the two steels

<table>
<thead>
<tr>
<th>Material Thickness (mm)</th>
<th>Mild steel</th>
<th>Dual phase steel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.68</td>
<td>1.2</td>
</tr>
<tr>
<td>F</td>
<td>0.234</td>
<td>0.428</td>
</tr>
<tr>
<td>G</td>
<td>0.339</td>
<td>0.562</td>
</tr>
<tr>
<td>H</td>
<td>0.662</td>
<td>0.438</td>
</tr>
<tr>
<td>N</td>
<td>1.35</td>
<td>1.09</td>
</tr>
<tr>
<td>L, M</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Mild steel</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>------------</td>
<td>--------------</td>
</tr>
<tr>
<td></td>
<td>Classical</td>
<td>Microstructural</td>
</tr>
<tr>
<td>$Y_0$ (MPa)</td>
<td>161.7</td>
<td></td>
</tr>
<tr>
<td>$R_{sat}$ (MPa)</td>
<td>225.5</td>
<td>75.12</td>
</tr>
<tr>
<td>$C_R$</td>
<td>4.14</td>
<td>23.29</td>
</tr>
<tr>
<td>$X_{sat}$ (MPa)</td>
<td>78.26</td>
<td>-</td>
</tr>
<tr>
<td>$C_X$</td>
<td>28.9</td>
<td>361.9</td>
</tr>
<tr>
<td>$X_0$ (MPa)</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>$S_{sat}$ (MPa)</td>
<td>233.3</td>
<td></td>
</tr>
<tr>
<td>$C_{SD}$</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>$C_{SL}$</td>
<td>1.097</td>
<td></td>
</tr>
<tr>
<td>$C_p$</td>
<td>2.42</td>
<td></td>
</tr>
<tr>
<td>$n_L$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$n_p$</td>
<td>974</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>
Table 4
Strip test geometries

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Test 1 “smooth”</th>
<th>Test 2 “sharp”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L/W$</td>
<td>4.4</td>
<td>6.4</td>
</tr>
<tr>
<td>$D/W$</td>
<td>0.9</td>
<td>1.7</td>
</tr>
<tr>
<td>$T/R$</td>
<td>0.2</td>
<td>0.23 and 0.4</td>
</tr>
<tr>
<td></td>
<td>Mild steel</td>
<td>Dual phase steel</td>
</tr>
<tr>
<td>------------------</td>
<td>------------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td>Purely isotropic</td>
<td>Purely kinematic</td>
</tr>
<tr>
<td>( Y_0 ) (MPa)</td>
<td>161.7</td>
<td>-</td>
</tr>
<tr>
<td>( R_{sat} ) (MPa)</td>
<td>303.75</td>
<td>-</td>
</tr>
<tr>
<td>( C_R )</td>
<td>5.1</td>
<td>-</td>
</tr>
<tr>
<td>( X_{sat} ) (MPa)</td>
<td>-</td>
<td>303.75</td>
</tr>
<tr>
<td>( C_X )</td>
<td>-</td>
<td>5.1</td>
</tr>
</tbody>
</table>
Table 6
Total number of equilibrium iterations for the simulation of strip-drawing and springback with the sharp geometry

<table>
<thead>
<tr>
<th>BHF (kN)</th>
<th>Mild steel</th>
<th>Dual phase steel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>24</td>
<td>72</td>
</tr>
<tr>
<td>Isotropic (Abaqus)</td>
<td>23605</td>
<td>24657</td>
</tr>
<tr>
<td>Kinematic (Abaqus)</td>
<td>24546</td>
<td>25442</td>
</tr>
<tr>
<td>Chaboche (Abaqus)</td>
<td>24640</td>
<td>21868</td>
</tr>
<tr>
<td>Chaboche (UMAT)</td>
<td>24552</td>
<td>21905</td>
</tr>
<tr>
<td>Teodosiu (UMAT)</td>
<td>22120</td>
<td>22729</td>
</tr>
</tbody>
</table>
Table 7
Total CPU time (in hours) for the simulation of strip-drawing and springback with the sharp geometry

<table>
<thead>
<tr>
<th>BHF (kN)</th>
<th>Mild steel</th>
<th>Dual phase steel</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>72</td>
<td>84</td>
</tr>
<tr>
<td>Isotropic (Abaqus)</td>
<td>57.18</td>
<td>61.23</td>
</tr>
<tr>
<td>Kinematic (Abaqus)</td>
<td>60.81</td>
<td>62.28</td>
</tr>
<tr>
<td>Chaboche (Abaqus)</td>
<td>60.69</td>
<td>55.2</td>
</tr>
<tr>
<td>Chaboche (UMAT)</td>
<td>61.62</td>
<td>57.12</td>
</tr>
<tr>
<td>Teodosiu (UMAT)</td>
<td>57.66</td>
<td>58.35</td>
</tr>
</tbody>
</table>