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Abstract. Most OCR (Optical Character Recognition) systems developed to recognize texts embedded in multimedia documents segment the text into characters before recognizing them. In this paper, we propose a novel approach able to avoid any explicit character segmentation. Using a multi-scale scanning scheme, texts extracted from videos are first represented by sequences of learnt features. Obtained representations are then used to feed a connectionist recurrent model specifically designed to take into account dependencies between successive learnt features and to recognize texts. The proposed video OCR evaluated on a database of TV news videos achieves very high recognition rates. Experiments also demonstrate that, for our recognition task, learnt feature representations perform better than hand-crafted features.
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1 Introduction

Visual patterns in multimedia documents usually contain relevant information that allows content indexing. In particular, texts embedded in videos often provide high level semantic clues that can be used to develop several applications and services such as multimedia documents indexing and retrieval schemes, teaching videos and robotic vision systems. In this context, the design of efficient Optical Character Recognition (OCR) systems specifically adapted to video data is an important issue. However, the huge diversity of texts and their difficult acquisition conditions (low resolution, complex background, non uniform lighting, etc.) make the task of video embedded text recognition a challenging problem.

Most of prior research in OCR has focused on scanned documents and handwritten text recognition. Recently, systems dedicated to embedded texts in video have generated a significant interest in the OCR community [10, 2, 12]. Most of the proposed approaches rely on an initial segmentation step that splits texts
into individual characters (a complete survey of character segmentation methods is presented in [1]) and a second one that recognizes each segmented character. However, the different distortions in text images and the low resolution of videos make the segmentation very hard, leading to poor recognition results. To improve performance, some authors reduce segmentation ambiguities by considering character recognition results and by introducing some linguistic knowledge [4]. In our recent work [3] dedicated to natural scene text recognition, an approach that avoids the segmentation step by using a multi-scale character recognition and a graph model was proposed. Even though this method obtained good results, its main drawback remains the high complexity of the graph model which has to deal with all the recognition results. Other recent work applied to handwriting recognition [7] has also proposed to avoid any segmentation, using a connectionist model that relies on a recurrent neural network (RNN) trained with hand-crafted features extracted from the input image. In this paper, we adapt this idea of absence of segmentation step to the task of video text recognition, and propose an OCR scheme that relies on a connectionist temporal approach; a second contribution lies in a multi-scale representation of text images by means of learnt features particularly robust to complex background and low resolution.

The remainder of the paper is organized as follows: after presenting the outlines of our approach in section 2, we detail our method to generate feature-based representations of texts (section 3). Section 4 introduces the fundamentals of the recurrent neural model used and describes the chosen architecture. Finally, experiments and obtained results are reported in section 5 before concluding and highlighting our future work in section 6.

2 Proposed Approach

The first task for video text recognition consists in detecting and extracting texts from videos as described in [4]. Once extracted, text images are recognized by means of two main steps as depicted in fig. 1: generation of text image representations and text recognition. In the first step, images are scanned at different scales so that, for each position in the image, four different windows are extracted. Each window is then represented by a vector of features learnt with a convolutional neural network (ConvNet). Considering the different positions in the scanning step and the four windows extracted each time, a sequence of learnt features vectors \([X^0, \ldots, X^t, \ldots, X^p]\) is thus generated to represent each image.

The second step of the proposed OCR is similar to the model presented in [7], using a specific bidirectional recurrent neural network (BLSTM) able to learn to recognize text making use of both future and past context. The recurrent network is also characterized by a specific objective function (CTC) [7], that allows the classification of non-segmented characters. Finally, the network’s outputs are decoded to obtain the recognized text. The following sections describe these different steps and their interactions within the recognition scheme.
3 Multi-Scale Feature Learning for Character Representation

Our objective is to produce a relevant representation of texts extracted from videos, which has to be robust to noise, deformations, and translations. To that end, text images are scanned with different window sizes (cf. section 3.1) then each window is represented by a set of learnt features (cf. section 3.2).

3.1 Multi-scale Image Scanning Scheme

Text images usually consist of a succession of characters having different sizes and shapes depending on their labels. We therefore propose to scan each full text image at several scales and at regular and close positions (typically, a step of $\frac{h}{8}$, where $h$ is the image height) to ensure that at least one window will be aligned with each character in the image. Thus, at each position, different scales are considered to handle various character sizes. Experiments have shown that good results are obtained with four windows of widths $h$, $\frac{h}{2}$, $\frac{3h}{4}$ and $\frac{h}{4}$.
Furthermore, since the characters can have different morphologies, we adapt the window borders to the local morphology of the image and hence, when possible, clean the neighborhood of characters. For each window position and scale, the borders within the full image are computed as follows. (For figure clarity the computation of non-linear border is not shown in fig. 1, but interested readers can refer to [4] to get more details) Assuming that pixels in text images belong to two classes—“text” and “background”—, a pre-processing step generates a fuzzy map which encodes, for each pixel, its membership degree to class “text”. Using a shortest path algorithm within the obtained map, non-linear vertical borders are computed, following pixels that have a low probability to belong to the class “text”. In case of complex background or non-separated characters, the shortest path algorithm induces straight vertical borders.

3.2 Neural-based Model for Features Learning

For each position in the text, considering different scales, four windows are extracted, from which accurate representations that preserve the information useful for the recognition task have to be found. In [7], Graves et al. have used hand-crafted features which are known not to be robust to noise, deformations. We thus propose to use learnt features. In this context, Convolutional Neural Networks (ConvNets) [9] have shown to be well adapted [11] and particularly robust to complex background and low resolution. A ConvNet is a bio-inspired hierarchical multi-layered neural network able to learn visual patterns directly from the image pixels without any pre-processing. Relying on specific properties (local receptive fields, weight sharing and sub-sampling), this model learns to extract appropriate descriptors and to recognize characters at the same time.

The proposed method consists in representing sliding windows by the descriptors learnt by ConvNets. First a ConvNet is trained to classify images of individual characters. Then, the stimulation of this network is applied on each window (being a character or not), and the vector of the penultimate layer activations, considered as a feature extraction layer, is used as the window’s descriptor. In our experiments, several configurations of ConvNets have been tested. The best configuration takes as input a color window image mapped into three $36 \times 36$ input maps, containing values normalized between $-1$ and $1$, and returns a vector of values normalized with the softmax function. The architecture of our ConvNet is similar to the one presented in [4] and consists of six hidden layers. The first four ones are alternated convolutional and sub-sampling layers connected to three other neuron layers where the penultimate layer contains 50 neurons. Therefore, using this network architecture, each position in the text image is represented by a vector of 200 values (50 values for each scale window) corresponding to the features learnt by the ConvNet model.

4 Text Recognition using a Recurrent Neural Model

Once text images are represented by sequences of automatically learnt features, we combine a particular RNN (BLSTM) and a connectionist classification model
(CTC) to build a model able to learn how to classify the feature sequences and hence recognize texts. While the BLSTM allows to handle long-range dependencies between features, the CTC enables our scheme to avoid any explicit segmentation in characters, and learn to recognize jointly a sequence of classes and their positions in the input data.

4.1 Bidirectional Long Short-Term Memory (BLSTM)

The basic idea of RNN is to introduce recurrent connections which enable the network to maintain an internal state and thus to take into account the past context. However, these models have a limited “memory” and are not able to look far back into the past [8] becoming insufficient when dealing with long input sequences, such as our feature sequences. To overcome this problem, the Long Short-Term Memory (LSTM) [5] model was proposed to handle data with long range interdependencies. A LSTM neuron contains a constant “memory cell”—namely constant error carousel (CEC)—whose access is controlled by some multiplicative gates. For these reasons we chose to use the LSTM model to classify our learnt feature sequences. Moreover, in our task of text recognition, the past context is as important as the future one (i.e., both previous and next letters are important to recognize the current letter). Hence, we propose to use a bidirectional LSTM which consists of two separated hidden layers of LSTM neurons. The first one permits to process the forward pass making use of the past context, while the second serves for the backward pass making use of the future context. Both hidden layers are connected to the same output layer (cf. fig. 1).

4.2 Connectionist Temporal Classification (CTC)

Even though BLSTM networks are able to model long-range dependencies, as for classical RNNs, they require pre-segmented training data to provide the correct target at each timestep. The Connectionist Temporal Classification (CTC) is a particular objective function defined [6] to extend the use of RNNs to the case of non-segmented data. Given an input sequence, it allows the network to jointly learn a sequence of labels and their positions in the input data. By considering an additional class called “Blank”, the CTC enables to transform the BLSTM network outputs into a conditional probability distribution over label sequences (“Blank” and Characters). Once the network is trained, CTC activation outputs can be decoded, removing the “Blank” timesteps, to obtain a sequence of labels corresponding to a given input sequence. In our application, a best path decoding algorithm is used to identify the most probable sequence of labels.

4.3 Network Architecture and Training

After testing several architectures, a BLSTM with two hidden layers of 150 neurons, each one containing recurrent connections with all the other LSTM cells and fully connected to the input and the output layers, has been chosen. The
network takes as input a sequence of vectors of 200 values normalized between $-1$ and 1 and returns a sequence of vectors of 43 outputs (42 neurons corresponding to 42 classes of characters, namely letters, numbers and punctuation marks, and one more neuron for the class “Blank”). In our experimental data, depending on the text image size, the sequence of inputs can contain up to 300 vectors. The network is trained with the classical back-propagation through time algorithm using a learning rate of $10^{-4}$ and a momentum of 0.9.

5 Experimental Setup and Results

This section reports several tests and discusses obtained results. After presenting the datasets, the proposed OCR scheme is evaluated and compared to other state-of-the-art methods. Learnt feature representations are shown to outperform hand-crafted features, leading to better recognition results.

5.1 Datasets

Our experiments have been carried out on a dataset of 32 videos of French news broadcast programs. Each video, encoded by MPEG-4 (H. 264) format at 720 $\times$ 576 resolution, is about 30 minutes long and contains around 400 words which correspond to a set of 2200 characters (i.e., small and capital letters, numbers and punctuation marks). Embedded texts can vary a lot in terms of size (from 8 to 24 pixels of height), color, font and background. Four videos were used to generate a dataset of 15168 images of single characters perfectly segmented. This database—called CharDb—consists of 42 classes of characters (26 letters, 10 numbers, the space character and 5 special characters; namely ‘ ’, ‘-’, ‘(’, ‘)’ and ‘:)’) and is used to train the ConvNet described in section 3.2. The remaining videos were annotated and divided into two sets: VidTrainDb and VidTestDb containing respectively 20 and 8 videos. While the first one is used to train the BLSTM, the second is used to test the complete OCR scheme.

5.2 Experimental Results

The training phase of the BLSTM is performed on a set of 1399 text images extracted from VidTrainDb. Once trained, the BLSTM network is evaluated on a set of 734 text images extracted from VidTestDb. To evaluate the contribution of learnt features, the BLSTM was trained with two types of input features (namely hand-crafted and learnt ones) and evaluated with the Levenshtein distance.

On the one hand, texts are represented by sequences of hand-crafted features as proposed in [7] for handwriting recognition. In this experimentation, text images are first binarized; then nine geometrical features per column are extracted (average, gravity center, etc.). The BLSTM trained with these features achieves a good performance of 92.73% of character recognition rate (cf. table 1).

On the other hand, as proposed in section 3, we represent text images by means of multi-scale learnt features. For this, the ConvNet was trained to recognize image of characters on 90% of CharDb, and its classification performance
was evaluated on the remaining 10%. A very high recognition rate of 98.04% was obtained. Learnt features were thus generated with the trained ConvNet and used to feed the BLSTM. Fig. 2 illustrates an example of recognized text and shows its corresponding BLSTM outputs where each recognized character is represented with a peak. Even though extracted geometrical features achieve good performance, for our application, they seem to be less adapted than learnt features which obtain a high character recognition rate of 97.18% (cf. table 1). The main improvement is observed for text images with complex background, for which the geometrical features introduced high inter-class confusions.

We further compare our complete OCR scheme to another previously published method [4] and commercial OCR engines; namely ABBYY, tesseract, GNU OCR, and SimpleOCR. Using the detection and extraction modules proposed in [4], these different systems were tested and their performances were evaluated. As shown in table 2, the proposed OCR yields the best results and outperforms commercial OCRs.

### Table 1. Usefulness of learnt features.

<table>
<thead>
<tr>
<th>Used features</th>
<th>Character recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometrical features</td>
<td>92.73%</td>
</tr>
<tr>
<td>Learnt features</td>
<td>97.18%</td>
</tr>
</tbody>
</table>

6 Conclusions

We have presented an OCR scheme adapted to the recognition of texts extracted from digital videos. Using a multi-scale scanning scheme, a novel representation of text images built with features learnt by a ConvNet is generated. Based on a particular recurrent neural network—namely the BLSTM—and a connectionist classification—namely the CTC—our approach takes as input generated representations and recognizes texts. Besides its ability to make use of learnt feature dependencies, the proposed method permits to avoid the difficult character segmentation step. Our experiments have highlighted that learnt feature representations are well-adapted to texts embedded in videos and yield to better results than hand-crafted features. Our complete scheme was evaluated on a dataset of
news TV videos and obtained promising results (exceeding 97% of characters and 87% of words correctly recognized) outperforming other state-of-the-art methods and commercial OCRs. As future extensions of this work, we plan to test our approach on scene text images (i.e., no longer on embedded text) and also to produce new text representations based on unsupervised learning techniques (autoencoders) and evaluate their contribution to our recognition task.
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