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[1] We present a simple and analytical ocean boundary layer-sea ice coupled dynamical model that we apply to the modeling of Arctic sea ice motion in the frequency domain, and particularly in the inertial range. This study further complements our related work in an unpublished paper where the sea ice cover response to the Coriolis forcing has been studied. This analytical model allows interpretation of the spatial, seasonal and pluriannual dependence of the magnitude of the inertial oscillations detailed in terms of mechanical behavior of the ice cover. In this model, the sea ice mechanical response is simplified through the introduction of a linear internal friction term K. A dependence of K allows us to explain the associated dependence of the seasonal and regional Arctic sea ice inertial motion. In addition, a significant decrease of K, i.e., a mechanical weakening of the sea ice cover, is observed for the period 2002–2008 compared to 1979–2001, for the entire Arctic in both seasons. These results show that the regional, seasonal and pluriannual variations of sea ice inertial motion are not only the trivial consequence of simultaneous variations of thickness and concentration (and so of ice mass per unit area). Instead, the shrinking and thinning of the Arctic sea ice cover over the last few decades has induced a mechanical weakening, which in turns has favored sea ice fracturing and deformation.


1. Introduction

[2] In recent decades, Arctic sea ice underwent a spectacular decline in terms of concentration, extent [Comiso et al., 2008; Stroeve et al., 2008], and average thickness [Rothrock et al., 2008; Kwok and Rothrock, 2009]. From this evolution of the sea ice state, that is, of the degree of consolidation of the ice cover, a simultaneous evolution of the magnitude of internal stresses and of the mechanical behavior is expected. In turns, such expected evolution of the sea ice mechanical response should enhance sea ice fracturing, deformation, and drift, as actually observed [Rampal et al., 2009]. To measure such possible mechanical weakening is however difficult. Internal ice stress measurements [Richter-Menge and Elder, 1998; Richter-Menge et al., 2002]. of great interest to analyze mechanical processes and sea ice rheology at the local scale [Weiss et al., 2007], are limited to local spatial and short timescales. Our approach, performed at the basin and multidecadal scales from the International Arctic Buoy Programme (IABP) data set, consists in the analysis of the response of sea ice to the well-defined Coriolis force. As this specific forcing is constant over time, an evolution of the response, i.e., of ice motion around the inertial frequency f0 ≈ 2 cycles.d−1 within the arctic basin, would be a signature of a change in the mechanical behavior of the ice cover.

[3] In an unpublished paper (F. Gimbert et al., Sea ice inertial oscillation magnitudes in the Arctic basin, submitted to The Cryosphere, 2012), we performed from the same data set a statistical analysis of the magnitude of inertial motion, relatively to the norm of the velocities, and revealed spatial and seasonal patterns in agreement with the corresponding ice concentration and thickness patterns, i.e., inertial motion is more pronounced in regions (Beaufort Sea, eastern Arctic) and seasons (summers) where ice is thinner and less concentrated. This analysis also revealed a significant strengthening of ice inertial motion at the basin scale, in both summer and winter, in recent years. This evolution, we suggested, is likely to be the signature of a mechanical weakening of the ice cover and a decrease of the magnitude of internal stresses. This analysis, however, did not allow to differentiate precisely the direct effect of ice thinning, the effect of a possible modification of vertical penetration of turbulent momentum within the ocean boundary layer, or that of an actual mechanical weakening, onto this strengthening of inertial motion.
[4] In the present paper, we present a simple ice-ocean boundary layer coupled dynamical model. As shown below, although crude, this model describes well sea ice motion in the inertial range, its seasonal as well as regional variations, and allows to account for the role of the different factors listed above. A genuine mechanical weakening of the Arctic sea ice cover in recent years is revealed by the model, as changes within the sea ice rheological term are required to explain the observations.

[5] In another hand, this simple ice-ocean boundary layer coupled dynamical model allows to investigate the link between the sea ice properties and the propagation of inertial oscillations within the ocean. Indeed, the Arctic ocean is characterized by a shallow mixed layer depth at near freezing point temperatures. The mixed layer depth is generally small and controlled by the pronounced underlying cold halocline that limits the depth of winter convection. The mixed layer freshwater results from ice melting, rivers run-off, and from the transport of low-salinity Pacific waters. The vertical mixing rate is of high importance, because mixing of warmer deeper layers can heat the mixed layer and affect surface fluxes and the sea ice variability. The observed mixing rate has been found to be small as compared to lower latitudes [Gregg, 1989; Rainville and Winsor, 2008; Fer, 2009]. Relatively high vertical mixing rate are nonetheless found over bottom topographic features, which highlights the role of internal waves in the Arctic basin [D’Asaro and Morison, 1992]. These internal waves can be generated by tides [D’Asaro and Morison, 1992] or by sea ice motions that generate near inertial currents [McPhee and Kantha, 1989; Pinkel, 2005; Lenn et al., 2011]. Thus, understanding the variability of the energy transfer from the atmosphere to the ocean, through sea ice, in the inertial range is a major concern. Typical values of the thickness of the mixed layer and the turbulent kinetic energy produced within the ocean mixed layer can be inferred from the model.

2. A Simple Ocean-Sea Ice Coupled Dynamical Model

[6] For about 40 years, many works have focused on the modeling of oceanic inertial currents induced by moving storms and fronts because they significantly contribute to the vertical mixing of the global ocean [Pollard and Millard, 1970; Watanabe and Hibiy, 2002; Alford, 2003; Eliot and Gille, 2009]. A full description of the propagation of inertial waves requires taking topography, eddies, and the entire momentum equation into account [D’Asaro et al., 1995; Young and Ben Jelloul, 1997; Garrett, 2001]. However, a focus on the few first inertial periods after the storm passage (i.e., before the propagation of inertial waves toward the thermocline) allows a simplified description of the energy transfer from winds to inertial currents. Thus, a slab model of the oceanic surface boundary layer is suitable for the description of inertial oscillations [Pollard and Millard, 1970; Plueddemann and Farrar, 2006]. The horizontal pressure gradients may be dropped from the momentum equation because of their little effect in the ocean response to a moving storm [Greatbatch, 1983].

[7] The damping of inertial motions is related to a downward radiation of near-inertial waves excited by inertial pumping, and to the vertical penetration of turbulent momentum related to the shear induced by near-inertial motions [Park et al., 2009, and references therein]. As we need an analytical solution of the ocean mixed layer response, we choose a very idealized description of the damping term: the deep ocean is assumed to be at rest, and the damping term is written as a friction at the base of the surface ocean boundary layer that is proportional to the surface ocean velocity (as, e.g., in Pollard and Millard [1970], Gent et al. [1983] and Plueddemann and Farrar [2006]). The friction velocity that takes place within the ocean surface layer is referred to as \( \gamma \) (unit m.s\(^{-1}\)), so that the induced stress corresponds to \( \gamma U_w \) (unit N.m\(^{-2}\)), where \( U_w \) and \( \gamma \) are the norm of the ocean surface velocity and the density of the ocean surface layer, respectively. The simplifications mentioned above are assumed to be suitable for the sea ice response to a moving storm, and the resulting sea ice slab model is coupled to the ocean slab model as outlined on Figure 1. The resulting set of coupled momentum equations is

\[
\frac{dh_i}{dt} = \frac{\omega_0 v_i - C_{iw}(u_i - u_w) - K_{hi} + \frac{\tau_x}{\rho h_i}}{h_i},
\]

\[
\frac{dv_i}{dt} = -\omega_0 u_i - \frac{C_{iw}}{h_i}(v_i - v_w) - K_{hi} + \frac{\tau_x}{\rho h_i},
\]

\[
\frac{du_i}{dt} = \omega_0 v_i - \gamma u_i - \frac{\alpha C_{iw}}{\rho h_i} u_i - u_i + \frac{(1 - \alpha)}{\rho h_i} \tau_x,
\]

\[
\frac{dv_w}{dt} = -\omega_0 u_w - \gamma v_w - \frac{\alpha C_{iw}}{\rho h_w} v_w - v_i + \frac{(1 - \alpha)}{\rho h_w} \tau_y,
\]

where \((u, v)\) are the horizontal velocity components of sea ice (index i) and the ocean surface layer (index w), \(h_i\) and \(h_w\) are the thickness of ice and ocean surface layer respectively. The densities of each layer are referred to as \(\rho_i\) and \(\rho_w\), \(\alpha\) is the sea ice surface fraction, and \(\omega_0 = 2\pi f_0\) is the Coriolis frequency. The stress at the interface between sea ice and the underlying water is taken as \(\rho_w C_{iw}(U_i - U_w)\) (in N.m\(^{-2}\)), where \(U_i\) and \(U_w\) are the speed norm of sea ice and ocean surface layer, and \(C_{iw}\) is the ice-ocean drag coefficient. Here, we consider that \(C_{iw}\) is independent of the velocities \(U_i\) and \(U_w\). Such a linear form is more suitable for the ocean-ice friction than for the air-ice friction because the air kinematic viscosity is about 10 times smaller than the sea water viscosity, and because currents are slower than winds. The quadratic form would nonetheless be a better approximation because the Reynolds number remains greater than unity, and because the form drag associated with sea ice protuberances is usually defined using a quadratic form [McPhee and Kantha, 1989]. However, we use a linear form (as Heil and Hibler [2002] and Weatherly et al. [1998]) since it allows an analytical solution of (1). For the sake of simplicity, the wind stress \((\tau_x, \tau_y)\) is chosen to be the same on sea ice as on open water (according to Lepparanta [2004]) the factor between both is typically 1.2.

[8] In this crude model, the internal sea ice friction is taken as a stress equal to \(\rho K h_i U_i\) (unit N.m\(^{-2}\)), where \(K\)
Hence, equations (1) become

\[
\begin{align*}
\frac{d\tilde{U}_i}{dt} &= -i\omega_0 \tilde{U}_i + \frac{C_{iw}}{h_i} \tilde{U}_i + \frac{C_{iw}}{h_i} \tilde{U}_w - K \tilde{U}_i + \frac{\tau}{\rho_i h_i} \\
\frac{d\tilde{U}_w}{dt} &= -i\omega_0 \tilde{U}_w - \frac{\alpha C_{iw}}{h_w} \tilde{U}_w + \frac{\alpha C_{iw}}{h_w} \tilde{U}_i - \frac{\gamma}{h_w} \tilde{U}_w + \frac{(1 - \alpha)}{\rho_w h_w} \tau,
\end{align*}
\]

(3)

[10] Deriving the first equation of (3) with respect to time, and combining to the second equation yields

\[
\begin{align*}
\frac{d^2 \tilde{U}_i}{dt^2} + \left(2\omega_0 + \frac{\alpha C_{iw}}{h_i} + \frac{C_{iw}}{h_i} + \frac{\gamma}{h_w} + K\right) \frac{d\tilde{U}_i}{dt} + \left[\left(i\omega_0 + \frac{\gamma}{h_w} + \frac{\alpha C_{iw}}{h_w}\right) \left(i\omega_0 + \frac{C_{iw}}{h_i} + K\right) - \frac{\alpha C_{iw}^2}{h_i h_w}\right] \tilde{U}_i \\
= \frac{1}{\rho_i h_i} \frac{d\tilde{\tau}}{dt} + \left[\left(i\omega_0 + \frac{\gamma}{h_w} + \frac{\alpha C_{iw}}{h_w}\right) \left(1 - \frac{\alpha}{\rho_w h_w h_i} + \frac{1}{\rho_i h_i} \left(i\omega_0 + \frac{\gamma}{h_w} + \frac{\alpha C_{iw}}{h_w}\right)\right]\tilde{\tau},
\end{align*}
\]

(4)

which can be solved in the Fourier’s domain to write the transfer function

\[
G(\omega) = \frac{\tilde{U}_i(\omega)}{\tilde{\tau}(\omega)} = \frac{1}{\rho_i \left(-\omega + i\omega_0\right)} \left[\frac{1}{h_i h_w} \left(C_{iw} + \gamma\right) + i(\omega + \omega_0) \frac{1}{h_i} \right]
\]

\[
\times \left[\frac{1}{h_i h_w} \left(C_{iw} + \gamma\right) + \frac{\alpha C_{iw}^2}{h_i h_w}\right] + i(\omega + \omega_0) \left(\frac{C_{iw}}{h_i} + \frac{\alpha C_{iw}}{h_w} + \frac{\gamma}{h_w} + K\right)
\]

(5)

where \(\omega = 2\pi f\) and \(\rho_i = \rho_w = \rho\) is assumed. Equation (5) shows a resonance when \(\omega + \omega_0 = 0\), hence at the negative frequency of \(-f_0 \approx -2\) cycles.d\(^{-1}\).

[11] This transfer function allows linking between ice velocities and wind stresses, i.e., to express the frequency response of sea ice to a given external forcing as a function of oceanic and sea ice internal parameters. In this analysis, no oceanic data (e.g., velocity) are needed. This is the strength of our method since such data do not exist or are very rare. Aside from the present study, equation (5) could be used to infer angles between the average wind stress and ice motion by looking to its imaginary part at \(\omega = 0\) cycle.d\(^{-1}\). We here briefly checked that angles predicted by our model were consistent with common observations: by setting values of parameters inferred from section 5.2 and summed up in Table 1, we find average angles varying from \(-29^\circ\) to \(-37^\circ\), the minus sign indicating an angle in the clockwise direction, i.e., an ice drift deviated toward the right with respect to the wind direction, which is consistent in the northern hemisphere.

3. Solution of the Model Equations

[9] It is convenient to use the complex velocities and stress

\[
\begin{align*}
\tilde{U}_i &= u_i + i\nu_i \\
\tilde{U}_w &= u_w + i\nu_w \\
\tilde{\tau} &= \tau_x + i\tau_y.
\end{align*}
\]

(2)

\[3\] of the Model Equations

From the Data

[12] We consider eight different ice-tethered buoy data sets, built from the International Arctic Buoy Program.
(IABP) buoys data set (described in more details in an unpublished paper (Gimbert et al., submitted manuscript, 2012)) in the following way. First, two data sets related to 10 day buoy trajectories are constructed: the “central pack” and the “peripheral zone” data set contains buoy positions recorded within the regions delimited on Figure 2 by the blue and red lines, respectively. The central pack consists of thick, highly cohesive perennial sea ice, i.e., is characterized by small inertial oscillations and small M values, where M is defined (Gimbert et al., submitted paper, 2012): M is a non-dimensional parameter that evaluates the magnitude of the sea ice velocity at the inertial frequency with respect to the norm of the velocity. This way, the parameter M quantitatively accounts for the sea ice time-dependant inertial oscillation magnitude. In contrast, the peripheral zone is nowadays essentially covered by seasonal sea ice, hence a poorly cohesive cover during the summer months, and so is associated with strong oscillations and large M values. Secondly, each of these two data sets are split following the winter and summer seasons, defined (Gimbert et al., submitted manuscript, 2012) from the annual cycle described by the monthly M values (the summer period goes from July to September and the winter period is the rest of the year). Finally, from these four data sets, we define eight data sets by separating the two periods defined from the pluriannual analysis of M (Gimbert et al., submitted manuscript, 2012): period 1 extending from 1979 to 2001, and period 2 from 2002 to 2008. Each data set are numbered from 1 to 8 as recapitulated in Table 1.

### Table 1. Model Parameters Used to Compute the Simulations Plotted on Figure 5

<table>
<thead>
<tr>
<th>Zone</th>
<th>Season</th>
<th>Data Set</th>
<th>Fixed Parameters</th>
<th>Tuning Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>hi (m)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>K (days⁻¹)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>hₚ (m)</td>
<td>T (days)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>M</td>
<td></td>
</tr>
<tr>
<td>Period 1</td>
<td>Pack zone</td>
<td>Winter</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Pack zone</td>
<td>Summer</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Peripheral zone</td>
<td>Winter</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Peripheral zone</td>
<td>Summer</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Period 2</td>
<td>Pack zone</td>
<td>Winter</td>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>Pack zone</td>
<td>Summer</td>
<td>6</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>Peripheral zone</td>
<td>Winter</td>
<td>7</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>Peripheral zone</td>
<td>Summer</td>
<td>8</td>
<td>1.5</td>
</tr>
</tbody>
</table>

*Here we set Cₒₒ = 5.10⁻⁴ m.s⁻¹ and γ = 10⁻³ m.s⁻¹: The values of Cₒₒ, γ and hᵢ are typical values taken from the literature. The concentration Cₒₒ controls the amplitude of the inertial peak while hᵢ only controls its width.

#### 4.2. Wind Data (Forcing)

[14] Estimates of the surface winds for each buoy position are obtained from the ERA-Interim data set provided by the ECMWF (http://data-portal.ecmwf.int/data/d/interim_daily/). This data set is a model simulation at a T255 horizontal resolution, including 12 h 4D-VAR assimilation of observations. The 12 h time window for data assimilation introduces an artificial peak in the wind velocity spectrum indifferently present at f = −2 and f = 2 cycles.d⁻¹; in the following, this peak is deleted using a linear interpolation in log-log space between the frequencies −2.5 and −1.5 cycles.d⁻¹ and 1.5 and 2.5 cycles.d⁻¹. The outputs used here are 3-hourly, on a regular grid of 0.625° by 0.625°.

[15] For each buoy position (xᵢ, yᵢ), we associate the wind velocity components uᵢ and vᵢ by looking for the closest value that figures within the ERA-Interim data set. Then for each buoy trajectory of the eight data sets, the Fourier transform ťᵢ of the wind stress at the buoys locations is computed using a quadratic dependence to the wind speed

![Figure 2.](image.png)
with a constant drag coefficient $C_a = 0.0012$ [Hibler, 1979]. Finally, the Fourier transforms are averaged over all the trajectories, for each data set.

[16] Remarkably, no significant change in the spectrum of the wind forcing with neither the region, the season, nor the period, is obtained from the ERA-Interim data set (Figure 3b).

[17] This is in strong contrast with what is observed for ice velocities in section 4.1, which shows much changes with respect to the season and the period. This underlines the purpose of this study, showing that changes within sea ice (whether they are about changes in sea ice concentration, sea ice thickness or sea ice internal mechanical properties) are necessary to explain these discrepancies. The purpose of this paper is to evaluate the relative contribution of these sea ice properties in the observed overall change, by evaluating changes of sea ice motion relatively to wind forcing from the use of transfer functions.

### 4.3. Transfer Functions

[18] The transfer function amplitudes $|\tilde{G}_b|$ computed using $\tilde{U}_b$ and $\tilde{\tau}_b$ (Figures 3a and 3b) are plotted on Figure 3c. They are roughly symmetric with respect to $f = 0$, except at $f = -f_0$ for which we recognize the inertial oscillation peak with varying amplitude. A plateau characterizes low frequencies, whereas $|\tilde{G}_b|$ slightly increases above $f_0$. As there is a significant uncertainty on the buoys’ locations (100 to 300 m, depending on the positioning system), we first analyze the effect of such an uncertainty on the transfer function $\tilde{G}_b$ from a given data set, we add noise on the raw buoys positions $(x_b, y_b)$ by defining $(\tilde{x}_b, \tilde{y}_b)$ as $\tilde{x}_b = x_b + \delta x$ and $\tilde{y}_b = y_b + \delta y$, where $\delta x$ and $\delta y$ are (small) increments randomly picked from a centered gaussian distribution with 300 m standard deviation. Then, a synthetic transfer function is computed from the noisy buoy positions $(\tilde{x}_b, \tilde{y}_b)$, see Figure 4: the color curves are the transfer function computed from the raw data (here data set number 8 and data set number 1) while the black dashed curve are the respective transfer function computed from the noisy buoy positions. For both of these plots, a good agreement between the two transfer functions is obtained at low frequencies while, at larger frequencies, the two transfer functions disagree. Regions where a strong disagreement is observed are highlighted in gray. We thus explain the high frequency increase of the transfer functions in Figure 5 by measurement error of the ARGOS and GPS positioning systems of the buoys. Moreover, on Figure 4a, which considers a data set showing a large peak at the inertial frequency, we observe an apparent dissymmetry on the discrepancy between negative and positive part of the spectrum: this is explained by the fact that addition of noise can be neglected at frequencies where its amplitude is much less than the amplitude of the signal itself. For the same reason, on Figure 4b, where almost no peak is observed at the inertial frequency, such dissymmetry is not observed anymore and, because velocities are in average smaller for this data set, the mismatch between the two transfer functions starts earlier (at about 1.5 cycles.day$^{-1}$) and thus affects the value of the peak at the inertial frequency.

[19] As a consequence, it is important to note that, for transfer functions where a clear peak is observed at the inertial frequency, i.e., for most data sets, values of $|\tilde{G}_b|$ are not affected in between $-2.2$ and $+1.5$ cycles.day$^{-1}$ while, for transfer functions exhibiting no peak at the inertial frequency (mostly data set numbers 1, 3 and 5), the values of $|\tilde{G}_b|$ at the inertial frequency may have been artificially increased by noise on the buoys positions, leading to an associated
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5. Modeled Transfer Functions and Results

[20] In an unpublished paper (Gimbert et al., submitted
manuscript, 2012), we argue that the sea ice inertial oscil-
lation magnitude is a proxy of the degree of cohesiveness of
the sea ice cover. In this study, in order to quantitatively
investigate this consideration, the respective contributions
of the ocean boundary layer and sea ice cover mechanical
properties on the spatial, seasonal and pluriannual depen-
dance of the inertial oscillations magnitude pointed out in
(Gimbert et al., submitted manuscript, 2012) are evaluated
through our analytical model presented in section 2. To do
so, we split the model parameters into the following two
categories:

[21] 1. The parameters we consider to be fixed or known:

Ciw, γ, h
i
and α. Appropriate values to consider for each data
set are discussed in section 5.1. Values for
h
i
and α are
obtained from observations and thus vary from one data set
to another, while, as the absence of direct observations
induces large uncertainties on
Ciw
and
γ, their respective
values are kept the same for all the eight data sets. A sensi-
tivity analysis will be performed in section 6.1 on the values
of
Ciw
and
γ.

[22] 2. The tuning parameters
h
i
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K
, on which we
discuss the physics. As shown in third paragraph of
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h
i
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K
behave separately,
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h
i
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K
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[23] Under these considerations, we answer, in a first
instance (section 5.2), the following questions:

[24] 1. Is the crude analytical model presented in section 2
able to reproduce the main features of sea ice motion in the
frequency domain?

[25] 2. Is it needed, in addition to already accounted var-
iations in the sea ice thickness
h
i
and the sea ice concentra-
tion
, to consider changes within the Ekman layer thickness
h
i
and the internal sea ice friction coefficient
K
in order to
reproduce the transfer functions computed for the eight data
sets? If yes, how
h
i
and
K
vary from one data set to another?

[26] Secondly, a sensitivity analysis (section 6.2) is per-
formed in order to answer to the reciprocal question asked in
the second point: can we explain the observations by varying
only
Ciw
and
γi
, instead of
K?

5.1. Fixed Parameters

[27] The average values of sea ice thickness
h
i
for each
data set are listed in Table 1. They are obtained from
Rothrock et al. [2008]. The sea ice concentration is com-
puted at each buoy position from the sea ice concentration
data set collected by the National Snow and Ice Data Center
(http://nsidc.org/data/seaice/index.html), using the same
procedure as the one described in section 4.2 of (Gimbert
et al., submitted manuscript, 2012). Then, an average con-
centration value
α
is associated to each data set by averaging
all the concentration values associated to each buoy position.

[28] In contrast to
α
and
h
i
, direct observations of
Ciw
and
γ
are missing. The drag
Ciw
related to the linear friction is
taken as 5.10^{-4} m.s^{-1}, following previous studies
[Weatherly et al., 1998; Heil and Hibler, 2002]. This value
might be affected by changes in basal ice roughness, for
instance if sea ice is more or less fractured. Nonetheless, we
will see in section 6 that
Ciw
is unlikely to have varied
substantially.

[29] Estimating a value of
γ
suitable for the Arctic basin is
more difficult. Indeed, such estimates are absent from the
literature. The parameter
γ
is related to the decay timescale
T = h_w / γ that corresponds to the e-folding time of ocean-
only free inertial oscillations (see solution of equation (3) if
α = 0 and \bar{U}_i = 0). Equatorward of the polar circle, \bar{T}
is usually found between 2 and 20 days [D’Asaro, 1985],
which, for a typical
h_w = 50 m, corresponds to
γ between
3.10^{-4}
and
3.10^{-3} m.s^{-1}. However, \bar{T} is usually used as a
tuning parameter rather than being physically based. The
decay timescale
T
is related to 2 distinct processes: the turbu-
ulence production by vertical current shear, and the radia-
tion of internal waves toward the thermocline (through the
so called inertial pumping [Price, 1983]). Wave propagation
plays the dominant role when rapid decay occurs, the case

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Illustration of the effect of the buoy position uncer-
tainty on the transfer function using data sets (a) number 8 and
(b) number 1. The red and blue bold curves are the transfer
functions computed from the raw buoy positions. The black
dashed curves are associated transfer functions computed
using the respective data set, but after adding noise to the
buoy positions (300 m standard deviation). We outline in
gray the frequencies affected by the uncertainty on the buoys’
positions.}
\end{figure}
for which Park et al. [2009] have managed to link $T$ to the ocean characteristics. The right hand side (RHS) of (6) can be estimated from the ocean reanalysis GLORYS1 (Global Eddy Permitting Ocean Reanalysis and Simulation [Ferry et al., 2010]), which has been used in the Arctic basin by Lique et al. [2010]. To estimate $h_w$ in equation (6), we use a density criteria rather than the temperature criteria used by Park et al. [2009], because the mixed-layer depth is strongly controlled by salinity in the Arctic [Rudels et al., 1996]. Hence, the depth $h_w$ is taken as the depth over which the potential density $\sigma_0$ does not vary by more than 0.01 kg m$^{-3}$ as compared to the surface. Typical winter and summer temperature and salinity profiles from GLORYS1 are shown in Figure 6b with the related mixed layer depths. Climatological values of $h_w$ are shown in Figure 6a, together with the RHS of (6). Figure 6a shows that if the theory of Park et al. [2009] is extended northward of the Arctic circle, the decay timescale $T$ is expected to be much longer than the maximum of 20 days that they found near 60°N. Hence, $T$ is probably controlled by the vertical current shear and observations show very small vertical mixing rates in the Arctic as compared to lower latitudes [Gregg, 1989; Rainville and Winsor, 2008; Fer, 2009]. Hence, we have to choose a value of $\gamma$ that gives decay timescales $T$ longer than 20 days. With a maximum $h_w$ of 50 m (Figure 6a), it can be estimated that $\gamma > 3 \times 10^{-5}$ m s$^{-1}$ in the Arctic basin. In the following, we first use an order of magnitude for $\gamma$ of $10^{-5}$ m s$^{-1}$. The sensitivity of our model’s results to a varying $\gamma$ will be discussed in section 6.1.

The mixed layer term of equation (3) with no wind forcing ($\tau = 0$) shows that the decay timescale of ocean currents (in the absence of forcing) depends on $\gamma$ and $C_{iw}$. The values that have been taken for these parameters ensure that the decay of ocean currents is controlled by $C_{iw}$, since $C_{iw} \gg \gamma$. This is in good agreement with the results found by...
Figure 6. Oceanic parameter evaluated using GLORYS1. (a) (left) Mixed layer depth, in meters, defined using a density criteria and (right) right hand side of equation (6), in days. The winter (W) season and the summer (S) season are shown. Summer stands for July–August–September, and winter for the other months of the climatology. The climatology is computed using monthly means of the 2002–2008 ocean-sea ice reanalysis GLORYS1 [Ferry et al., 2010] and a density criteria of 0.01 kg.m$^{-3}$. The buoyancy frequency $N^2$ in equation (6) is computed using the maximum stratification in the whole water column. (b) Salinity and temperature profiles at North Pole, from monthly climatological fields from GLORYS1 in August (summer, in red) and February (winter, in blue). The mixed layer depth calculated using the density criteria of 0.01 kg.m$^{-3}$ is indicated by the dashed lines.
with the observed transfer function within the frequency range of $-2.2 \text{ cycles.d}^{-1}$ to $1 \text{ cycles.d}^{-1}$. This is not the case outside this window, due to the result of noise on the buoys’ positions (see section 4.3).

[34] 2. This simple linear model works better for summer data sets, when sea ice is closer to a free drift configuration, i.e., when sea ice remains closer to a fluid-like linear behavior. However, the agreement is still good for the winter data sets, at least for data set numbers 3, 5 and 7. This means that a simple linear formulation of the internal sea ice friction is able to reproduce the main features of the sea ice cover average mechanical response in the frequency domain. For the winter ice pack of period 1 (data set number 1), the agreement is less convincing. This sets the limit of the present linear model to describe the elasto-brittle rheology of sea ice [Weiss et al., 2007; Girard et al., 2011], even after averaging at large spatial and timescales.

[35] 3. Setting typical values for $C_{iw}$, $\gamma$, $h_i$ and $\alpha$, both $K$ and $h_w$ need to vary from one data set to the other to best fit. To highlight this point, Figure 7 plots the data transfer function of data set number 8 along with the modeled one by fixing $h_w$ and varying the values of $K$ (Figure 7a) and by fixing $K$ and varying the values of $h_w$ (Figure 7b). From these two plots, it is obvious that the two parameters $K$ and $h_w$ work separately: $K$ controls the amplitude of the transfer function peak at the frequency $f = -f_0$ and, to a lesser extent, the level of the plateau at low frequency, while $h_w$ only affects the width of the peak at $f = -f_0$ without affecting its amplitude nor the plateau at low frequencies. Thus, for a value of $K$ that leads to a good estimate of the data transfer function at $f = -f_0$ and $f = 0$, the tuning of $h_w$ further allows to get a good agreement in the surroundings of $-f_0$.

[36] Because noise on the buoy positions may have increased the amplitude of the peak at the inertial frequency for data set numbers 1, 3 and 5, it is important to notice that the associated values of $K$ are likely to be underestimated in these cases.

[37] 4. Changes within sea ice dynamic reported by Rampal et al. [2009] with respect to time and space are associated not only to changes in the sea ice thickness $h_i$ and the sea ice concentration $\alpha$, which are parameters already taken into account in the momentum balance of our model, but also to changes in the sea ice internal friction $K$ and the ocean Ekman layer thickness $h_{oc}$.

[38] The friction coefficient $K$ is strongly decreased from winter to summer, in the central ice pack as well as in the peripheral zone. This means that the sea ice mechanical behavior varies drastically with the season, independently of the region considered. This is in agreement with the annual cycle described by the $M$ values in (Gimbert et al., submitted manuscript, 2012).

[39] Wether it is for period 1 or period 2 and in summer or in winter, $K$ seems to be independent of the region considered. This suggests that the large inertial oscillation amplitudes observed in summer in the peripheral zone (see (Gimbert et al., submitted manuscript, 2012)) essentially result from a direct effect of ice thinning and decreasing concentration on the momentum balance, and shows that there is no contrast of mechanical behavior between multiyear and first-year sea ice.

[40] Finally, whatever the season or the region considered, $K$ decreased by a factor of 1.5 from period 1 to period 2. As an example, the mechanical behavior of winter sea ice in
influence of the drag coefficient and $f_{C_{00J12}}$ on the shape of $g$ between the $h$ and $g$ vary when considering parameter (Gimbert et al., submitted manuscript, 2012). These variations are consistent with $h$ and $g$ would include evolution of the salinity barrier. A more complete picture of the evolution of $h_w$ would include evolution of the mechanical forcing of $h_w$ through the estimation of the production of turbulent kinetic energy $\gamma (|\vec{U}_w|)$ within the ocean surface layer. Such an estimation can be done using our model and, since this study is out of the scope of this paper, these computations are presented in Appendix A.

6. Sensitivity Analysis

[44] We showed above that assuming typical values for $C_{iw}$ and $\gamma$, changes observed within the sea ice dynamical response to the inertial forcing are explained by tuning $K$ and $h_w$. However, since large uncertainties lie on $C_{iw}$ and $\gamma$, it is important to ask the following questions:

[45] 1. To what extent $K$ and $h_w$ vary when considering different values for $\gamma$ and $C_{iw}$? Is the hierarchy in the $K$ values obtained for the different data sets conserved in these cases?

[46] 2. Can the observations be explained by changing $\gamma$ and $C_{iw}$, while keeping $K$ constant over all data sets?

6.1. Sensitivity on $\gamma$ and $C_{iw}$

[47] Figure 8a shows the influence of $C_{iw}$ on the shape of the transfer function. When varying the values of $C_{iw}$ of 1 order of magnitude around the typical value of $5.10^{-4}$ m.s$^{-1}$, this shape is largely affected, at all frequencies. This implies that the value of $C_{iw}$ is robust and well constrained. This is confirmed when trying to fit all 8 data sets by allowing $K$, $h_w$ and $C_{iw}$ to vary: in that case, the values of $C_{iw}$ giving the best fits only vary from $3.5.10^{-4}$ m.s$^{-1}$ to $4.6.10^{-4}$ m.s$^{-1}$. Figure 8b shows the influence of $\gamma$ on the transfer function: in addition to $K$, $\gamma$ controls the amplitude of the peak at $f = -f_0$.
as well. We thus consider $C_{iw} = 5.10^{-4} \text{m.s}^{-1}$ to be a robust value and limit, in this section, our sensitivity analysis to the study of the parameter $\gamma$, since it qualitatively plays the same role as $K$ on the transfer function.

We start by defining a lower and upper bounds for $\gamma$. The lower bound is arbitrarily chosen to be equal to $1.10^{-6} \text{m.s}^{-1}$, which is 1 order of magnitude lower than the value taken into account in section 5.2. The upper bound is set from the observations: indeed, the amplitude of the peak at the inertial frequency $-f_0$ for data set number 8 cannot be reproduced when considering a value of $\gamma$ greater than $6.7.10^{-5} \text{m.s}^{-1}$. We thus consider $\gamma = 6.7.10^{-5} \text{m.s}^{-1}$ as an upper bound. Such a value gives $K = 0 \text{ d}^{-1}$ for data set number 8, which means that, in this case, sea ice exactly behaves in free drift within the peripheral zone during the second period. We thus assume that $\gamma$ can vary between $1.10^{-6} \text{m.s}^{-1}$ and $6.7.10^{-5} \text{m.s}^{-1}$.

Figure 9 shows the variation of $K$ with respect to $\gamma$ for data sets number 1 and number 8. For data set number 1, we can see that the value of $K$ does not vary considerably with $\gamma$: the internal friction that takes place within the sea ice cover dominates compared to the damping that takes place within the oceanic Ekman layer. On the contrary, for data set number 8, the turbulent viscosity $\gamma$ strongly influences the value of $K$. $K$ ranges from about 4 days$^{-1}$ to 0 days$^{-1}$ as $\gamma$ increases from $1.10^{-6} \text{m.s}^{-1}$ to $6.7.10^{-5} \text{m.s}^{-1}$. It is also clear from Figure 9 that $K$ values would not significantly change when considering $\gamma$ values below $1.10^{-6} \text{m.s}^{-1}$, whatever the data set considered. The $K$ values obtained for the eight data sets when considering $\gamma = 6.7.10^{-5} \text{m.s}^{-1}$ are given in Table 2. The hierarchy between the different data sets, and therefore the associated interpretation, is conserved compared to that of Table 1 and section 5.2. We note however that with such large value of $\gamma$ the associated decay timescales $T = h_w/\gamma$ vary between 2 to 8 days, i.e., are small compared to expected values in the Arctic (see section 5.1).

### 6.2. Can $K$ be Constant?

Choosing a fixed value for $K$, we now try to explain the eight data sets by allowing $C_{iw}$ and $\gamma$ to vary simultaneously.

1. Assuming $K = 1 \text{ days}^{-1}$, $C_{iw}$ has to vary between $4.2.10^{-4} \text{m.s}^{-1}$ (data set number 8) and $8.8.10^{-4} \text{m.s}^{-1}$ (data set number 1), and $\gamma$ between $1.9.10^{-5} \text{m.s}^{-1}$ (data set number 1) to $5.4.10^{-5} \text{m.s}^{-1}$ (data set number 8). The values of $C_{iw}$ are reasonable, since they vary within a factor of two around the typical value $C_{iw} = 5.10^{-4} \text{m.s}^{-1}$. However, considering the values of $h_w$ of Table 1, such variations for $\gamma$ lead to variations of the decay timescale $T = h_w/\gamma$ between 0.3 day (data set number 1) and 2 days (data set number 8), which we cannot accept for two reasons: first, changes in the decay timescale of 1 order of magnitude at similar latitudes are difficult to explain and, secondly, these values are very small, i.e., 1–2 orders of magnitude lower than the lower bound value of 20 days discussed previously (section 5.1) from the observations of Park et al. [2009] near 60°N (see section 5.1; such values for $T$ are even smaller than typical values found for tropical regions [Park et al., 2009]).

2. By assuming $K = 10 \text{ days}^{-1}$, negative values of $\gamma$ are required to explain data set number 8, which is non sense. Consequently, changes in the sea ice internal friction with the hierarchy discussed above are required to explain the observations from our ocean boundary layer-sea ice dynamical model.

### 7. Conclusion

In an unpublished paper (Gimbert et al., unpublished paper, 2011), we analyzed the magnitude of inertial oscillations over the Arctic sea ice cover from the IABP buoy trajectories data set covering three decades (1979–2008). A seasonal and regional dependence of this magnitude of inertial oscillation was observed: larger oscillations are associated to thinner, less cohesive sea ice, such as in summer and/or in the peripheral zone of the Arctic basin. We therefore proposed that the sea ice response to the constant inertial forcing could be used to investigate its average mechanical behavior; a weak, poorly cohesive cover being characterized by strong inertial motion. We also observed a remarkable strengthening of inertial motion in recent years (since 2002), especially in the peripheral zone of the Arctic basin where sea ice decline has been particularly marked, which we therefore interpreted as a mechanical weakening of the sea ice cover.

In the present paper, we proposed a simple ocean boundary layer-sea ice coupled dynamical model that we apply to the modeling of Arctic sea ice motion in the frequency domain, and particularly in the inertial range. In this model, the sea ice mechanical response is simplified through the introduction of a linear friction term $K$. This model allows particularly to discriminate the direct effect of ice thinning and decreasing concentration onto the momentum balance of the ice cover, and the effect of the ice internal friction that we aim to analyze. The main conclusions of this work are as follows:

1. The proposed coupled dynamical model well describes sea ice motion in the frequency domain from inertial motion to advection motion, when averaged over large time (season) and spatial (1000 km) scales from IABP buoy trajectories. The accuracy is less good for the central pack in winter, for which the nonlinear brittle rheology of...
sea ice is not very well described by a linear friction term, even after averaging.

This model allows to explain the seasonal and regional dependence of Arctic sea ice inertial motion through an associated dependence of the internal friction $K$. $K$ is maximal for the thick multiyear ice pack in winter, and minimal in summer over a peripheral zone covered mainly nowadays by first-year ice.

A significant decrease of $K$, i.e., a genuine mechanical weakening of the sea ice cover, is observed for the period 2002–2008 compared to 1979–2001. Most notably, the mechanical behavior of winter sea ice in recent years is comparable to that of summer sea ice in previous years.

The observed IABP average spectra of ice motion cannot be correctly modeled by varying parameters such as the ocean-ice friction coefficient ($C_{iw}$) or the damping term within the ocean boundary layer ($\alpha$), while keeping $K$ constant. In other words, an annual and interannual dependence of the ice internal friction is the only way to explain the observations.

This coupled dynamical model can also be used to estimate the thickness of the oceanic boundary layer $h_w$, independently of the determination of $K$. We obtained thicknesses of the order of 10 m within the peripheral zone in summer, and of several tens of meters in winter within the central pack. Values of $h_w$ also considerably decreased from the period 1979–2001 to recent years (2002–2008), by a factor of about 2. These variations are consistent with an enhanced stratification in the upper halocline when sea ice melts or when river runoffs are intense.

In conclusion, the evolution of Arctic sea ice in recent years in terms of extent, concentration or thickness, is accompanied by a mechanical weakening of the cover at the basin scale. These two aspects are coupled, as a weaker ice deforms and drifts more easily, thus enhancing sea ice export out of the basin as well as lead opening that strengthen the positive albedo feedback in summer. This, in turn, has a negative impact on sea ice balance, ice thickness, and concentration [Rampal et al., 2011], so weakens the ice cover. This mechanical feedback most likely reinforces the sea ice decline.

**Appendix A: Estimating the Production of Turbulent Kinetic Energy Within the Ocean**

A more complete picture of the evolution of $h_w$ (described in section 5.2) must include evolution of the mechanical forcing of $h_w$. Though little is known about the Arctic, it has been shown that the erosion of a salt barrier at lower latitudes require strong mixing events rather than a slow mixing resulting from average winds [e.g., McPhaden et al., 1992; Zhang and McPhaden, 2000]. Thus, the storm-induced inertial currents described by our model might be suitable to represent a part of the evolution of the mechanical forcing of $h_w$ (even though $h_w$ is constant in our model). Then, the term $\rho_w|U_w|^2$ (in W m$^{-2}$) is likely to represent, by meter square, the rate of production of turbulent kinetic energy in our model, i.e., the mechanical forcing of $h_w$ if the latter were to vary. In this section, the variation of production of turbulent kinetic energy in the ocean is estimated by determining $|U_w|$ using the coupled model described in this paper.

Similar calculations as in section 3 allow to express $|U_w|$ as

\[ U_w(\omega) = \frac{\tau}{\rho h_w} \left( \frac{C_{iw}}{h_w} + \frac{(1 - \alpha)K}{h_w} + i(1 - \alpha)(\omega + \omega_0) \right) \left( -i(\omega + \omega_0) \right) + \frac{1}{h_w} (\alpha C_{iw} + \gamma) \left( K - \frac{\rho_i}{\rho h_w} \right) \left( -i(\omega + \omega_0) \right) + i(\omega + \omega_0) \left( \frac{\rho_i}{\rho h_w} + \frac{\sigma_v}{h_w} + \frac{\gamma}{\rho h_w} + K \right), \]  

where $\omega = 2\pi f$ and $\rho_i = \rho_w = \rho$ is assumed. The respective values of $|U_w|$ for the eight data sets are plotted on Figure A1, using the wind stress Fourier spectrum computed in section 4.2 and the parameters summed up in Table 1. As stated in section 4.2, the atmospheric forcing does not vary much among the eight data sets. By contrast, $|U_w|$ shows the following substantial variations: (1) in the peripheral zone and in summer, the magnitude of $|U_w|$ increased by a factor of 2 from period 1 to period 2; the value of $|U_w|$ at the inertial frequency goes from 1.5 m s$^{-1}$ to 3 m s$^{-1}$ and (2) on the contrary, for the other data sets, i.e., in the central pack or in the peripheral zone in winter, the magnitude of $|U_w|$ is very small compared to the values.
computed in the peripheral zone and in summer and does not vary that much between the different data sets.

[64] This shows that the production of inertial currents at the ocean surface is mainly controlled by the concentration of open water. The production of stronger inertial currents are modeled for larger values of open water concentration. The production of stronger inertial currents at the ocean surface is mainly controlled by the concentration of water masses in the Arctic (see Introduction), properties of water masses in the Arctic (see Introduction), increase in sea-ice melt and river runoff. Nonetheless, the increase of $|\tilde{U}_w|$ from period 1 to period 2 means that the energy radiated toward the deep ocean through inertial waves is likely to have increased. As the interaction between these waves and the bottom topography is important for the production of open water, the increase of $|\tilde{U}_w|$ could be of climatic importance. However, more realistic studies would need to be carried out if this work were to be made more accurate.
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