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Abstract. This paper deals with new neural networks based harmonics detection approaches to minimize hardware resources 

needed for FPGA implementation. A simple type of neural networks called Adaline is used to build an intelligent Active 

Power Filter control unit for harmonics current elimination and reactive power compensation. For this purpose, two different 

approaches called Improved Three-Monophase (ITM) and Two-Phase Flow (TPF) methods are proposed. The ITM method 

corresponds to a simplified structure of the three-Monophase method whereas the TPF method derives from the Synchronous 

Reference Frame method.  Indeed, for both proposed methods, only 50 % of Adalines with regard to the original methods is 

used. The corresponding designs were implemented on a FPGA Stratix II platform through Altera Dsp Builder
® 

synthesis tool.  

After analyzing those two methods with respect to performance and size criteria, a comparative study with the popular p-q and 

also the direct method is reported. From there, one can notice that the p-q is still the most powerful method for three-phase 

compensation but the TPF method is the fastest and the most compact in terms of size. An experimental result is shown to 

validate the feasibility of FPGA implementation of ANN-based harmonics extraction algorithms. 
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1. Introduction 

n the attempt to minimize current harmonics 

disturbances created by non-linear loads (rectifiers, 

inverters, AC regulators, etc.), the Active Power Filter 

(APF) is one of the most advanced solutions. It is 

therefore used in a distribution power system to avoid 

serious inherent problems such as transformer 

overheating, machine vibration, motor failures and 

higher line losses, etc. In presence of nonlinear loads, 

harmonics are added on the source current, so creating a 

disturbed current. The injection of compensation 

currents in the electrical power supply by means of an 

APF allows sinusoidal current shape recovery. 

An Active Power Line Conditioner can be used for 

general compensation in unbalanced/distorted electrical 

power systems [1]. In particular, an APF is used for 

current harmonics detection and reactive power 

compensation. As shown in fig. 1, its control unit is split 

into two main blocks: the first one is for current 

harmonics identification in order to produce the 

required reference currents for the control algorithms, 

while the second one carries the control method for 

injecting opposite phases of these currents into the 

power grid.  

The technique used to obtain the reference currents 

has a decisive influence on the APF efficiency and 

performance. An evaluation of the techniques 

traditionally used for this purpose, either in the time- or 

frequency-domain is given in [2]. In frequency-domain, 

most of the algorithms are based on the Fourier theory. 

A drawback of this technique is the impossibility of 

obtaining precise results in transient state. There is a 

great diversity among the techniques operating in the 

time-domain, including the least square error technique 

and Kalman filtering [3-4]. Beyond their simplicity they 

cannot easily take noises and errors into account, and 

they need incompressible time-delay for convergence. 

The most powerful technique is with no doubt the 

Instantaneous Power Theory (IPT) [2],[5- 7], proposed 

by H. Akagi. However, the original p-q formulation 

derived from this theory is not available for single phase 

compensation.  

In recent years, artificial intelligence techniques have 

been applied to control APFs. A review of artificial 

intelligence techniques such as neural networks or fuzzy 

logic used for control issue in power systems is 

proposed in [8]. Indeed, the work in [9] proposes a 

multi-layer neural network-based fast power system 

harmonic detection, which requires only one half of the 

distorted wave to perform efficiently even in noisy 

conditions in the tolerance of 5%. It is also reported in 

[10], that synchronous frame adaptive linear neural 

networks used to control a T-type APF achieves good 

performance with better dynamic response and lower 

Total Harmonic Distortions (THD) in source-side 

currents. For its part, Ould Abdeslam et al. went further 

in the work discussed in [7] while proposing a unified 
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neural approach of the entire adaptive harmonics 

compensation system. The approach generalized the use 

of a single and simplified type of neural network called 

Adaline Neural Network (ANN) [11]. The simple and 

flexible structure obtained, also leads to optimal 

hardware resources consumption during digital 

implementation.  

On this subject, due to the parallelism and pipelining 

technologies, it is known that application specific 

hardware implementation can offer much greater speed 

than software implementation using Digital Signal 

Processors (DSP) or microprocessors. There are 

essentially two types of technologies available for 

hardware design: full custom hardware design, known 

as Application Specific Integrated Circuit (ASIC) and 

semi custom programmable devices such as Field-

Programmable Gate-Array (FPGA). While it can offer 

the highest performance, the ASIC cannot be 

reconfigured. Implementing complex algorithms on 

reprogrammable devices minimizes the time-to-market 

cost, enables easy and fast circuit modification and 

rapid prototyping through Hardware Description 

Language (HDL) [12-13]. According to what is shown 

in [14], FPGA seems to be an excellent choice for 

artificial neural networks implementation. Indeed, it is 

also reported in [15] an implementation on FPGA 

Stratix EP1S80 of ANNs-based harmonics identification 

algorithms by means of the direct method with quite 

good results. 

In the next section of this paper, two proposed neural 

harmonics detection methods are described, i.e. an 

improved version of the three-monophase method [7] 

and another one called Two-Phase Flow introduced in 

[16]. In section III, those two approaches are compared 

to three other methods according to their modeling 

structure, their harmonic compensation performance 

and hardware resource consumption during 

implementation on a medium size FPGA target. 

2. New Architectures for Neural 

Harmonic Detection Methods 

 Originally, formal neural networks were a 

mathematical attempt at human brain modeling. 

Nowadays, several applications of ANNs can be found 

in many fields [17-18]. As reported in [15], the general 

network topology of an Adaline, is as shown in fig. 2. 

The objective of an Adaline is to approximate a desired 

signal y(t) to generate y(t)est  by the linear relation (1) : 

   ( ) ( ) ( )Ty t t test  W X           (1) 

X(t) is the input vector and
 

T (t)W represents the weight 

vector updated during the learning process, such that the 

error e between the desired function y(t) and the ANN 

output y(t)est is minimal. The simplest form of the LMS 

learning rule which convergence has been proven in 

[17] is represented by equation (2).  
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For most applications, the learning rate μ can be 

empirically determined without prejudice to the 

scientific rigor of the work.  

 

2.1. ITM identification Method 

 As presented in fig. 3, the three-monophase method 

works directly with the distorted current iL(t) and 

identifies fundamental component iLf(t), and thus the 

harmonics iLh(t) for each phase with two Adalines. We 

can see in [7], the detailed equations characterizing the 

Adalines. For the first one, multiplying the load current 

by sinωt, we obtain the expression (3) 
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where I12 is the bias weight of the corresponding 

Adaline. For the other Adaline, issue from the 

multiplication of iL(t) and cos  , I11 is the bias weight. 

By looking more closely at equation (3), it can be 

noticed that besides the weight I12, I11 can also be 

determined as the steady state weight corresponding to 

the input ½sin2ωt of the same Adaline. Figure 4 

illustrates the ITM principle. 

2.2. Two-Phase Flow Method  

The second proposed identification method, i.e. the 

Two-Phase Flow (TPF) works on the DQ-space 

according to the structure of fig.5. This neural approach 

relies on an original decomposition of the three-phase 

currents. These currents are successively converted into 

the αβ- and DQ-spaces with respectively the Concordia 

and Park transforms. The DQ-space allows to 

decompose the currents in linear expressions and to 

separate the AC from the DC components.  

2.2.1. Principle  

Considering the simplified expression (4) of the 

polluted load three-phase currents, the first part 

represents the fundamental current and the second one 

the sum of harmonics.  
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I1 and In are amplitudes of the load current fundamental 

and harmonic components. The expression (4) can also 

be written in the form (5),  
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where T32  and P(ωt) are respectively Concordia and 

Park transformation matrices to the αβ- and DQ-spaces. 
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The index terms designate the direct and quadrature 

coordinate frame (D and Q). The transformation 

consists first of all of writing the currents into the αβ-

space with expression (6) and thereafter into the DQ-

space with the relation (7). 

 

 

 

1 cos cos( )3 31
32 2 1 sin( )2 2sin 2

1
3

i
L ti n t nT i I InLi n t nt n N

i
L

   

   

 
                          

T

 

(6) 

 
cos( ) cos(( 1) )3 31

1 sin(( 1) )sin( )2 221

i i n tD n
t I Inii n t nn NQ

  


 

       
         

            

P (7) 

 

From (7) we can separate the DC component (8) which 

appears as fundamental currents into the DQ-space and 

the AC component of formula (9), representing 

harmonic currents into the same space. Thereafter, 

reference currents can be obtained by equation (15). 
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An Adaline-based architecture is proposed and adopted 

to learn the linear expressions of the currents. By 

iteratively adapting their weights online, the Adaline is 

able to find out those DC and then AC components. 

2.2.2. Extraction of harmonic currents with 

Adaline (DQ-space) 

From the relation (7) we can obtain the current Di

with expression (11) : 
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The current    expression (11) can be written in 

vectorial notation by the relation (12): 
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The vector ( )D tX elements are Adaline inputs whereas 

those of 
T

DW  are Adaline weights. Particularly, the 

weight W0(k) estimates the DC component     along the 

D axis. From its value  1 1

3
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2
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we can easily 

obtain along the Q axis the estimated value 
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2
I of the DC component     by the equation 

(13), 
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The AC components Di and Qi representing harmonic 

currents respectively along D and Q axis will be 

calculated from relations (14-15): 

 

  DDD ii i           (14) 

  QQQ ii i           (15) 

 

By applying T32 and P(ωt) to those currents, we can 

finally obtain the reference currents      ,       and 

      in the three-phases system. Figure 5 reveals the 

proposed ANN-based scheme which makes it possible 

to obtain all the reference currents with only one 

Adaline. 



3. Results and Discussion 

 In order to maintain the power quality, European 

standards were created to set levels for harmonic 

currents injected by loads back on to the network [19]. 

The THD has been defined as a measurement of 

harmonic content in a signal. In our work, we proposed 

to evaluate two identification methods by using a 

typical case which is representative of the power quality 

environment of our experimental APF test bench. The 

power system of three-phase three-wire type is modeled 

with MatLab/simulink/SimPowerSystems block sets. It 

is characterized by 50Hz frequency and 81.65V source 

voltage phase to phase amplitude. The non-linear load 

consists of a three-phase rectifier connected to a passive 

R-L branch (R=20 Ω and L=6,25mH). The resulting 

load current is distorted by two dominant harmonics (5
th
 

and 7
th
 order) and is characterized by a THD of 28%. 

 Assuming that an accurate and fast detection of the 

utility voltage phase angle is essential to ensure the 

correct generation of reference signals, we use for this 

purpose a neural Phase-Lock Looped (PLL) proposed in 

[20]. We first carried out the simulation of the 

harmonics identification algorithms independently with 

a sampling period of 10μs.  

3.1. Harmonics Detection methods simulation  

 In case of balanced three-phase source voltage, 

the simulations waveforms are shown in fig. 6. After 

harmonics separation, from the distorted load current of 

fig. 6.a), a fundamental component is obtained by 

means of the TPF method (fig. 6.b) and the ITM method 

(fig. 6.c). On the other hand, a sudden variation of the 

load at 0.08s leads to the results of fig. 7. It is there 

presented from the load current of fig. 7.a), the 

extracted fundamental component with the TPF method 

fig.7.b) and the ITM method (fig. 7.c). In addition, table 

I shows the settling time and the fundamental 

component THD obtained for both methods in 

comparison to that of three other methods. We can then 

notice that the TPF method with a settling time of 20ms 

is the most faster whereas the ITM method seems less 

powerful than the others for it has a settling time of 

45ms and a corresponding fundamental component 

THD of 1%.  

 Furthermore, the TPF technique also shows the best 

filtering performance with the smallest THD value, i.e. 

0.6% which is slightly equal to that of the p-q method. 

We also noticed on table I that the training process of 

the ITM method is slightly slower than that of the 

original three-monophase method. As we can see in fig. 

4, it could be explained by the minor stability problem 

resulting from the fact that the weight I11 is obtained 

from a sinusoidal input and therefore is not a bias 

weight as I12.  

3.2. Simulation of the whole APF control unit 

 To enlighten the identification methods performance 

in a whole harmonic filtering process by means of APF, 

we kept the same current control strategy based on the 

Bandless Hysteresis [21]. Besides, as the power circuit, 

we used a six-pulse inverter with a first order R-L filter. 

From the same load current of fig. 6.a), we obtain the 

source currents after compensation presented in fig. 8. 

With the same load variation resulting to the load 

current of fig 7.a), source currents after harmonics 

mitigation are shown in fig. 9 for respectively TPF (fig. 

9.a) and ITM methods (fig. 9.b). A measurement is then 

made to obtain source currents THD after 

compensation. Those two neural methods are 

particularly compared to the popular p-q method 

according to various criteria as shown in table II. 

3.3. Implementation process 

 Control algorithms are developed on Altera Dsp 

Builder
®
 interface. The rapid prototyping target is a 

medium scale FPGA Stratix II, i.e EP2S180F1020, as 

shown on the experimental platform of fig. 10. The 

objective of reducing area consumption is also achieved 

by choosing the appropriate bus sizes throughout the 

model and applying modular design [12] without any 

redundant block. As shown in table III, the TPF method 

is the less consuming technique for harmonics 

extraction. It uses only 21.6% of FPGA calculation 

resources while the ITM technique uses 52%, the neural 

p-q formulation and the direct method 45.3% and 

31.33% respectively. An attempt to implement the tri-

monophase method failed because the fitter required 

more logic array blocks, i.e. 12,278 than available on 

the FPGA target, i.e. 8,970. This can be explained by 

the important number of Adalines used for harmonics 

detection, i.e. sixth instead of three for the proposed 

ITM method. According to its structure, the Adaline 

appears as the most consuming part of the design. So, 

both proposed methods were especially focused on the 

reduction of Adalines blocks, to minimize FPGA 

resources. As the p-q method, the TPF is only based on 

a single Adaline.  

ITM and direct harmonic detection methods only 

work on a single phase. Consequently, three similar 

identification blocks are needed for three-phase 

extraction. On the other hand, the TPF method is 

different in the sense that it works directly on a three-

phase distorted current, as in the IPT theory, but with a 

transformation into the DQ-space.  

From the above results, the TPF method seems better 

than the ITM method. Moreover, it has performances 

almost equivalent to that of p-q technique in term of 



rapidity. We have to consider that the comparison is 

done in case of a balanced three-phase source voltage. 

For unbalanced conditions, the PLL used for phase 

detection in the TPF strategy should also be made up of 

a neural symmetrical component extraction block 

discussed in [20].  

In spite of the fact that ANNs are not normally 

considered 100% reliable in their ability to interpolate, 

their reliability for the presented active filtering 

application is proven in simulations by the obtained 

settling times and THD values.  

3.4. Experimental setup 

The experimental prototype basically included a 

three-phase APF, a nonlinear load, a computer, and 

FPGA board associated with a low frequency analog 

inputs card. 

The power stage consists of a Semikron SKM 50 GB 

123D inverter with insulated-gate bipolar transistor 

(IGBT) modules. The split capacitor of the dc bus is 

4400µF and R-L branches are applied to suppress the 

filter current ripple. Such a design can operate at a line-

to-neutral voltage of 230V rms and 10-kVA power. 

In this setup, the board including the FPGA 

EP2S180F1020 target is used for real-time calculation 

and control of the reference current, while generating 

the gating signals to drive the IGBTs. An auxiliary low 

frequency analog card is used for assuring acquisition 

and A/D conversion of the current and voltage signals 

for the FPGA, and also to amplify the gating signals 

from 0-3.3V to 0-15V for the needs of IGBTs. 

The nonlinear load is made up of a diode rectifier 

and a R-L branch in the dc side. Due to real-time 

constraints, the switching frequency of the IGBT has 

been set to 12.5 kHz which is adequate for this 

application. 

The system parameters are summarized in Table IV. 

where Vs and is the line source voltage, f is the system 

frequency, VDC is the voltage of the dc bus capacitor 

CDC, Rf and Lf  are respectively the filter resistance and 

inductance,  fsw is the switching frequency, RL and LL  

are respectively the load resistance and inductance.  

We only present experimental measurements of fig. 

11 due to the fact that reference current waveforms 

extracted from the load current are quite similar for the 

different methods. Table V shows the THD of the 

source-side current after the APF compensation for an 

initial THD of 30%. The best result is obtained for the 

ITM method with a THD of 4.2%. All the THD values, 

especially the one for the TPF method can be reduced 

by choosing an APF output filter of third order to fit the 

source current inside the distortion bounds set at 5% by 

the standard. Again, an outstanding improvement in all 

harmonic components may clearly be seen, obtaining 

good sinusoidal source currents in phase with the 

fundamental component of the voltage signal, i.e. a 

unity power factor. 

4. Conclusions  

 A hardware implementation of two adaptive 

harmonics identification techniques based on neural 

networks has been presented. Whatever the harmonic 

detection method used for the APF control unit, the 

compensated source current THD value well agrees 

with IEC standards. In addition to the APF 

performances, even the most consuming ITM method 

presents interesting perspectives in terms of FPGA 

material resources reduction by consuming less than 

52% of FPGA calculation resources. This validates once 

more the feasibility for neural networks implementation. 

So, with careful design, mapping the algorithm with 

adequate system performance is reachable despite the 

lack of resources. Besides, with the smallest settling 

time, i.e. 20ms and the smallest resource utilization 

ratio, i.e. 21.6% for three-phase compensation, the TPF 

method appears as one of the best harmonics 

identification method.  

 Although other methods for the control of active 

filters are widely known, the hardware implementation 

of the whole APF control unit with only neural 

networks is an interesting issue, meaning that ANNs-

based techniques are of efficient application in power 

electronics. The use of FPGA target for such 

applications certainly improves the global performances 

due to its aptitudes for parallel processing.  
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Fig. 1. A shunt APF in an electrical power system 

 

Fig. 2. Adaline topology 
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Fig. 4. ITM architecture with only one Adaline 
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Fig. 5. Two-phase flow method with only one Adaline 

 

 

 
 

Fig. 6. Results under balanced load: Load current (a), 

Fundamental component extracted from the load current via 

the TPF (b) and the ITM (c) methods 
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Fig. 7. Results under balanced load with a sudden change at 

0.08s: Load current (a), Fundamental component extracted 

from the load current via the TPF (b) and the ITM (c) 

methods 

 

 
 

Fig. 8. Results under balanced load: Source currents after 

harmonics suppression via the detection methods 

 

 
 

Fig. 9. Results under balanced load with a sudden change at 

0.08s: Source currents after harmonics suppression via the 

TPF (a) and the ITM (b) methods 
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Fig 10. Principle of the experimental test bench 

 

 
Fig 11. Experimental results – Harmonics extracted from the 

load current  
 

 

Table I. Results from the harmonics detection methods 

 

 

 

 

 

 
 

 

 

 

 

 

 

Harmonic 

detection method 

Settling 

time 

Load current 

fundamental component 

THD after harmonics 

separation  

p-q 27ms 0.5% 

Direct  50ms 0.95% 

Three-monophase 40ms 0.9% 

ITM 45ms 1% 

TPF 20ms 0.6% 

Time(s) 

(a) 

(b) 

(c) 

Time(s) 

Time(s) 

(a) 

(b) 

Load current

Harmonics



Table II. Comparison of the different compensation techniques 

 

Filtering method 
Need of current and/or 

space transforms 

Adequate for 

single phase 

Adequate for 

three phase 

Number of 

Adalines 

Source current THD 

after compensation 

p-q yes no yes 1 1.7% 

Direct  no yes yes 3 1.9% 

Three-monophase no yes yes 6 1.8% 

ITM no yes yes 3 1.75% 

TPF yes no yes 1 1.78% 

 

Table III. Comparison of the hardware resources used on FPGA for the three methods 

Resources 
  Ratio in % 

p-q Direct  Tri-monophase ITM TPF 

Total ALUT 37 6 92.8 32 4 

Total registers 2,25 1.47 4.74 2.58 0.6 

Stratix pins 11 11 11 11 11 

Memory bits (RAM) 0 0 24 24 4 

9-bit DSP 99 88 100 100 57 

PLL 8 8 8 8 8 

  FPGA average resources consumption in % 

For 3-phases 

compensation 

26.2 19.08 N/A 29.6 14.1 

  Calculation resources consumption 

(RAM+DSP+ALUT) 

45.3 31.33 N/A 52 21.6 

Table IV. System parameters 

Power source  Values 

Vs,  f 40V,  50Hz 

Active power filter Values 

VDC,  CDC 85V,  4400µF 

Rf,  Lf 5Ω,  5.8mH 

fsw 12.5Khz 

Non linear load  Values 

RL,  LL 20Ω,  15.4mH 

 

Table V. THD of the grid current under sinusoidal voltage conditions after the connection of the APF 

 

Harmonics 

extraction method 

THD after 

compensation 

p-q 4.8% 

Direct 4.4% 

ITM 4.2% 

TPF 5.2% 

 


