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ABSTRACT: This paper deals with the evaluation of multiaggydtems. The related works in this issue are nftest o
interested in evaluation of agent design methodeb@r agent tools and platforms but do not addresfficiently
evaluation of multiagent applications from a gergraint of view, the used evaluation criteria remaither specific to
a special topic or application dependent. In thisrkv we present an evaluation approach to measuneeige
characteristics of multiagent systems. The proposethod follows a three step process: observatioodelling and
measure. The modelling technique is based on gthpbry which is used to define and estimate mefocsthe
evaluation of structural properties of multiagentseems. In this paper, we focus especially in oion as
evaluation criterion as it is a very interestingachcteristic transposing the social dimension ofitragent systems.
Therefore, specific metrics based on graph thesey@oposed to analyse agent organizational strreguThe tests
and experimentations are carried out on a multiggaplication for the simulation of production plkiing and control

in supply chains.

KEYWORDS: MultiAgent Systems, Evaluation, Organization, Grapleory, Measure, Modelling, Observation.

1 INTRODUCTION

In the last decades, multiagent technology has rheco
widely used in various fields and the number ofalev
oped multiagent applications is currently incregsion-
siderably. Despite the great interest that thensifie
community bears to this growing research areagethes
still open issues particularly regarding standaatidn
and definition of consensus on key concepts. Ornthef
most critical issues in this domain is the questibper-
formance evaluation which was addressed from differ
points of view. In this perspective, evaluating iges

methodologies and development platforms and taols i

undeniably of great interest but remains insuffitieo
make a full coverage of multiagent systems evatuatit

becomes more and more necessary and urgent talprovi

means for evaluating and comparing multiagent appli

on which tests and experimentations were carrigdsou
described in section 5 with the obtained results their
interpretations. A conclusion and a look at futurerk
are presented in section 6.

2 EVALUATION OF MULTIAGENT SYSTEMS:
STATE OF THE ART

The several studies related to multiagent systarakia-
tion do not address the evaluation issue from draes
point of view. In the following paragraphs we clifss
the presented works into four categories accortirnte
evaluation objective in order to position our cdnition.

2.1 Agent technology

The early works in this domain were interestedvale-

tions. That is what we address through our researchating the multiagent technology as a new softwaigi-e
works which focus on agent-oriented applications neering technique and tried to compare it to othest-

evaluation based on specific characteristics eafpgci
structural ones. In previous works, we focused & of
the most important characteristics of multiagerstems
which is communication. In this paper we are irgtad
in organization and we propose several metricsvabue
ate it based on graph theory. The paper is orgdraze

ing ones namely the object-oriented one, as it ecas
sidered the leading technology at that time. Fetaince
in (Wooldridge and Ciancarini, 2000), (Tveit, 20Gik)d
(Lind, 2001), agents and objects are compared ngith
erence to some key criteria such as autonomy,beelf
haviour control, flexibility, parallelism and ali}i to

follows: in section 2 a literature review of mufiint  represent mental components. All of these researche
systems evaluation is presented. The proposed a&valu concluded that agent-oriented paradigm broughoft s
tion approach is then described in section 3. 8edfi ware engineering many interesting novel concepts an
presents an overview on organization in multiaggsst  that it allows dealing with complex problems and ad
tems and the used metrics to evaluate it. The egtjuin dressing dynamic environments more effectively.
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2.2 Agent design methodologies

Evaluation of agent-oriented methodologies aimprts

Although there is little interest on this issue, me&ieved
some related works from the literature. We clastifyse
works into two subcategories: internal and extepeat

vide common frameworks for comparing the wide range formance evaluation.
of existing design approaches. (Cernuzzi and Rossi,

2002) defines qualitative evaluation criteria origad as
an attribute tree. Evaluation criteria are clasdlifinto
three generic categories which are: internal agetts
tributes, interaction attributes and process. (8tand
Shehory, 2003) examine criteria encompassed wilfan
methodology definition; these criteria cover fouajor

2.4.1 Internal performance evaluation

Internal evaluation refers to the process by whioh
multiagent system itself measures its performaibés
is done most of the time by calculating a globalityt
function. A utility function expresses the funct@rade-
quacy of the multiagent system, i.e. how well #lizes

aspects namely concepts and properties, notatiogn anthe objective for which it was designed,; it is defi a

modelling techniques, process, and pragmatics.pfbe

priori and depends on the problem to solve (Thoetas

posed framework was used to evaluate and comparal., 2007). In (Gnanasambandam et al., 2005), the a
three methodologies: GAIA, Tropos and MaSE (Sturm thors propose a methodology to control the perfoicea

and Shehory, 2004). In (Dam and Winikoff, 2003) al-
most the same decomposition of criteria is usecbto-

pare MaSE, Prometheus and Tropos. Another work (Ak-

bari and Faraahi, 2008) attempts to identify stilemngnd
weaknesses of agent-oriented methodologies byidgfin
an evaluation framework that addresses six majasar

of a distributed agents’ network. The multiagerdtey
is equipped with a self-evaluating capability, battit is
up to the system itself to predict its performarme
computing its overall utility which depends on nigr
such as end-to-end delay and latency. The maingrob
with such evaluation method is that it could notges-

concepts, notation, process, pragmatics, suppart fo eralized. In fact, there is no general definitidraautility

software engineering and marketability.
2.3 Agent tools and platforms

(Sudeikat, 2004) claims that “a complete evaluatién
methodologies cannot be done without considerirggta
platforms”. This type of evaluation aims to helpvele
opers choosing the agent-oriented developmentthadl

is most suited to their expectations. In this pecsipe,
(Boissier et al., 2002) defines criteria to evatuand
compare agent-oriented tools. The evaluation @iter
were grouped into five categories that cover thelah
life cycle of multiagent systems, namely: genetalrac-
teristics, multiagent models, physical charactesst
development environment and execution environmant.
(Nguyen et al., 2002), another set of evaluatidega is
proposed which are: standard compatibilities, comimu
cation, agent mobility, security, availability, iy,
development issues. In both researches, no queatiifn
methods were presented to estimate the propostd cri
ria. In (Leszczyna, 2004), the study focuses onty o
FIPA compliant agent platforms which were evaluated
according to general criteria such as documentatipn
date, popularity, accessibility, etc. These criteare not
specific to agent-oriented environments; that's vithe
study remains too general. At the opposite, vepcHic
criteria are proposed in (Shakshuky and Jun, 2@664)
evaluate agent platforms. The work focuses espgcial
the Message Transport System.

2.4 Agent applications

This kind of evaluation in which we are specifigailh-
terested addresses implemented multiagent systachs a
deals especially with the multiagent applicatioptsr-
formance regardless of the used design method@ody
development tool.

function, it is system dependent and is strongligdd to
the problem which the multiagent system is suppased
solve.

2.4.2 External performance evaluation

External performance evaluation, unlike internalke,on
means that the evaluation is done by an entityideithe
system. Although there is a great need for develppi
multiagent systems evaluation tools, few studieseha
addressed this issue from a general point of vieviact,
most of the works found in the literature propogelea-
tion solutions which are either system dependarsper
cific to a given topic. For instance, in (O'Malley al.,
2000) a comparison between mobile and static multi-
agent systems is done. For this purpose, the perfor
ances of two distributed text search systems wea@ie
ated using a single performance metric which iscéea
execution time. In (Helsinger et al., 2003), a perf-
ance measurement tool for large scale multiagest sy
tems built into the Cougaar agent is presented.gtHl.,
2004) examines how local behaviours of agents ¢an a
fect the global multiagent system’s performancerof
boNBA which is a basketball game platform for
autonomous robots. Local behaviours studied in this
work are very specific to the target system. Tmeyude,

for instance, strategies to pass the ball, straset de-
fend or to attack, etc. So it is for global perfame
indicators which are ball control time, pass accyr&tc.
(Babczyiski et al., 2005) presents a performance analy-
sis and comparison of two information retrieval tiaul
agent systems. The first is composed of only statip
agent while the second contains a mobile agent: Per
formance evaluation is carried out through simalati
and the considered performance metrics include -prob
ability and mean time of receiving the good respgons
which are very specific metrics.
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3 PROPOSED APPROACH FOR MULTIAGENT Observation
SYSTEMS EVALUATION
* Observingthe .
multiagent system’s . Analzsmgéhle generated
Through the previous study of the literature weve execution * Constructingthe graph | | EFEPNMOCE
. - . . . - . L model of the multiagent | |, Estimating quantitatively
that existing works on evaluation in multiagent dam * Trackingthe significant epplication based on orqualitativelythe
. . . . ata collecte Yy N P
are essentially oriented toward design methodotogiel . observation multiagent characteristic
.. . . . ti t: .
development platforms. The originality of our cdiot: reporta and traces * Presenting the results
tion is that we are interested in performance ean : : :
of MAS from a general point of view and regardles Figure 1: the evaluation system architecture

its used methodology or platform.
In the following paragraphs, the several stepshaf t
In our research works, MAS are evaluated by meaguri €valuation process are detailed.
their functional characteristics. In fact, MAS hawery
interesting properties that may impact their glopef- 3.1 Observation
formances. These characteristics are identified end
plained in (Boissier et al., 2004). Some of them be Observation consists in collecting information tethto
presented as follows: the execution of a given system. It includes essint
detection of significant events in the system’scei®n
Autonomy: It consists in three important points: the and generation of traces (Jain, 1991). In our exedn

agent’s independent existence, its viability outerfer- approach, observation is performed through software
nal control and its decision according only to e@tons probes (Ben Hmida et al., 2008). The observation
and knowledge. probes’ design and implementation are based oncdhspe

Oriented Programming (AOP) which is a very promngsin
Distribution and Decentralization: Distribution means  software engineering technology (Kiczales et é@97).
that knowledge, processing, tasks and resourcedisre  Figure 2 shows the proposed observation architectur
tributed among agents in order to achieve a common

goal. While distribution concerns tasks and resesirc - R
decentralization means control distribution. In altm paraets | Local Traces
agent system there is no global controller butsieeral e e L7y 1 7 et e
agents participate to the control of the whole @pgibn. I i 4% 4x
h:’;s::; L ) pmbem Pr/u\be : Pr;be . Cinbl

Communication and Interaction: The communication ; 1 | | I | i I

. . Observation Layer | i ! | | |
between agents provides coherence to the multiagen— ; ; ; ! ; 3
system in spite of decentralization. It could befgrened Pttt L 1 !
directly by exchanging messages or indirectly biynac | A A 3 >,’_"‘ff“t
on the common environment. Agents interact in tig-e Agin& LY iy "
ronment in which they progress. Interactions betwee - shgentic_{gant

agents are point to point and include cooperataor,
laboration, competition, negotiation, and delegapoli-
tics.

Figure 2: the aspect-based observation architecture

The probes are activated each time a significaeniev
occurs in the MAS. For instance, each time an agent
teracts with another agent, the event is detectatl a
processed by a probe. So that all the agents'acdtiens
are captured and saved in a traces file. The irdtiom
contained in this file is used to generate theraution

) . . graph of the MAS and compute the metrics.
Openness and Adaptation Openness is the functional

evolution of the multiagent system. This evolutamre- 3.2 Modelling
sponds to the dynamic add, modification or remafal '
entities of the system. Adaptation is the abilifytle
multiagent system to modify its behaviour in order
evolve in a dynamic environment which is subject to
many constraints.

Organization: Organizations allow formalizing relation-
ships between agents and offer a mean to speciy an
design a multiagent system structure that defigesnis’
roles and relations between these roles.

To evaluate properly the structural aspect of a MAS
need to develop its formal representation. Usiraplgs

to model such systems constitutes a very apprepriat
issue. In fact, graphs are commonly used to reptesel
study various types of computer networks and offer
strong abstraction and modelling tool for the eatities
composing those networks. The study of graphs lagid t
properties is done according to graph theory. Tk,
evaluated MAS is modelled by an oriented graph wher
the nodes represent the agents and the arcs repthee
communication links between agents.

In our research works we are especially interested
structural properties of MAS, which are evaluatet f
lowing a specific process. The proposed evaluation
method includes three major steps which are observa
tion, modelling and measure, as shown in figure 1.
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According to (Gondran and Minoux, 1995) an oriented 4.1 Organization in multiagent systems

graphG = [X, U] is defined by:
- asetX of nodes, whereX| =N
— asetU of oriented pairs of nodes, whetd £M

There are several possible representations ofghgra
Here, the adjacency matrix is used.

A= ( A )i_:l..N 1)
j=1.N

In an adjacency matrix, each line (respect. coluoon)
responds to a node in the graph.

j

Ay =1ifand onlyif(i j)OU (A= 0 otherwist  (2)

Thus, the proposed solution consists, first in nodg
the interaction network of the MAS through an otésh
graph, and then identifying the properties of triaph to
evaluate it.

3.3 Measure

In this step, the generated graph representingva&i-
ated MAS is analysed according to specific critefia

each criterion are associated measures which am th
estimated. In previous works, we focused on communi

cation as it is a very important property of mujgat
systems (Ben Hmida et al., 2011). It is measuredrae
ing to three main aspects which are: structuraifasyti-
cal and statistical aspects. Some of the used caeadre
presented below:

— solicitation / participation degrees of each agent

— complexity and connectivity of the MAS communi-

cation network
- average amount traffic per agent
- load of the network
— messages typology and complexity

Communication is a central aspect, at the basithef
agents’ interaction, and essential to realise theiab
attribute of the MAS. Besides, communication lewel
the MAS is one of the most important factors likédy
affect its performance. However, it is not the oatite-

rion according to which MAS could be evaluated. In

fact, in (Ben Hmida et al., 2011) interpretatiorfstioe

obtained measures related to communication ledous t
evaluate other properties such as autonomy anchierga
zation. Thus, based on our previous works, our dong

term goal is to propose an evaluation system atigwi
measuring several multiagent characteristics, anting
it on real world applications. This will greatly lhepro-
moting application of MAS especially in industry.

4 EVALUATION OF ORGANIZATION

At this stage of our research we are interesteth@n

evaluation of the organizational aspect of multigge

systems.

A multiagent system is a society of agents in aasion

of mutual interaction sharing tasks, resources and/
knowledge. There is a large panel of possible auter
tions between agents which encompasses for example
coordination, collaboration and negotiation pofit{&er-
ber, 1995). The several interaction patterns inudtim
agent system engender complex organizational stegt
and interrelated acquaintances networks. Organizsti
can be formed in two ways. They can be definedaipr
by the system’s designer, in this case we talk apoer
defined organizations; or a posteriori as a restiithe
agents’ social behaviours and interactions; andhig
case we talk about emergent organizations (Ferber,
1995). In the literature, many types of organizadio
structures are defined in multiagent systems. Galyer
speaking, these structures are groups of agenfsecais

ing to realize their objectives. However, we castidi
guish two categories of groups, namely teams anatl-co
tions. In teams the agents are assembled togeather f
the beginning in a way that their competences ara-c
plementary in order to realize the common objectfe
the team but not necessarily individual objectives.
coalitions the agents can come together promptly an
collaborate to realize their individual intereststie ab-
sence of a common global objective (Legras, 2003),
(Boussebough, 2011).

In multiagent systems, there are also subordinatiax
tionships between agents concerning control and dec
sion making. These relationships can be egalitarian
where the agents are considered at the same ladel a
participate evenly to the decision making procéssan
egalitarian organizational structure, an agentasihany
other agent to accomplish a given task, but therlanay
refuse to do it. On the other hand, there are ribreal
organizational structures where relationships betwe
agents are authoritarian.

Thus, organization is a very important charactessand

a basic concept of multiagent systems as it trasespthe
social dimension of such systems. The evaluatioarof
ganization is a very interesting issue; it allovevelop-
ing an understanding of the multiagent system asd i
structure. (Ferber, 1995) defines the possible ways
analysing organizations in multiagent systems. Foo
hand there is functional analysis which aims taiig
and describe the functions that the several estifean
organization are supposed to realize. From thispect,
organization is viewed as a set of roles and wmiatbe-
tween those roles. From the other hand thereustsial
analysis which focuses on the interactions between
agents trying to make sense to their complex ielafr
tions and explain the resulting organizationalcttices.

In this work, great importance is accorded to ttracs
tural aspect of organizations, that's why the chosp-
resentative model rely on graphs which expressively
shapes the multiagent structure by drawing itstiesti
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and their relationships. A similar representatisrused

in (Campagne, 2005). In this work, the author tties
develop a method to control massive multiagentesyst
organizations using morphology. For this purpose
graphs are used to describe the system’s staten Bhis
representation, the nodes correspond to rolesaupgt
roles and the links correspond to mutual preferemee
tween those roles. The analysis consists in staghs

comparison in order to make the system auto-adaptiv

(Cardon, 2005). In our work, graph modelling isdifar
an evaluation purpose; we do not address contsakis
Besides, in our case, the nodes correspond to ageadt

the links correspond to interactions between those

agents, which is a different representation. Basethis
model, the evaluation of organization is done tlsattk
specific metrics of graph theory which are presgrite
the following paragraph.

4.2 Measures for the evaluation of organization

The presented following measures are in the mgjorit
based on node degrees.

4.2.1 Degreedistribution

In graph theory, the degree of a node is the nurober
connections it has to other nodes. Here we desigmat
Ki the degree of a nodeln a graph, the several nodes
may have different degrees. The degree distribRigd)

is then defined to be the fraction of nodes in gheph
with degreeX:

P(K) = NW 3)

with Nk the number of nodes having a degkeandN
the total number of nodes.

The degree distribution is very important in studyi
graphs structures and helps understanding theddgp
cal features. The different types of networks hdifier-
ent characteristic degree distributioR¢K). Thus, the
shape of the degree distribution function allowstidi
guishing two main classes of networks (see figQre 3

b

P(k) 1
| heterogeneous

\\ | homogeneous

(|

s Y T—
A . —

* Kk
Figure 3: Homogeneous vs. Heterogeneous networks
degree distributions

<K >=Y KxP(K) 4)

" In such networks, there are no highly connectecesod

On the contrary, heterogeneous networks are clesract
ized by a degree distribution that generally fobowa
power law which is the case of most networks inrtad
world. This means that, in such networks, ther lsrge
majority of nodes having low degree but a small beam
having high degree that greatly exceeds the average
Those nodes are thought to be special and havappa
cific function in their networks.

4.2.2 Assortativity

Assortativity is a characteristic of graphs whidilacts

the tendency of a graph’s nodes to be connectaddes
having similar (or different) degrees. Assortativis
often examined in terms of correlation between sode
degrees. A simple characterization of the correheti
between degrees of neighbour nodes is determined by
the neighbourhood degré&g, ;which expresses the aver-
age neighbours degree of a given node

K., =iZKJ. (5)
’ Ki i

Based on this measure, degree correlation is diyehe
mean neighbourhood degree of nodes Wittegree.

Knn(K):Ni Z Knni (6)

K i/K;=K

The behaviour ofK,,(K) defines two main classes of
networks. We talk about assortative network when
Knn(K) increases wittK. This is the case of social net-
works when high degree nodes are preferentiallgciss
ated with other high degree nodes. And we talk abou
disassortative network,(K) decreases witK, which is
the case of hierarchic networks where high degosles
are connected to many nodes with low degree.

4.2.3 Centrality

Centrality is a characteristic expressing the pmsiof a
node in the graph. It determines the importanca mdde
within the network and how much it is influent. $hi
concept is inspired from the analysis of socialvoeks.
Many terms are used to measure centrality; herel¢he
gree centrality is usedd(i) is the degree centrality of a
nodei.

Ki

(@)

Homogeneous networks are characterized by a degreqvhereKi is the degree of the nodandN is the number

distribution that is concentrated around the degnean
value< K > given by:

of nodes in the network.
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4.2.4 Hierarchy Thus, to recognize the leaders in a multiagenesystve
have to identify the star sub-graphs in the whelgre-
We talk about hierarchy in organizations if relatdbe- sentative graph.
tween the organization entities are determinedutlyca-
ity. In oriented graphs, hierarchy is defined dmfes: 5 EXPERIMENTATION AND RESULTS
. Vv The proposed evaluation system is tested on theee v
H|erarchy:1—[m} (8) sions of a supply chain control multiagent applat

With V the number of unordered pairs of nodes symmet-5'1 Agent-based test application

rically connected, meaning that both of the nodas c , L , .
reach each other, aMdaxV is the total number of unor- | he tested multiagent application is the implemizora
dered pairs of nodes (Krackhardt, 1994). _Of a test-case _conS|der¢d in (Francois, 2007_).h®$vs
This measure is interesting to express structigagh 1N Figure S, itis a multi-products supply chairtwaerk
chy of the network but does not reflect hierarcegree in the domain of furniture manufacturing. Two faiesl

in multiagent systems as it does not consider séenan ©f Products are manufactured: tables and shelves |
meaning of a link. In fact, hierarchy degree intiagent 1St Step, wood trunks, delivered by the wood Sigps,
systems should reflect the existence of dominaahtag are transformed by the sawmills into wood furniture
For this reason, we propose to examine the nafuleeo ~ cOMPONents (trays, legs and boards). In a secar st
several links between agents to determine whetteet ~ Shelves and tables are assembled by the assentbly fa
is any power relationship. The better way to dd thao tory. Shelves are del!ve_red to final customers, Imhx!bs
pick up the nature of the message, and to dedecexth &€ p.assed to the painting fact_ory to be .pamtedthnrd
istence of power relationship if the message imier. and final step before being delivered to final oustrs.

Thus, the proposed measure for hierarchy is:

s
. Ordv Trunk  Sawmili2 \ oy
HIeI’aI’Chy - (8) &LJ / Tra, &l.d Painting ;;h Table @
MaxV = b s & ‘aa
Wood = . \L Fawting i Painter Customert
Supplier2 Sawmill1 € Supplier UnTpr?w;n(ed
H . Trunk able
Where OrdV is the number of unordered pairs related 1B /£ g s cha L Supply Chain 1

power relationship (message subject is order).

Wood" Screw - Simple  Supply Chain 2

Suppliert Supghar Assembler Shelf ®
Trunk Board Targe X U]

4.25 Leadership \ / Shef o

o S &
As explained in section 4.1, in a multiagent systaw- e Saumils Customera
eral agents can come together into organizatiomc-str Figure 5: Test-case supply chain network

tures called groups which may be teams or coa#titm

both cases, there can be an agent having the kpacia Each enterprise of the supply chain includes far s

pability of coordinating the actions of the othgreats.  vices: distribution, production, procurement, anetie

This agent is called “leader” (Legras, 2003). Wliilea sion making which are represented by the following

team the leader represents a decision authority,doa-  agents:

lition the leader does not have a real decisiomalgr

but is rather a point of information centralizatiofio Distributer : this agent is responsible for the reception

pick up such agents using graph formalism, a gisup and the management of the customers’ orders. dlsis

assimilated to a star sub-graph, with the leadex @an-  responsible for managing the products’ stocks ai-d

tral node surrounded by the other group agentsrdseg  eries.

2003). A star graplsn of ordern, sometimes simply

known as am-Star, is a graph on nodes with one node  Producer: this agent manages the material flow and en-

having the degrea-1 and the other nodes having the sures the effective production process; it tramsfothe

degree 1 (Harary, 1994). Figure 4 illustrates syreiphs. received material into products according to coritjprs
rules defined by the nomenclature.

Provider: this agent is responsible for contacting suppli-
ers and making orders whenever some components are
required.

_ ) Decider. this agent synchronises the other agents’ ac-
Figure 4: lllustration of a star structure tions. It also realises the production and the risdtee-
quirement planning. The distribution of the decider
agents over the supply chain defines the contalitac-
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ture. In the case of a distributed control arcliites carries out locally the production planning andreses
each decider agent is responsible for the decisiaking management of the enterprise to which it belongs.
process in its enterprise; whether in a centraliped

mixed control architecture, the enterprise’s decide s

agents rely on a common decider of a higher level. S T Y ~
A\ prov dist /
Customer. this agent represents a final customer which ( 'szc'i‘ "\.‘ =
is wishing to buy some finished product. (=) Asek = - A
51 l/ \< ~ \ [ sp ;n—m PNT.I I ZNT e C1
ek = e =
Supplier: this agent represents a supplier putting on sale = 1 &= " ‘x = | (™
some raw material. / (i) | Adwck | e
l’//SI J) - ( ’ég\"n—\~7A5§ ] \A;S o 2 |
R . \ \ / \ prov dist / \
The development of procurement, production andveeli % = = o e ~
ery plans requires the implementation of a decision \ S \prod T
making system defining the organization of the sieci () I (=] TS
units through which the supply chain is controll@the (=Y &N \Z/
decisional pattern of the production planning aodtml N \ered)
activity can be organized according to differemthétec- Figure 6: Distributed agent-based control architext

tures which are distributed, centralised and mixeel.

Figure 7 shows the generated graph correspondititeto
In the distributed control there is a single dexisinak- centralized control architecture. In this case éhir a
ing level. In such control architecture, each eprise of higher level decision center DEC which carries allit
the supply chains network is totally independentl an the production plans for the entire supply chaitwoek.
manages locally its own resources. In each ensspri
control is done through a decision making center. 2%

/ dec \
52 Fo e

-

To overcome the lack of global visibility of infoation \prov J \a) ,ﬁ
induced by the distributed control, an alternatiseto /
| S2

make information accessible to all the actors of th () A p \ .
supply chains network and to centralize its proogssn (=Y I ray X (= {) ] (e e )
fact, in centralized control architecture, there ds = Eh & T B
supplementary higher decision making level with a  / (prod) \ /TS J gy

single decision center which is responsible for \51“ - \”55)._. s I (s i
production planning and resources management of the —A4 L N X "Et‘\\ ot
overall supply chains network. The different demisi \‘ a2 _/ Lprod T
centers of the lower level are reduced to entiidsying (2) I (2) T
information to the central decision making entity. e o \&

&S

To find a balance between local autonomy induced by Figure 7: Centralized agent-based control architect
distributed control and global optimisation induced

centralized control, a third control strategy isgwsed in ~ Figure 8 shows the generated graph corresponditigeto
(Francois, 2007). Such mixed control architectuse i mixed control architecture. In this case, thera tsgher
based on many decision making centers of a highvei | level decision center for each supply chain: DE@# a
instead of a single one. In fact, to each suppbirciof DEC2.

the network is associated a decision center whah ¢

tralizes information and processing within that @yp Ch e

chain. In this case, the information exchange betwe 8 =N
decision centers of the higher and the lower leagts \groy) I By W
the same as in centralized control. (;"p’sid B iy
{4 ) st s \ dec X
) ) \& 7 B '//' dec \,, . \ /,——*— j sl ?-‘PNT- —.‘
5.2 Results and interpretations L I () | ST ) as ) )
st . 5 . & N
: : : . / Vs | )
The experimentations carried out on the three opssof o vﬁd N T, W e %
the d_escribed multiagent application pointed ow th () (\s&n—» o)t (&  — )
following results. P Sl - e N ¥
\ /' dec k\,' ‘/ prod \\\\
Figure 6 shows the generated graph correspondititeto | E,ffw ) [ ;_f} ) W \‘7 e
distributed control architecture. Each one of teeision (s Yo .‘ e
centers Sl.dec, S2.dec, S3.dec, ASS.dec and PNT.de — ey

Figure 8: Mixed agent-based control architecture
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The following figure expresses the several agentsmixed architectures are very similar and notabRedi
degree«i related to the three used control architectures. ent from distributed one.

12 This is also what we notice through the followingufe
10 11 which draws the degree correlation for the tluee
s | trol architectures.
. |
4
s | | |
3,5
27 1 1 1 = —
IHHHHHHI1HH{1HH{ Tﬂ{ IHF : ke e
o MENLEERLRE N EL VR LR R A R R R R R R N N N A o ~ UL EE bbb bbb
““““““““ $3358:35833282328332830 . ~.
mmmmm UuugiizéiizgaizgEQEEEEEDEE 5 .~ pemmen
R N R R i .~
Lb N, ~
W KiDistributed KiCentralized ®KiMixed 1 "-\ '."
Figure 9: Agents degrees 0.5
We distinguish two catogories of agents : 2 2 4 & 2 10 12
A === = {nn(K} Distributed Knn{K} Centralized  «+«soos KnnlK) Mixer
- those whose degree has not changed such as cliente

Figure 11: Degree correlation (Assortativity)

suppliers and operating (production,

distribution and procurement)

agents

Degree correlation expresses the Assortativity haf t

- those whose degree has increased with theSyStem. The three control architectures are dis@dse.
centralization, especially in  mixed control Disassortativity is a characteristic of hierarchggstems
architecture. Degree increase concerns only decisio Where high degree agents tend to be linked to fetese

centers as the centralization strategy is about thedrée agents. This can be explained by the existefice
decision making system. dominant agents. Here also we notice that assatyati

of the distributed architecture is different frohetcen-

Besides, we notice that high degree agents arereith tralized and mixed architectures which are veryilaim
decision centers (Sl.dec, S2.dec, S3.dec, ASS.dedn the two latter cases disassortativity is reioéat by
PNT.dec) or operating interfaces agents in relatiith the addition of a higher decisional level of agemdact
many enterprises (ASS.dist and ASS.prov). By iateef dominance relation is accentuated through the akzdr
agent we mean distributer or provider as thosetagee ~ tion of control.

in relation with other enterprises agents. ) ) )
The following figure 12 shows the centrality degres

Figure 10 below illustrates the aspects of distibu  the several agents using the three control ardhites:

degree functions related to the several control
architectures. o
0,3 I
0,45 0,25 H— 91—
02 | —
0.4 . 015 ]|
SN a8 LA
03 e S | TTETTRLTHTR R TR
022 \:- == ANRUG U003 S Y33 E83 5583328332838
~ 5552985928533 852°2 8570848
’ N A ™
U(-;? ‘\—f "\\\ \ W Cd(i) Distributed Cd(i) Centralized  mCd(i) Mixed
- R Figure 12: Centrality degree
0 4 6 8 10 12 . ..
We notice that for all agents except decision aente
= === Pk Distributed PIK) Centralized —eeeeee PIK) Mixec centrality decreases when passing from a distribute

architecture to centralized or mixed one. Thisagirally
due to the add of agents to the system which ate no
All of the three generated graphs Correspond tolinked to those agentS. In the Contrary all of deeision
heterogeneous networks since there is no signtfican centers centrality is higher in centralized and edix
degree mean value around which the distributionreeg ~cases than in distributed one. Here again, thiues to
is concentrated. In the three cases there is arityagg ~ the addition of a supplamentary higher decisiorellev
nodes having low degree but a small number havigiy h whose agents are directly and only linked to deaisi
degree that exceeds the average. But what we daeno Centers.

here is that the degree distributions of centrdliaed

Figure 10: Degree distribution
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Table 1 below presents the measured hierarchy dggre in organization as evaluation criterion as it igseay in-

for the different studied agent architectures.

Control Architecture |OrdV | MaxV | Hierarchy Degree
Distributed 15 28 0,535
Centralized 20 33 0,606

Mixed 21 34 0,617

Table 1: Hierarchy degree

Hierarchy degree can vary from 0 to 1. In the tluases,
its value is superior to the mean value 0.5 whiudfi-i
cates that the different studied agent applicatiars
characterized by hierarchical tendency which is enor
marked when it comes to centralization that corgern
both centralized and mixed architectures. Thidse due

to the addition of decider agents which have cdmiver
the other agents.

All the previous results indicate the presenceeailer-
ship in the studied multiagent applications. Thisaiso
confirmed by the analysis of their representativaphs
which points out the existence of star structuigr
sub-graphs were identified. The highest order sttarc-
tures corresponds either to decision centers dridgh
connected operating interfaces agents.

Significance of the measures

In conclusion, the obtained results help understand
the organizational structures and identifying dife
categories of agents present in the several amhlysg-
tiagent applications. In fact, in the case of distted
control architecture, agents characterized by diggree
are either decision centers or operating agentseziad
to great number of enterprises. High degree agaithwv
is also decider is necessarily a leader, and hagdre
agent which is operating agent are in situationdef

pendency with other agents, especially resources de

pendency. On the contrary agents characterizedWy |
degree cannot be deciders, they are necessaritatoye
agents having certain autonomy of action and someho
isolated, and this is the case of all the produactigents.

In centralized and mixed control, high degree dercid
agents are of two categories: the greatest degreeta
are leaders of a higher decision level and thersthee
leaders of a lower decision level. The other highrde

agents are operating agents with great connectivity

Whereas low degree agents are operating onessathé
case in distributed control architecture.

6 CONCLUSION

teresting characteristic transposing the socialedision
of multiagent systems. Therefore, specific metbhased
on graph theory were proposed to analyse agenhorga
izational structures. The tests and experimentatioere
carried out on a multiagent application for the dimtion
of production planning and control in supply chaifke
evaluation allows the practitioners to have a cidea on
the organizational structures of the different colnar-
chitectures. It pointed out that centralized andkedi
controls have almost the same organizational ptigser
The advantage of the evaluation presented throhigh t
work is that it's done on a real world applicatiather
than a case study. It allows providing practitiener
clear vision about the global manufacturing orgatiim
which can help analysing and eventually improvihg t
enterprises strategies. Our future works includes t
points. The first consists in extending the testligption

in order to move to a larger scale and thus redenshe
evaluation results. The second point is to focusttan
evaluated system’s dynamics and the evolution ef th
proposed measures over time.
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