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Abstract—This paper proposes an experimental evaluation of state of the art 2D/3D, view-based indexing methods. The principle of 2D/3D indexing methods consists in describing 3D models by means of a set of 2D shape descriptors, associated with a set of corresponding 2D views (under the assumption of a given projection model). Several experiments were conducted in order to examine the influence of the number of views and of the associated viewing angle selection strategies on the retrieval results. Experiments concern both 3D model retrieval and image recognition from a single view. Three 2D shape descriptors were tested in order to determine which of them is the most suited for such approaches. Results obtained show promising performances, with recognition rates from a single view higher than 80%, which opens interesting perspectives in terms of semantic metadata extraction from still images/videos.
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I. INTRODUCTION

Recent innovation in computer imaging has lead to an increasing number of 3D models available for the general public. The tendency to personally model 3D shapes has been replaced nowadays by using the object in existing databases. As a result, the focus of the research community has shifted since to 3D model retrieval systems. The main goal of a retrieval system is to extract key features associated to a 3D object (i.e. shape, colour, texture, motion) that can be exploited to recover the desired information. Let us note that if not all models are textured, coloured or animated, they always define a 3D shape. Consequently, the great majority of retrieval methods are based on shape recognition techniques. For some comprehensive overviews on this topic, the reader is invited to refer to [1], [2], [3], [4].

A particular family of 3D retrieval methods use the so-called 2D/3D indexing algorithms, which employ a set of 2D representations associated to each model. More precisely, instead of directly describing the 3D content, such approaches exploit a set of 2D images, obtained by projection of the 3D model from several viewing angles. Various 2D shape descriptors are then used to describe each projection image. An outcome of this indexing approach concerns the possibility to compare 3D models not only with 3D models but also with objects detected in 2D images. In particular, this might be useful to derive semantic information from still images/videos.

The rest of the paper is organized as follows. Section 2 proposes a state of the art of 2D/3D shape retrieval approaches. Generic principle and main families of methods are here described and discussed. In Section 3, we propose an experimental protocol and evaluate, under the same experimental conditions (i.e. test set, 2D shape descriptor and similarity metrics), the impact of different factors (viewing angles selection, 2D descriptor and matching algorithm) on the performances of both 3D to 3D model retrieval and image recognition from a single view applications. Finally, Section 4 concludes the paper and opens perspectives of future work.

II. STATE OF THE ART

Before presenting the state of the art approaches, let us recall the 2D/3D indexing methods principle.

A. Principle of 2D/3D indexing methods

The basic principle of the 2D/3D indexing methods relies on the following assumption: two 3D models that are observed from the same perspective present similar views. So, instead of describing the entire 3D objects, a set of images representing the model is selected and used to describe it. Thus, each 3D model $M$ is projected and rendered in 2D using a set of $N$ cameras. Each projection $\pi_i(M)$ is a binary image (also known as silhouette image) that is described using a 2D shape descriptor $d_i(M)$. The set $\{d_i(M)\}$ is further used to encode the model.

When using such an approach, different aspects need to be analyzed: the number of projections to be used, the camera positioning that ensures an optimal description of the object, the choice of the 2D descriptors, and the algorithm to be employed in the matching stage.

Also, invariance aspects with respect to the similarity transforms (i.e. rotation, translation, isotropic scaling) should be taken into account. Notably, the 3D rotation invariance is a critical issue since the projections can drastically change from a view to another. In consequence, the choice of the viewing angles is crucial for achieving a 3D pose invariance behavior. Due to this fundamental issue, we have chosen to categorize the state of
the art 2D/3D indexing methods with respect to the viewing angle selection procedure involved. Two main families of approaches appear in literature. One very popular category of approaches involves a principal component analysis (PCA) of the 3D geometry, which is exploited in order to achieve a canonical representation invariant under 3D rotation. The second one uses an even distribution of the viewing angles around the object.

B. Methods using PCA-based projection

For the case of PCA-based methods the three principal axes and optionally the four secondary axes of inertia are used as viewing directions. As these axes are object-dependent, all the similar models will be represented by sets of images obtained from the same perspective, ensuring 3D rotation invariance.

Within the ISO/MPEG-7 framework [20], two different methods using seven PCA-based viewing angles were proposed. The first method employs 2D-ART descriptor [5]. When comparing two images, the L₁ distance between 34 ART coefficients is used. In order to compute the global distance between two models, all the matches between the two sets of images are tested and the one giving the minimal distance is selected. The second descriptor proposed by the MPEG-7 group is Contour Scale Space (CSS) [6]. The contour of the 2D shape is extracted and convolved with a set of Gaussian filters. The curvature peaks are thus robustly determined in a multi-scale analysis process. The associated similarity measure between two contours in CSS representation is based on a matching procedure, which takes into account the cost of fitted and unfitted curvature peaks. For the computation of the object-to-object distance, the same approach is used as in the case of 2D-ART-based method.

In [7] two methods are proposed. The first one is based on the Multi-scale curve convexity/concavity (MCC) representation [8]. The silhouette’s contour is sampled into N=100 points and convolved with 10 different Gaussian filters. The variation in position of each point is computed and used to describe the shape. Two points are similar if their change in position is similar. In order to achieve 2D rotation invariance, all the possible permutations between the two sets of points are tested. The second method proposed in [7] (so-called Silhouette Intersection - SI), defines the distance between two images as the area of the symmetric difference [9] of the two silhouettes. The approach is very intuitive and fast to compute, but poorly robust with respect to small variations of the shape or similarity transformations.

In [10] the authors proposed a method using the three projections corresponding to the principal directions determined by PCA. Each image is decomposed into L=60 concentric circles. The percentage of the object’s surface located in each circle is computed and used to form the feature vector. The circular decomposition of the object ensures 2D rotation invariance of the description. The so-called Principal Plane Descriptor (PPD) proposed is defined as the concatenation of three feature vectors.

PCA-based methods present the advantage of providing a canonical representation by using an object-dependent coordinate system obtained by applying the PCA. However, as shown in [11], [2], [22], the principal axes may present strong variations in the case of similar objects, resulting in miss-alignment problems.

A second family of approaches proposes to evenly distribute the viewing angles around the 3D object.

C. Methods using evenly distributed viewing angles

Instead of using preferential views depending on the object’s geometry, the same set of camera is used for the acquisition of all the sets of images.

A method based on the SI algorithm [7], so-called Enhanced Silhouette Intersection (ESI) was proposed in [12]. The vertices of a regular dodecahedron are used as camera angles, resulting in a set of 10 silhouette images. Each of them is described by the SI descriptor, but when computing the distance between two sets of images the authors propose to weight the contribution of each projection by the use of a relevance index (proportional to the root square of the silhouette’s area). The algorithm presents an increased robustness as compared to SI, but still remains sensitive to small shape variations.

In [13], authors introduce the LightField Descriptor (LFD), which also employs the vertices of a dodecahedron for the viewing angle selection. Each 2D shape is encoded by using Zernike moments [21] and Fourier Descriptors [23] coefficients. The LFD is obtained by using the coefficients resulted from all ten views. As the number of images is not enough to properly describe the 3D shape, 10 LFD are computed by placing the dodecahedron in different positions. A total of 100 images are acquired for each object, offering a very complete description. In the 3D object matching stage, all possible permutations between the two sets of 10 images have to be taken into account, leading to 5460 comparisons to be performed. An intelligent multi-step fitting approach is adopted in order to early reject non-relevant models. The LFD algorithm is reported as one of the most competitive 3D shape retrieval algorithms. However, the cost of such performance is an increased computational complexity.

Starting from the observation that two different objects can have similar projections, the Modified LFD (MLFD) technique is proposed in [14]. The authors skip the 2D size normalization step of the original LFD. The reported results have proved an increase of 4.1% and 3.6% for the First Tier, and Second Tier scores respectively.

In [15], the authors proposed a Compact Multi-View Descriptor (CMVD). Contrary to the other methods based on the even distribution of the camera, the CMVD algorithm starts with the PCA stage. Then, the vertices of a 32-hedron are used to place the camera, resulting in a set of 18 images for each model. Furthermore, each projection is described by using the coefficients form the 2D Polar Fourier Transform, 2D Krawtchouk moments [24] and 2D Zernike moments up to the order of 12, obtaining a total of 212 coefficients. Because in the preprocessing stage a canonical representation of the object was achieved, the authors propose not to test all the possible combinations between the two sets of images but only to take into account the 24 different alignments of the principal axes. Experiments performed on several 3D model databases show that CMVD performs similar to LFD while using a less time consuming algorithm.

All the above-presented methods consider an evenly distribution of the viewing angles over the unit sphere. However, for some regions of the unit sphere the projection images change very slowly in terms of visual aspect. Hence, a small number of images is sufficient to represent such regions. On the contrary, for other regions of the unit sphere the projections might change drastically even for small variations of the viewing angle. In order to eliminate redundancies of the representation, some methods propose to intelligently select a subset of images from all the
projections obtained by the evenly distribution of the camera viewing angles.

In [16], authors present a method based on a similarity aspect graph [17]. The camera is placed over one single plane and 36 projections are obtained by rotating the viewing direction by 5°. A similarity metric is computed between each two successive projections. A subset of representative images, so-called prototypes, is chosen such that each of them optimally represents a cluster of similar views, while maximizing the similarity with the other prototypes. The prototypes are further described by using the shock graph representation [18]. In the matching stage, the query is represented by a single projection, which is compared with all the prototypes of each model in the database. This algorithm is time consuming in both extraction and matching stages. In addition, its main drawback is related to the strong dependency of the associated performances on the viewing plane selected. A similar method is proposed in [19].

Compared with the PCA-based methods, the above-mentioned algorithms generate a higher number of projections (100 for LFD, 18 for CMVD). As a consequence, the computation complexity increases significantly, especially in the matching stage where all possible combinations between images from two sets need to be tested. Aspect graphs and stable view algorithms aim at reducing the number of views in an intelligent way by eliminating the redundant information. Thus, increasing the descriptor extraction complexity, the computation cost of the matching is reduced.

Table 1 synthesizes the various descriptors presented in this section. For each method, the extraction and the matching complexities, respectively denoted by \( C_E \) and \( C_M \), are qualitatively estimated (i.e. + for low complexity and +++ for high). The numbers of views per model (\( N_V \)) as well as the viewing angle selection procedure are also indicated. The last column recalls the 2D descriptor used to describe the projection images.

The state of the art shows an impressive number of techniques. However, it is difficult to establish a fair comparison, since several aspects (i.e. viewing angle selection and number, 2D descriptor, matching strategy) can jointly have a relatively important impact on the retrieval performances.

### III. EXPERIMENTAL EVALUATION

The experiments have been carried out on the MPEG-7 database, which includes 363 objects belonging to 23 categories (e.g. humanoids, airplanes, cars, trees, synthetic letters, rifles, missiles, pistols, helicopters etc.). The database presents important intra-class variety in terms of 3D shape (Figure 1).

**Figure 1: Sample models from the MPEG-7 3D dataset**

Before the silhouette acquisition, each object was centered in the origin of the 3D coordinate system and resized w.r.t. its bounding box. For each image, six sets of projections were tested. Two of them are derived from the PCA-based alignment and contain 3 (PCA3) and 7 (PCA7) images per object corresponding to the three principal and four secondary axes of inertia. For the evenly distribution of the viewing angles, the LFD’s positioning of the camera was tested. A random 3D rotation has been applied to each object, in order to ensure the objects are placed in an arbitrary position. In addition, we have proposed to test the same distribution for objects previously aligned with the use of the PCA (so-called LFDPCA distribution). Finally, the vertices of an octahedron (Figure 2) presenting different levels of subdivision were used to place the camera. At level zero, the projections correspond to the PCA3 ones, as the object was previously aligned with the coordinate system. From level one and level two of subdivision result 9, respectively 33 projections (OCT9 and OCT33).

**Figure 2: Successive subdivision of the octahedron**

Three different 2D shape descriptors were tested. Two of them are region-based and employ the decomposition of the image onto a set of functions; MPEG-7 2D-ART [5] with 34 coefficients and Zernike moments descriptors [21] with 42 coefficients. The third descriptor retained is the MPEG-7 Contour Scale Space (CSS) [20] which describes the 2D shape’s contour.

#### A. 3D to 3D model retrieval

In order to evaluate the de performance of the retained 3D model retrieval systems two scores, the First Tier (FT) and the Second Tier (ST) have been computed. FT and ST respectively represent the percentage of correct answers among the first Q and 2Q first retrieved results (where Q is the size of the query model’s category). Two matching strategies have been tested. The first one, so-called minimum, exploits a greedy strategy for fitting the various 2D views. When comparing two 3D models, the best match corresponding to the minimal distance between all combinations of views is first determined. The corresponding
views are considered as aligned and the process is successively applied upon the remaining sets of views until all the views are matched. The second strategy, so-called diagonal, assumes the PCA alignment is correct. Thus, each projection from the first set of images is associated to its corresponding view from the second set. For both methods, the global distance between two objects is equal to the sum of distances between the matched images.

Tables 2a-2c present the scores obtained using the MPEG-7 Contour Shape descriptor, the Region Shape descriptor, and respectively the Zernike Moments descriptor. We observe that the MPEG-7 CSS representation provides the best results with a gain of 4% and 8% when respectively compared with the MPEG-7 2D-ART and Zernike moments representations.

When considering the viewing angle selection strategy, the same tendency appears no matter what descriptor is employed. Namely, the octahedron-based repartition provides the best results, with quasi-equivalent scores for 9 and 33 views. However, in all cases, the gain in the retrieval rates obtained by using a larger number of views remains marginal (about 3%). This shows that increasing the number of views does not necessarily significantly improve the performances. This fact can be explained by the fact that the number of false positives responses yielded by the 2D descriptors also increases with the number of views. In addition, in the case of objects presenting symmetries, several of the considered views can be similar, which can further influence the results.

### Table 2: 3D model retrieval MPEG-7

<table>
<thead>
<tr>
<th>Matching strategy</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT7</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>FT</td>
<td>66.48</td>
<td>66.44</td>
<td>67.18</td>
<td>67.91</td>
<td>68.11</td>
<td>70.24</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>68.83</td>
<td>68.57</td>
<td>69.36</td>
<td>54.72</td>
<td>71.57</td>
<td>71.79</td>
</tr>
<tr>
<td>Minimal</td>
<td>BE</td>
<td>74.54</td>
<td>74.49</td>
<td>76.46</td>
<td>76.03</td>
<td>76.70</td>
<td>77.06</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>77.25</td>
<td>76.77</td>
<td>77.80</td>
<td>70.75</td>
<td>79.21</td>
<td>79.61</td>
</tr>
</tbody>
</table>

### Table 2b: MPEG-7 Region Shape Descriptor

<table>
<thead>
<tr>
<th>Matching strategy</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT7</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>FT</td>
<td>63.65</td>
<td>64.10</td>
<td>63.72</td>
<td>59.87</td>
<td>65.44</td>
<td>65.21</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>65.57</td>
<td>66.11</td>
<td>65.37</td>
<td>45.19</td>
<td>66.57</td>
<td>67.47</td>
</tr>
<tr>
<td>Minimal</td>
<td>BE</td>
<td>71.86</td>
<td>73.15</td>
<td>71.61</td>
<td>70.66</td>
<td>73.73</td>
<td>73.84</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>73.76</td>
<td>73.54</td>
<td>73.50</td>
<td>58.77</td>
<td>75.56</td>
<td>74.71</td>
</tr>
</tbody>
</table>

### Table 2c: Zernike moments Descriptor

<table>
<thead>
<tr>
<th>Matching strategy</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT7</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>FT</td>
<td>61.47</td>
<td>60.56</td>
<td>58.90</td>
<td>55.86</td>
<td>61.81</td>
<td>58.60</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>61.50</td>
<td>62.22</td>
<td>59.69</td>
<td>41.21</td>
<td>63.00</td>
<td>61.11</td>
</tr>
<tr>
<td>Minimal</td>
<td>BE</td>
<td>69.93</td>
<td>68.61</td>
<td>67.69</td>
<td>65.15</td>
<td>69.70</td>
<td>67.02</td>
</tr>
<tr>
<td>Diagonal</td>
<td></td>
<td>70.36</td>
<td>69.73</td>
<td>68.33</td>
<td>54.31</td>
<td>71.29</td>
<td>69.69</td>
</tr>
</tbody>
</table>

In terms of matching strategy, we can observe that the Diagonal provides scores slightly superior to those obtained with the Minimum strategy, with an average gain of about 2%. Obviously, for the LFD approach, where no alignment was performed, lower scores are obtained with the Diagonal strategy which matches only corresponding views. The fact that the Minimum strategy provides lower scores can also be explained by the existence of false positives, which match similar views of non-similar objects.

The second part of our experiments concerns the 2D object recognition.

### B. 2D object recognition from a single view

In this case, the query is represented as a single 2D silhouette image. In order to establish a query test set, we have retained 46 models, randomly selected from the MPEG-7 dataset, such that each category is represented by two objects. For each model, three query images, corresponding to different camera positions, have been generated. A first image is obtained as the object’s projection onto the principal plane (denoted as PP). A second image (denoted as RAND) is obtained by using a randomly generated angle of view. Finally, a third projection image is obtained. The viewing angle used is also randomly generated, but it is restricted in a ±45° interval around the normal to the principal plane (denoted as RAND45).

Two scores were computed in order to evaluate the performance of the proposed 2D object recognition system. The first one, so-called First Answer (FA), provides the percentage of queries where the first retrieved result belongs to the correct category. The second score used, so-called Recognition rate (RR), is the percentage of queries to which the correct category is associated with (so-called, recognized category). The recognized is defined as the most represented category within the first 10 retrieved results.

### Table 3a: Contour Shape Descriptor

<table>
<thead>
<tr>
<th>Image type</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>73.91</td>
<td>73.91</td>
<td>78.26</td>
<td>73.91</td>
<td>76.09</td>
<td>76.09</td>
</tr>
<tr>
<td>RAND</td>
<td>30.43</td>
<td>52.17</td>
<td>60.87</td>
<td>71.74</td>
<td>54.35</td>
<td>63.04</td>
</tr>
<tr>
<td>PP</td>
<td>69.57</td>
<td>69.57</td>
<td>67.39</td>
<td>71.74</td>
<td>71.74</td>
<td>69.57</td>
</tr>
<tr>
<td>RAND</td>
<td>63.04</td>
<td>80.43</td>
<td>78.26</td>
<td>71.74</td>
<td>73.91</td>
<td>67.39</td>
</tr>
<tr>
<td>RAND</td>
<td>21.74</td>
<td>52.17</td>
<td>65.22</td>
<td>56.52</td>
<td>50.00</td>
<td>56.52</td>
</tr>
</tbody>
</table>

### Table 3b: Region Shape Descriptor

<table>
<thead>
<tr>
<th>Image type</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>71.73</td>
<td>76.08</td>
<td>54.34</td>
<td>78.26</td>
<td>80.43</td>
<td>82.60</td>
</tr>
<tr>
<td>RAND</td>
<td>45.65</td>
<td>52.17</td>
<td>60.86</td>
<td>69.56</td>
<td>56.52</td>
<td>73.90</td>
</tr>
<tr>
<td>RAND</td>
<td>21.73</td>
<td>47.82</td>
<td>56.52</td>
<td>65.21</td>
<td>47.82</td>
<td>67.39</td>
</tr>
<tr>
<td>PP</td>
<td>63.04</td>
<td>63.04</td>
<td>47.82</td>
<td>63.04</td>
<td>69.56</td>
<td>69.56</td>
</tr>
<tr>
<td>RAND</td>
<td>39.32</td>
<td>52.56</td>
<td>58.10</td>
<td>67.78</td>
<td>58.89</td>
<td>66.79</td>
</tr>
<tr>
<td>RAND</td>
<td>23.91</td>
<td>45.65</td>
<td>52.17</td>
<td>56.52</td>
<td>43.47</td>
<td>50.00</td>
</tr>
</tbody>
</table>

### Table 3c: Zernike Moments Descriptor

<table>
<thead>
<tr>
<th>Image type</th>
<th>Score</th>
<th>PCA3</th>
<th>PCA7</th>
<th>LFD</th>
<th>OCT9</th>
<th>OCT33</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>78.26</td>
<td>76.09</td>
<td>69.57</td>
<td>76.09</td>
<td>76.09</td>
<td>78.26</td>
</tr>
<tr>
<td>RAND</td>
<td>56.52</td>
<td>71.74</td>
<td>71.74</td>
<td>67.39</td>
<td>58.70</td>
<td>69.57</td>
</tr>
<tr>
<td>RAND</td>
<td>32.61</td>
<td>47.83</td>
<td>52.17</td>
<td>60.87</td>
<td>54.35</td>
<td>67.39</td>
</tr>
<tr>
<td>PP</td>
<td>65.22</td>
<td>65.22</td>
<td>54.35</td>
<td>65.22</td>
<td>60.87</td>
<td>58.70</td>
</tr>
<tr>
<td>RAND</td>
<td>41.30</td>
<td>54.35</td>
<td>56.52</td>
<td>63.04</td>
<td>54.35</td>
<td>52.17</td>
</tr>
<tr>
<td>RAND</td>
<td>28.26</td>
<td>43.48</td>
<td>52.17</td>
<td>56.52</td>
<td>39.13</td>
<td>52.17</td>
</tr>
</tbody>
</table>

Tables 3a-3c present the obtained results. In terms of the descriptor used, the same global tendency as in the case of 3D retrieval can be observed: the MPEG-7 CSS performs better than 2D-ART and 2D-ART is superior to the Zernike moments descriptor.

In most of the cases, the best FA and RR scores were obtained when using the PP image (about 80% for the FA and between 65.22% and 71.74 for the RR). However, in the case of real objects detected in images or videos, the object is observed from...
IV. CONCLUSIONS AND FUTURE WORK

This paper presents an overview of the state of the art 2D/3D indexing methods as well as an experimental evaluation of methods. Two issues were considered: the 3D to 3D model retrieval and 3D model recognition from a single view.

The experimental protocol proposed aims at determining the influence of different factors (the viewing angle selection strategy, the number of views used to represent an object, the 2D descriptor used and the matching strategy) on the retrieval results.

Experiments, carried out on the MPEG-7 database, show that using a large set of views does not necessarily increase the retrieval/recognition performances. In particular, for model recognition from a single view, the even distribution of the viewing angles offered by the LFD approach is more appropriate. Concerning the choice of the 2D descriptor, the MPEG-7 CSS representation led to results superior than those offered by the two region-based descriptors considered (Zernike Moments and MPEG-7 2D-ART). In our future work we intend to test combinations of 2D descriptors. At a longer term we will focus our work on object recognition from real-life images/videos.
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