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Abstract—Virtualization is a promising approach to meet the objectives of next generation networks. It will enable building pervasive systems, with the possibilities of automated adaptation and provision of personalized services for users with different needs and contexts. In this paper, we propose the use of Avatars: software delegates to hide heterogeneity between entities such as networks, users, services and any resource or device. Avatars act at an abstraction overlay level, on behalf of their represented entities. They carry information and intelligence (workflows) and cooperate to make decisions like the reconfiguration of the entity they stand for. A software agents–based implementation is then proposed and evaluated.
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I. INTRODUCTION

Traditional networks and services’ management techniques are not adapted for future telecommunication systems, characterized by high levels of heterogeneity, dynamicity, and complexity. Service adaptation and personalization as required for the Internet of the Future are difficult to achieve since existing tools are mostly built for homogeneous environments.

It is predicted that future telecommunication systems will be composed of autonomous, communicating and intelligent objects, deployed everywhere in the life space. These will form the future Internet of Things, a pervasive system [1] that will ease dynamic production of value added services. Hence, automated service adaptation at both networking and applicative levels is needed. In this context, system awareness, automated reasoning and adaptation are considered as key functionalities and enablers. These remain difficult to achieve over heterogeneous environments.

Pervasive computing is considered as a candidate response to this problem. It should allow automated and dynamic service creation and adaptation in complex environments. This is challenging due to the coexisting of multiple heterogeneous solutions in the networking and service domains (e.g. access and transport, protocols, execution environments, terminals ...etc.).

In this paper we propose the use of Software Avatars, within a distributed and mobile overlay solution, to ease the management of heterogeneous telecommunication environments.

The remainder of this paper is organized as follows. Problem statement and related work are presented in section II. In section III, we present the proposed virtualization solution, its details as well as the test bed for its evaluation. Finally, conclusions and future work are given in Section IV.

II. PROBLEM STATEMENT AND RELATED WORK

Heterogeneity as considered in this paper is relative to three main domains: (a) the hardware domain (i.e. physical) that reflects the coexistence of multiple standards and technologies within physical devices like computers, routers, laptops, PDAs, and wireless access points; (b) the software domain (i.e. logical) that reflects the presence of different protocols, operating systems, service execution environments (i.e. middlewares); finally (c) the architectural domain (i.e. design) that reflects the multiple ways of interconnecting the above entities like distributed, centralized, mesh and ad hoc topologies.
Building autonomous solutions to manage the above heterogeneous environment remains challenging. For instance, existing management solutions like COPS (Common Open Policy Service) [2][3] and SNMP (Simple Network Management Protocol) [4][5][6][7] are more adapted to homogeneous, centralized and relatively small scale systems. They require common tools and protocols shared between all the entities within the system.

In this context, the use of a high level harmonized representation seems promising. For instance, the use of semantic annotations and ontologies is more and more tackled in the literature. In [8] Semantic Descriptions are proposed to express services and devices as functional components. This allows to dynamically attaching them to workflow models and enable reasoning. Ontologies are also proposed in [9][10] to allow automation and to enable reasoning possibilities. Authors in [10] present a service overlay architecture for next-generation networks. This overlay allows to offer personalized services that can be adapted to users’ context such as his (her) current device, access network, preferences, or quality of service (QoS) requirements. Adaptation is achieved by dynamically establishing service level path to fulfill the user’s requirements.

Unfortunately, most of the proposed solutions and approaches are presented for particular environments and use cases. At the best of our knowledge, these solutions propose new formalisms and architectures for future services and do not consider coexistence of today and future systems.

In the following, we propose a new approach based on delegation and overlay virtualization. It allows the construction of pervasive systems with both existing and up-coming technologies, devices and services whatever their heterogeneity is.

III. PROPOSED ARCHITECTURE

We aim here to ease the management of a significant number of heterogeneous entities including users, terminals, services, networks, service providers...etc. The idea is to build a conceptual control level (see Figure 1), composed of two virtualization layers. This control level can make reasoning on behalf of physical entities within the system.

Virtualization is based on the use of Software Avatars. These are software entities, with communication and reasoning capabilities, able to act on behalf of the physical entity they represent.

The two virtualization layers are defined according to the dynamicity of contextual information (knowledge) they manage. The first virtualization level is defined to make reasoning on frequently changing contextual information. The second level is defined to make reasoning mostly on static contextual information. It has a global view on the entire system; it is also responsible of orchestrating the first one.

Like in [12], the proposed solution is a context-aware system. In addition, it is distributed, scalable, extensible and more resistant to failures.

Distribution is introduced through the definition of Active Zones within the first abstraction level. Active Zones can be defined to achieve performance and scalability objectives. For instance, an Active Zone can be defined to reflect geographic proximities of a set of interworking entities, or to bring together entities cooperating to achieve a given service over a fixed period of time. In the following, details about the proposed distributed architecture are provided. We first present a functional description. Then we present a possible implementation through the use of mobile agents.

1) First abstraction level

The first virtualization level is composed of Avatars: autonomous software components that can represent any entity within the system. Entities may be persons (users), services, resources or any physical or logical entity (user terminal, network, network entity, network device, service provider … etc.). Each entity can delegate to its corresponding Avatar reasoning activities that require shared knowledge with other system entities.

Avatars are able to communicate through unified interfaces to exchange data and to participate to common decision making. However, communications between the physical entities and their Avatars can be proprietary allowing heterogeneous entities to co-exist within the system.

Avatars can carry work-profiles and adaptation rules relative to their correspondent entities. Together, they constitute a virtual space representing each physical entity within the
system. Additional avatars can represent logical entities and functions like mobility and security managers. They are responsible for decision making and adaptation. These decisions can be based on the analysis of entities’ work-profiles and contexts (static information are gathered from the second abstraction level and dynamic information are gathered from the entity itself).

![Figure 1: Tow layers Virtualization Overlay Architecture](image)

**Avatars**’ mobility contributes to enhance system performance since context gathering and decisions can be made at the closest of the represented entity. Therefore, the 1st abstraction level is enriched through the use of **Active Zones** among which Avatars can move. These zones can be defined according to the target applications or scenarios. For instance, different active zones can reflect different applications or different geographic locations.

**Avatars**’ mobility is useful if we consider that the represented entities can move from one **Active Zone** to another, because of changes within the context or because of geographic mobility of the entity for instance. To enhance system performances, **Avatars** can be created and moved into active zones according the contextual information of the represented entities.

Using **Active Zones** can ease the creation of value added services like:
- Printing a document on the closest printer according to user’s location (based on location zones).
- Broadcasting messages to a given category of users (based on category zones)
- Adapting light in the house according to the journey time and/or user context and preferences (based on time zones)
- Helping service providers to supply adapted service components in different **Active Zones** (based on profiling zones).

As indicated above, an **Avatar** embeds and executes intelligence on behalf of the entity it represents, including processes for decision-making and adaptation. For instance, a mobile terminal **avatar** can run decision processes for network selection and vertical handover decision making. A video service **avatar** can run video adaptation according to the available throughput.

Therefore, **Avatars** should be able to communicate with the correspondently physical or logical entity they represent. In addition, different **Avatars** can share common context and can cooperate to explore available resources in a given zone. **Avatars** should also be able to communicate with the second abstraction level, i.e. with the **Orchestrator** and the global **Context Manager**. This will allow them to provide, update and/or request context information, profiles, preferences, statistics...etc.

**Avatars**’ functional architecture and their interaction with the 2nd abstraction level as well as with the represented entities are given in Figure 2.

![Figure 2: Avatars’ functions and interfaces](image)

2) **Second abstraction level**

This second abstraction level contains a global **Context Manager** and an **Orchestrator**. These have a global view of the system. They offer a unified representation through ontologies allowing reasoning and inferring.

The use of ontologies enables automated reasoning and inferring modules. Another advantage is to
automate communications between system components including the Avatars, the Orchestrator and the correspondent physical entities.

Figure 3 gives a global overview of the proposed second abstract level, including the use of ontology [13].

![Diagram of second abstract level overview]

Figure 3: Second abstract level overview

The Orchestrator acts as a moderator to avoid concurrent or conflicting decisions. For instance, in a heterogeneous wireless access scenario, if the available bandwidth decreases for a given connection, the avatar representing the device may decide to handoff to another available access point (handover) while the service avatar may decide to change the service mode and degrade the QoS. In this case, the orchestrator can give priorities between the two actions or define an execution order.

The reasoning and inferring engine can provide the Orchestrator with inferred rules and knowledge based on the elementary ontology. This allows to make global reasoning to enhance system behavior and performance.

3) Implementation and performance evaluating

In order to evaluate the proposed solution, a real testbed is set using different technologies. A Multi-Agents sub-System (MAS) with JADE Environment [14] is used. Avatars and Active Zones are then implemented as mobile agents. This Multi-Agents technology is selected because it offers a multitude of advantages including practical deployment on existing and heterogeneous platforms. In addition, this technology allows to instantiate the Avatars within an initial Active Zone and to move them when required to another Active Zone as specified in the proposed solution. Another advantage is the use of ACL (Agent Communication Language) for unified communications between software agents. Software agents can also carry a state machine that can reflect the work profile of the Avatar and its correspondent entity.

In addition, we implemented a basic context manager, an orchestrator and a basic ontology, using Protégé [15] and RacerPro [16] tools, for the second virtualization level. First experiments on the testbed proved the feasibility of our proposed solution. Avatars were easily created, moved from one Active Zone to another and communication was successful. Communications between the Avatars and their correspondent physical entities is achieved through the generation of ACL-like messages. The testbed also proved the possibility to adapt service logics based on the analysis of the context. This was possible by defining different agent behaviors (through state machines) that can be re-configured according to the context.

Avatars migration within different zones is achieved through agent mobility, allowing load balancing, higher scalability and optimized response time.

The proposed architecture is tested for video service adaptation based on user context. All devices and heterogeneous system entities were represented by their own avatars (agents) within the overlay system. A video streaming service is first initiated for the user according to his (her) profile. When network conditions changes (degradation is supposed here), the user’ avatar detects it, analyses the new situation of the user and then invokes the video avatar by requesting a service adaptation. This behavior is totally automated since avatars have reasoning and communication capabilities. The virtualization overlay system successfully allowed higher flexibility and automated service adaptation.

Early analysis and measurements made on the platform showed that additional enhancements are possible to reduce the system response time. Two directions are understudy: optimizing inter-avatars communications and splitting context databases.

IV. CONCLUSIONS

In this paper, we proposed a two layer distributed overlay architecture based on the use of Software
**Avatars**, a new virtualization concept we defined to deal with heterogeneous complex environments. The proposed architecture was successfully implemented using a MAS platform. Initial results showed that it is possible to virtualize heterogeneous entities including devices, services and users through Avatars within a first dynamic abstraction level. In addition, we proposed a second abstraction level to provide higher layer with a global view of the system. This allows avoiding conflicting and concurrent decisions and adaptations. The use of a unified ontology allows the automation of the reasoning and facilitates knowledge sharing between physical entities and between Avatars.

**REFERENCES**


