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Abstract

Connectivity preservation of the interconnection network is an essential ingredient in decentralized control. This paper focuses on the preservation of a given network topology which ensures the connectivity. We consider a networked system with a discrete dynamics in which two subsystems are able to communicate if an algebraic relation between their states is satisfied. The connected subsystems are called neighbours. The subsystems update their state in a decentralized manner by taking into account their neighbours state. Each connection is preserved as far as the algebraic relation is verified. The objective of the proposed set theory based control law is to keep the state of each subsystem in a specific domain that ensures the algebraic constraint satisfaction. The resulting control design reduces to the solution of convex problems involving Linear Matrix Inequalities (LMI), then easily solvable. Beside the network preservation, the global coordination may be imposed by adding supplementary constraints in the control design.

1 Introduction

The control of the large scale systems in centralized framework needs huge computation and communication capabilities which are very expensive. The alternative is to implement control laws in a decentralized manner which is scientifically challenging but less costly. The main applications concern the decentralized communication [1,15,17], decentralized control [21,30,31], distributed optimization [28,35,36] and analysis of social networks [12,13,20,27].

A closely related area is that of consensus, flocking and multi-agent systems. Most of the works on consensus and coordination are based on bi-directional information exchange between neighbouring nodes (leading to undirected communication graphs)
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with rigorous convergence proofs given in [21]; this has been extended to include directed communication graphs, for instance in [26, 30, 31]. Further generalizations of the problem allowed for the inclusion of agent dynamics (typically linear, second order systems) in the consensus problem, [29], which play an important role in networks of mobile agents that move with finite dynamics.

It is noteworthy that the topology of the communication network between the interconnected subsystems is always essential in the decentralized framework. In [24] the authors derived sufficient conditions on the initial state of interconnected double integrators that guarantee the connectivity of the interconnection network and thus assure the flocking.

In this paper we present sufficient conditions for network topology preservation based on set theory and convex analysis. In the context of control and dynamical systems analysis, set theory has been employed since the end of the sixties. The seminal work [6] focusses on the characterization of invariance for discrete time systems. Some notable contributions on invariant set analysis and computation have appeared in recent years, see [9, 10, 22], and the monograph [11] on set theory in control and invariance. The characterization of invariant subspaces, strongly related also with the properties of controllability and observability, has been treated in [2–4]. The set membership estimation approach for systems with unknown but bounded uncertainty should be mentioned, see the pioneering works [8, 34, 38] and the more recent [18, 23]. In the context of robust control and constrained control, the basis of the worst case approach have been posed in [7, 19, 37] and give raise to modern prediction based control techniques, see the survey on Model Predictive Control [25]. One of the main benefits of set theoretic methods, is the fact that they permits to apply results proper of convex analysis, which often lead to computational affordable solutions of the considered problems. The notable contributions on convex analysis and convex optimization provided in [5, 14, 16, 32, 33] are usually a solid basis for the application of set theory in control.

We consider a networked system with a discrete dynamics in which two subsystems are able to communicate if an algebraic relation between their states is satisfied. The connected subsystems are called neighbours. The subsystems updates their state in a decentralized manner by taking into account their neighbours state. Each connection is preserved as far as the algebraic relation is verified. Thus, we design a decentralized control law that ensures the satisfaction of the algebraic constraint. As will be shown, the set theory based condition ensuring the topology preservation reduces to solving a convex optimization problem in LMI form. Therefore, we not only propose a new tool for decentralized control but also an easy implementable one.

The paper is organized as follows. In Section II the problem under analysis is presented. The main results concerning the conditions for network topology preservation are provided in Section III and applied to an illustrative example in Section IV. The paper terminates with concluding remarks and further works ideas.

**Notation**

The set of positive integers smaller than or equal to the integer \( n \in \mathbb{N} \) is denoted as \( \mathbb{N}_n \), i.e. \( \mathbb{N}_n = \{ x \in \mathbb{N} : 1 \leq x \leq n \} \). Given a symmetric matrix \( P \in \mathbb{R}^{n \times n} \), notation \( P > 0 \)
(P ≥ 0) means that P is positive (semi-)definite, as usual.

2 Problem statement

Consider a distributed system composed by N ≥ 2 identical interconnected subsystems whose dynamics are given by

\[ x_i^+ = Ax_i + Bu_i, \quad \forall i \in \mathbb{N}_N, \] (1)

with \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m} \) and where \( x_i \in \mathbb{R}^n \) is the current state, \( x_i^+ \) the successor one and \( u_i \in \mathbb{R}^m \) the control input of the \( i \)-th subsystem. In the sequel each subsystem is referred to as agent. Given a certain subset of connections \( \mathcal{N} \), the objective is to design a decentralized control law ensuring that none of these connections are lost. In other words, the aim is to design the control actions \( u_i(t) \) independently from \( u_j(t) \), for all \( i, j \in \mathbb{N}_N \) and \( t \in \mathbb{N} \), such that every connection in \( \mathcal{N} \) is maintained.

Let us suppose that the initial interconnection topology is given by the graph \( G = (\mathcal{V}, \mathcal{E}(0)) \) where the vertex set is \( \mathcal{V} = \mathbb{N}_N \) and the edge set \( \mathcal{E}(0) \) connects the agents respecting a distance-like condition. Precisely, given the real scalar \( r > 0, d \in \mathbb{N} \) with \( d \leq n \) and \( T \in \mathbb{R}^{d \times n} \) such that \( TT^\top \) invertible, the edge set at time \( t \) is given by

\[ \mathcal{E}(0) = \{ (i, j) \in \mathbb{N}_N \times \mathbb{N}_N \mid \| T(x_i(0) - x_j(0)) \| < r \}. \]

Since \( T \) is a matrix, i.e. a linear application, the graph \( G \) is undirected (i.e. \( (i, j) \in \mathcal{E}(0) \Leftrightarrow (j, i) \in \mathcal{E}(0) \)).

In the sequel we denote by \( \mathcal{N} \subseteq \mathcal{E}(0) \) the set of undirected edges that must be preserved. For instance we derive the minimal robust graph as in [24] and we design the control that preserves all the edges of this graph. Therefore, we suppose that every agent \( i \) knows the state of the \( j \)-th one if and only if \( (i, j) \in \mathcal{N} \).

**Definition 1** For all \( i \in \mathcal{V} \) we define the set of neighbours of the \( i \)-th agent as

\[ \mathcal{N}_i = \{ j \in \mathbb{N}_N : (i, j) \in \mathcal{N} \}. \]

Thus, the objective can be formulated in terms of the error dynamics between neighbours, which is given by

\[ e_{i,j}^+ = x_i^+ - x_j^+ = A(x_i - x_j) + B(u_i - u_j), \] (2)

for all \((i, j) \in \mathcal{N}\). In what follows the error dynamics between the \( i \)-th and the \( j \)-th agents will be referred to as \( ij \) system. It is not difficult to see that, in the centralized case corresponding to \( \mathcal{N} = \mathbb{N}_N \times \mathbb{N}_N \) the dynamics of the error can be imposed by an adequate choice of \( u_i \) with \( i \in \mathbb{N}_N \). For instance, taking \( M \in \mathbb{R}^{m \times n} \) such that \( \| A + BM \| < 1 \) and defining the inputs by

\[ u_i = -M \sum_{j \in \mathbb{N}_N} x_j, \quad \forall i \in \mathbb{N}_N, \]
we obtain the $ij$ system in the form:

$$e^{+}_{i,j} = (A + BM)e_{i,j}.$$ 

Therefore, the error can be stirred to zero. Notice that $M$ exists if the dynamics associated to an agent is controllable.

However, in the decentralized framework the agent $i$ does not know the states of all the agents in the network but the effects of each input $u_i$ propagates into the whole network. Therefore, the $ij$ system is perturbed by the dynamics of all the agents different of $i$ and $j$, making difficult the design of the decentralized controls $u_i$ for $i \in \mathbb{N}_n$. As usual in multi-agent systems we consider the $i$-th input as the sum of terms proportional to the distances with its neighbours, that is

$$u_i = \sum_{j \in \mathcal{N}_i} BK_{i,j}(x_i - x_j) = \sum_{j \in \mathcal{N}_i} BK_{i,j}e_{i,j},$$

then we have that the $ij$ system results in

$$e^{+}_{i,j} = Ae_{i,j} + (BK_{i,j} + BK_{j,i})e_{i,j} + \sum_{k \in \mathcal{N}_i} BK_{i,k}e_{i,k} - \sum_{k \in \mathcal{N}_j} BK_{j,k}e_{j,k},$$

for all $i, j \in \mathbb{N}_N$. Hence, the dynamics of the system is given by matrix $A + BK_{i,j} + BK_{j,i}$ if no perturbations due the presence of other agents would be present. Such perturbation is given by the terms in the summation, that is the perturbation on the $ij$ system is

$$w_{i,j} = \sum_{k \in \mathcal{N}_i} BK_{i,k}e_{i,k} - \sum_{k \in \mathcal{N}_j} BK_{j,k}e_{j,k},$$

and can be bounded within a set depending on the radius $r$ and on the knowledge of common neighbours of the $i$-th and $j$-th agents. Consider the sets

$$\mathcal{N}_{i,j} = \mathcal{N}_i \cap \mathcal{N}_j,$$
$$\mathcal{N}_{i,j} = \mathcal{N}_i \setminus (\mathcal{N}_j \cup \{i\}),$$
$$\mathcal{N}_{j,i} = \mathcal{N}_j \setminus (\mathcal{N}_i \cup \{i\}),$$

then, $\mathcal{N}_{i,j}$ denotes the common neighbours of the $i$-th and the $j$-th agents and $\mathcal{N}_{i,j}$ the neighbours of the $i$-th one which are neither $j$ nor one of its neighbours, analogously for $\mathcal{N}_{j,i}$. The elements of the set $\mathcal{N}_{i,j} \cup \mathcal{N}_{j,i}$ are referred to as the non-common neighbours of the $ij$ system. We define the cardinalities

$$N_{i,j} = |\mathcal{N}_{i,j}|, \quad \bar{N}_{i,j} = |\mathcal{N}_{i,j}|, \quad \tilde{N}_{i,j} = |\mathcal{N}_{j,i}|,$$

and also

$$N = 2N_{i,j} + 1, \quad \bar{N} = \bar{N}_{i,j} + \tilde{N}_{i,j},$$

where the indices are avoided in the latter definitions to improve the readability.
The dynamics of the $ij$ system, perturbed by the unknown agents, is

$$e_{i,j}^+ = (A + BK_{i,j} + BK_{j,i})e_{i,j} + \sum_{k \in \mathcal{N}_{i,j}} (BK_{i,k}e_{i,k} - K_{j,k}e_{j,k}) + \sum_{k \in \mathcal{N}_{j,i}} (BK_{j,k}e_{j,k}) - \sum_{k \in \mathcal{N}_{j,i}} (BK_{j,k}e_{j,k}),$$

(7)

where the terms of the first summation are known, being related to the neighbours of $j$-th agent known be the $i$-th and vice-versa, while only a bound on the values of those of the other summations is known. In fact, since they are neighbours of the $j$-th and the $i$-th agents, they are bounded by the radius $r$, that is

$$\|Te_{i,k}\|_2 \leq r, \quad \text{if } k \in \mathcal{N}_{i,j},$$

$$\|Te_{j,k}\|_2 \leq r, \quad \text{if } k \in \mathcal{N}_{j,i}.$$  

(8)

The problem addressed in this paper can be stated as below.

**Problem 1** Design a procedure to find at each step the control gains $K_{n,m}$ in (7) such that the following algebraic relation is satisfied

$$\|Te_{i,j}^+\|_2 < r,$$  

(9)

for all $(i,j) \in \mathcal{N}$ i.e. $\|Te_{i,j}\|_2 < r$ and for all $e_{i,k}$ and $e_{j,k}$ such that (8) holds.

3 Set theory based condition for topology preservation

For notational convenience, we employ the following definitions:

$$\tilde{K}_{i,j} = K_{i,j} + K_{j,i},$$

$$\tilde{K}_{i,k} = K_{i,k}, \quad \tilde{K}_{j,k} = -K_{j,k},$$

$$\tilde{G}_{i,k} = K_{i,k},$$

$$\tilde{G}_{j,k} = -K_{j,k}.$$  

(10)

**Definition 2** Denote with $E_{i,j} \in \mathbb{R}^{nN}$ the vector obtained concatenating $e_{i,j}$ with all $e_{i,k}$ and $e_{j,k}$ where $k \in \mathcal{N}_{i,j}$ and $E_{i,j} \in \mathbb{R}^{nN}$ the vector obtained concatenating all $e_{i,k}$ where $k \in \mathcal{N}_{i,j}$ and $e_{j,k}$ where $k \in \mathcal{N}_{j,i}$. Define

$$\Delta_{i,j} = [A + B\tilde{K}_{i,j}, B\tilde{K}_{i,1}, \ldots, B\tilde{K}_{i,N}],$$

$$\Gamma_{i,j} = [B\tilde{G}_{i,1}, \ldots, B\tilde{G}_{i,N}].$$  

(11)

A change of variable is introduced before proceeding. Define

$$Z = D((T_1, \ldots, T_n)) E_{i,j} \in \mathbb{R}^{dN},$$

$$\tilde{Z} = D((T_1, \ldots, T_n)) \tilde{E}_{i,j} \in \mathbb{R}^{dN},$$

$$\Delta = T \Delta_{i,j} D((T_1, \ldots, T_n))^\top \in \mathbb{R}^{d \times dN},$$

$$\Gamma = T \Gamma_{i,j} D((T_1, \ldots, T_n))^\top \in \mathbb{R}^{d \times dN},$$

5
and notice that the (right) pseudo inverse matrices exist from the Definition 1. Define also the matrix
\[ D_k = \mathcal{D}([0_d, \ldots, I_d, \ldots, 0_d]) \]
with \( k \in \bar{N} \). Using the Definition 2, the quantity \( T e_{i,j}^+ \) is given in terms of the matrices \( \Delta \) and \( \Gamma \) as
\[ T e_{i,j}^+ = T \Delta_{i,j} E_{i,j} + T \Gamma_{i,j} E_{i,j} = \Delta Z + \Gamma \bar{Z}, \quad \text{(12)} \]
where \( E_{i,j} \) is the vector of known distances and the uncertainties are given by the term \( E_{i,j} \) which is such that
\[ E_{i,j}^\top D_k [\mathcal{D}([T, \ldots, T])]^\top D_k [\mathcal{D}([T, \ldots, T])] E_{i,j} \leq r^2 \]
for all \( k \in \bar{N} \), or, equivalently
\[ \bar{Z}^\top D_k Z \leq r^2 \quad \forall k \in \bar{N}, \quad \text{(13)} \]
from (8). Then, from (11) and (12), the algebraic constraint (9) is equivalent to
\[ [\Delta Z + \Gamma \bar{Z}]^\top [\Delta Z + \Gamma \bar{Z}] \leq r^2 \quad \text{(14)} \]
from (12).

A first constraint on the matrix \( \Gamma \) can be posed in order to ensure that there is not an admissible realization of the uncertainty \( \bar{Z} \) which would lead to the certain break of the link between the \( i \)-th and the \( j \)-th agent.

**Assumption 1** The matrix \( \Gamma \) is such that \( \text{Tr}(\Gamma^\top \Gamma) < d. \)

Assumption 1 provides a necessary condition for the Problem 1 to have a solution. In fact, the violation of Assumption 1 implies the existence of an admissible \( \bar{Z} \in \mathbb{R}^d \bar{N} \), i.e. satisfying (13), such that (14) is not feasible, as proved below.

**Proposition 1 (Necessary condition)** If Assumption 1 does not hold, then there is \( \bar{Z} \in \mathbb{R}^d \bar{N} \) such that (13) holds and
\[ [\Delta Z + \Gamma \bar{Z}]^\top [\Delta Z + \Gamma \bar{Z}] \geq r^2 \]
for all \( Z \in \mathbb{R}^d \bar{N} \) and \( \Delta \).

A computation oriented condition ensuring the satisfaction of Assumption 1 is presented in the following remark. Such relaxed condition is employed in the next section to provide sufficient conditions for Problem 1 to have solutions.

**Remark 1** The matrix \( \Gamma \) satisfies Assumption 1 if there exists \( \Lambda = \mathcal{D}([\lambda_1 I_d, \ldots, \lambda_{\bar{N}} I_d]) \) with \( \lambda_k \geq 0 \) and \( \sum_{k \in \bar{N}} \lambda_k \leq 1 \) such that
\[ \Gamma^\top \Gamma < \Lambda. \quad \text{(16)} \]
The fact that the condition presented in Remark 1 implies the satisfaction of Assumption 1 follows directly from the fact that (16) implies $\text{Tr}(\Gamma^\top \Gamma) < \text{Tr}(\Lambda)$.

Hence, no loss of generality is due to Assumption 1 since in case it is not satisfied, there is no guarantee that the successor $e_{i,j}^+$ would satisfy the constraint (9). The main contribution, namely the sufficient condition for the constraint (9) to hold, is stated in the following theorem.

**Theorem 1** Condition (14) is satisfied for every $\bar{Z} \in \mathbb{R}^{dN}$ fulfilling (13), if there exist $\Lambda = D([\lambda_1 I_d, \ldots, \lambda_N I_d])$ with $\lambda_k \geq 0$, for all $k \in \mathbb{N}_N$, such that

$$\begin{bmatrix}
 r^2 - r^2 \sum_{k=1}^{N} \lambda_k & 0 & Z^\top \Delta^\top \\
 0 & \Lambda & \Gamma^\top \\
 \Delta Z & \Gamma & I_d
\end{bmatrix} > 0. \quad (17)$$

**Remark 2** Geometrically, the value $\sum_{k=1}^{N} \lambda_k$ represents a measure of the ellipsoid (determined by $T^\top T$) bounding the generated uncertainty. If such a value is greater or equal than 1, then the uncertainty is bounded by an ellipsoid of radius greater or equal than $r$ and the constraint (14) could be violated. In fact, the existence of an admissible $\Lambda$ satisfying (??) and (??) implies the satisfaction Assumption 1, condition necessary for the Problem 1 to admit a solution.

### 4 Illustrative example

We consider a distributed system composed by three agents moving on a two dimensional space with same dynamics. Every agent is supposed to be able to select the variation of its velocity. We suppose that the 2-nd agent is a common neighbour of both the 1-st and the 3-rd one, which are not neighbours each other. Then modelling the input as a velocity variation, or equivalently, the variations along the two Cartesian coordinates, the dynamics of the $i$-th agent along the $x$ axis is given by

$$\begin{aligned}
p_i^x(k+1) &= p_i^x(k) + tv_i^x(k), \\
v_i^x(k+1) &= v_i^x(k) + u_i^x(k),
\end{aligned} \quad (18)$$

for every $i \in \mathbb{N}_3$, where $p_i^x$ is the position, $v_i^x$ the velocity, $u_i^x$ the control input and $t$ the sampling time. The dynamics along the $y$ axis are clearly analogous. Consider the system (18) and notice that the effect of the input at time $k$ has no influence on the state $p_i^x$ at time $k+1$. In fact, any algebraic condition involving the position $p_i^x$ of the systems at $k+1$ would not depend on the control action $u_i^x$ at time $k$. From the computational point of view, every constraint concerning only the agents positions, would lead to LMI conditions independent on the variable $K_{i,j}$. Then the results provided in Theorem 1 are not applicable directly in this case. On the other hand, the control $u_i^x(k)$ affects the position (and the velocity) at time $k+2$. The topology preservation constraint can be imposed on the states at $k+2$, knowing that nothing can be done in order to prevent its violation at time $k$. The dynamics of $p_i^x$ at $k+2$ is given by

$$p_i^x(k+2) = p_i^x(k+1) + tv_i^x(k+1) = p_i^x(k+1) + tv_i^x(k) + tu_i^x(k).$$
and then the overall dynamics of the motion of the \(i\)-th agent along the \(x\) axis is given by the linear system (1) with matrices

\[
\hat{A} = \begin{bmatrix}
1 & 0 & t \\
0 & 1 & t \\
0 & 0 & 1 \\
\end{bmatrix}, \quad \hat{B} = \begin{bmatrix}
t \\
0 \\
1 \\
\end{bmatrix}
\]

where the sampling time \(t\) has been chosen equal to 0.05. Then the whole dynamics of every agent is

\[
A = \begin{bmatrix}
\hat{A} & 0 & \bar{A} \\
0 & \hat{A} & 0 \\
\end{bmatrix}, \quad B = \begin{bmatrix}
\hat{B} & 0 & \bar{B} \\
0 & \hat{B} & 0 \\
\end{bmatrix}
\]

where \([p_x^i(k+1), p_x^i(k), v_x^i(k), p_y^i(k+1), p_y^i(k), v_y^i(k)]^T\) is the state.

We pose now a constraint on the distance between the first and the second agents in \(k\) and \(k+1\), that is condition (9) with

\[
\bar{T} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
\end{bmatrix}, \quad T = \begin{bmatrix}
T & 0 \\
0 & \bar{T} \\
\end{bmatrix},
\]

and \(r = 4\). The same condition is imposed to maintain the neighbourhood between the second and the third agents. Finally, notice that since the value of the \(p_x^i(k+1)\) is unknown at time \(k\), then the feedback should concern only the velocities and the position at time \(k\). We solve an optimization problem with feedback gains \(K_{i,j} = \alpha_{i,j}K\) where

\[
K = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
\end{bmatrix}
\]

for \((i, j) = (1, 2)\) and \((i, j) = (2, 3)\). The optimization objective has been to compute the feedback gains satisfying the condition presented in Theorem 1 minimizing the euclidean measure of the error. A set of trajectories in the plane are shown in Figure 1, obtained for initial conditions \(x_1(0) = 1.8, v_x^1(0) = 0.9, x_2(0) = 0.9, y_2(0) = -0.9,\)
\[ \nu_3^*(0) = -0.36, \ y_3(0) = 0.18 \text{ and } 0 \text{ for all the other states.} \]

Notice that, as the control objective is the minimization of the norm of the errors, the systems states mismatches converge to zero. Moreover, the algebraic constraint is satisfied along the whole trajectories, also at the first instants, which are the most critical ones as the system initial conditions are close to the boundary of the feasible region, see Figure 2.

![Figure 2: Time evolutions of \( \|Te_{1,2}(k)\|_2 \) and \( \|Te_{2,3}(k)\|_2 \).](image)

### 5 Conclusion and further works

The paper proposes a set theory based design for the interconnection topology preservation in multi-agent systems. The method allows one to preserve the connectivity of the network which is an essential ingredient for the decentralized control. A necessary and a sufficient condition for the feedback control to ensure the topology preservation are given in form of convex LMI. Many direction of possible further developments can be based on the results presented in the paper. Convergence and contractiveness properties, basin of attraction estimation, robust control design, model predictive control, for instance, are possible line of research, besides the application to real systems in problems of consensus and flocking.
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