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1 Introduction

The automatic labeling of video footage according to genre is a common requirement when dealing with indexing of large and heterogenous collection of video materials. This task may be addressed, either globally, or locally. Global classification approaches aim to categorize videos into one of several main genres, e.g. cartoons, music, news, sports, documentaries; or even more fine-grained into sub-genres, e.g. identifying specific types of sports (e.g. football, hockey) or movies (e.g. drama, thriller). Local classification approaches, in contrast, label video segments instead of whole videos according to specific human-like concepts, e.g. outdoor vs. indoor scenes, action segments, violence scenes (see TRECVID campaign [3]).

In this paper we focus on the global classification task and video genre classification is consequently interpreted as a typical machine learning problem. In the literature so far, many sources of information have been exploited with respect to this task [1]. One of the most common approaches is the use of text-based information. Basically, all existing web media platform search engines (e.g. YouTube, blip.tv) rely on text-based retrieval as it accounts for a higher semantic level of description than other informative sources. Text is obtained either from scene text (e.g. graphic text, sub-titles), from the transcripts of dialogues obtained with speech recognition techniques or from other external sources, e.g. synopsis, user tags, metadata. Common genre classification approaches include the use of the classic Bag-of-Words model [4] or of the Term Frequency-Inverse Document Frequency (TF-IDF) approach [2].

Less accurate than text is the use of audio-visual information. Audio-based information may be derived from, both, time and frequency domains. Usual time-domain approaches include the use of Root Mean Square of signal energy (RMS) [23], sub-band information [5], Zero-Crossing Rate (ZCR) [25] or silence ratio; while frequency-domain features include energy distribution, frequency centroid [25], bandwidth, pitch [6] or Mel-Frequency Cepstral Coefficients (MFCC) [24].

The most popular type of audio-visual content descriptors are however the visual descriptors. They exploit, both static and dynamic visual information in the spatial domain, e.g. using color, temporal structure, objects, feature points, motion; or in the compressed domain, i.e. using MPEG coefficients [1]. Color information is generally derived at image level and is quantified via color histograms or other low-level parameters, e.g. predominant color, color entropy, variance (various color spaces are used, like RGB - Red Green Blue, HSV - Hue Saturation Value or YCbCr - Luminance, Chrominance) [7] [8]. Temporal structure based information exploits temporal segmentation of video sequences. A video sequence is composed of several video shots which are connected by video transitions, i.e. sharp transitions - cuts and gradual transitions - fades, dissolves, [26]. Existing approaches exploit basically their occurrence frequency in the movie. Although some approaches use directly this information [9] (e.g. rhythm, average shot length), commonly visual activity related features are derived by defining action content (e.g. a high frequency of
shot changes may be in general correlated to action) [19]. Object-based features used with genre classification are in general limited to the characterization of the occurrence of face and text regions in the frames [9] [19]. Other related approaches exploit the presence of feature points like the use of the well known SIFT descriptors [13]. Motion-based information is derived either from motion detection techniques (i.e. foreground detection) or from motion estimation (i.e. prediction of pixel displacement vectors from one frame to another). Common features describe motion density, camera movement (global movement) or object trajectory [11]. Finally, less common are features directly computed in the compressed video domain, e.g. using DCT coefficients (Discrete Cosine Transform) or embedded motion vectors from MPEG flow [12]. Their main advantage is in the immediate availability with the video sequence.

All sources of information provide advantages and disadvantages, but however some prove to be more convenient than others depending on the classification scenario. Text-based information, due to its high informational redundancy and reduced availability with visual information, can be less relevant when addressing a reduced number of genres, e.g. TV media genres. Also, it can be subject to high error rates if retrieved with speech transcription techniques - however it holds the supremacy on addressing web genre categorization; object-based information, whether computational expensive it tends to be semi-automatic (requires human confirmation); motion information tends to be present in high quantities during the entire sequence (object/camera) and itself is not sufficient to distinguish between some genres, e.g. movies, sports, music. Audio-based information provides good discriminative power for most of the main TV media specific genres and require fewer computational resources to obtain and process; color information is simple to implement and inexpensive to process while powerful in distinguish for cinematic principles; temporal-based information is a popular choice and proves to be powerful as long as employing efficient video transition detection algorithms (e.g. adapting to web specific low-quality video contents [20]).

As far as data categorization techniques are concerned, some of the most popular choices with video genre classification are: Support Vector Machines (SVM), Bayesian-based, Neural Networks, Gaussian Mixtures and Hidden Markov Models (HMM) [1]. The remainder of the paper is organized as follows: Section 2 discusses several relevant genre classification approaches and situates our work accordingly. Section 3 presents the proposed video descriptors which are extracted from audio, temporal and color information. Section 4 discusses the improvement of the classification performance with relevance feedback and proposes an approach inspired by hierarchical clustering. Experimental results are presented in Section 5, while Section 6 presents the conclusions.

2 Related work

In this paper we focus on the audio-visual information as we aim to demonstrate its potential to web media genre categorization. Although, some sources
of information provide better results than others when applied to video genre classification [1], the most reliable approaches - which also target the wider range of genres - are however multi-modal, i.e. multi-source. In the following we shall highlight the performance of several approaches, from single-modal (which are limited to cope with a reduced number of genres) to multi-modal (able to perform more complex classifications) we consider relevant for the present work.

A simple, single modal approach is the one proposed in [14]. It addresses genre classification using only video dynamics. Motion information is extracted at two levels: background camera motion and foreground or object motion. A single feature vector is constituted in the DCT transformed space. This is to assure low-pass filtering, orthogonality and a reduced feature dimension. A Gaussian Mixture Model (GMM) based classifier is then used to identify 3 common genres: sports, cartoons and news. Despite the limited content information used, applied to a reduced number of genres achieves detection errors below 6%.

A much more complex approach which uses spatio-temporal information is proposed in [19]. At temporal level, video contents is described using average shot length, cut percentage, average color difference and camera motion (4 cases are detected: still, pan, zoom, and other movements). Spatial features include face frames ratio, average brightness and color entropy. Genre classification is addressed at different levels, according to a hierarchical ontology of video genres. Several classification schemes (Decision Trees and several SVM approaches) are used to classify video footage into main genres: movie, commercial, news, music and sports; and further into sub-genres, movies into action, comedy, horror and cartoon, and sports into baseball, football, volleyball, tennis, basketball and soccer. The highest precision for video footage categorization is around 88.6%, while for sub-genres, sports categorization achieve 97% and movies up to 81.3%.

A truly multi-modal approach, which combines several categories of content descriptors, is proposed in [29]. Features are extracted from four informative sources, which include visual-perceptual information (color, texture and motion), structural information (shot length, shot distribution, shot rhythm, shot clusters duration and saturation), cognitive information (face properties, such as number, positions and dimensions) and aural information (transcribed text, sound characteristics). These features are used for training a parallel Neural Network system and achieve an accuracy rate up to 95% in distinguish between seven video genres and sub-genres, namely: football (sub-genre of sports), cartoons, music, weather forecast (sub-genre of news), newscast, talk shows and commercials.

In this paper we propose three categories of content descriptors, which exploit both audio and visual modalities. Although these sources of information have already been exploited, one of the novelties of our approach is the way we compute the descriptors. The proposed audio features are block-level based, which compared to classic approaches, e.g. MFCC [12], have the advantage of capturing local temporal information by analyzing sequences of
consecutive frames in a time-frequency representation. Visual information is described with temporal information and color properties. Temporal descriptors are first derived using a classic confirmed approach, i.e. analyzing the frequency of shot changes [19] [29]. Then, we introduce a novel way to assess action content also considering the human perception. With respect to color information we aim to capture aspects of color perception. In contrast to typically low-level color descriptors, e.g. use of predominant color, color variance, color entropy or frame based histograms [19], we project histogram features onto a typical human color naming system and determine descriptors like the amount of light colors, cold colors, saturated colors, color contrasts or elementary hue distribution. This accounts for a higher semantic level of description. The proposed descriptors have been preliminary validated on the classification of seven common TV genres (animated movies, commercials, documentaries, movies, music videos, news broadcast and sports) leading to average precision and recall ratios within [87% - 100%] and [77% - 100%], respectively [16].

In this paper we extend and adapt the research to the categorization of web media genres. Several experimental tests conducted on a real scenario, namely using up to 26 genres provided with blip.tv media platform and more than 288 hours of video footage demonstrate the potential of these audio-visual descriptors for this task. Tests are conducted both from the perspective of a classification system and as an information retrieval approach.

If we approach this categorization problem from the perspective of a video retrieval system, there are two ways of improving its performance and thus to reduce semantic gap. One is to account for content descriptors as much as semantic as possible, as it is the case of textual information; or to compensate for this and take advantage directly of the user’s expertise (i.e. ”the consumer of the product”) and adapt the system’s response to his preferences. To this end, we propose a new relevance feedback technique which is based on hierarchical clustering. It allows to boost up the retrieval performance obtained with audio-visual descriptors close to the one obtained with high level semantic textual descriptors. All these aspects are presented in the sequel.

3 Content description

As previously presented, we approach video genre categorization with both, audio and visual information. From the existing modalities we exploit the audio soundtrack, temporal structure and color distribution.

Our selection is motivated by the specificity of these informative sources with respect to video genre. For instance, most of the common video genres have very specific audio signatures, e.g. music clips contain music, in news there are a lot of monologues/dialogues, documentaries have a mixture of natural sounds, speech and ambience music, in sports there is the specific crowd noise, an so on. This is to be found also at the visual level. Temporal structure and color information highlight specific genre contents, e.g. commercials and music clips tend to have a high visual tempo, music clips and movies tend
to have darker colors (mainly due to the use of special effects), commercials
use a lot of gradual transitions, documentaries have a reduced action content,
animated movies have specific color palettes and color contrasts, sports usually
have a predominant hue (e.g. green for soccer, white for ice hockey), in news
broadcasting there is the presence of the anchorman (high frequency of faces).
In the following we shall present each category of descriptors and emphasize
their advantages.

3.1 Audio descriptors

To address the specificity of video genres we propose audio descriptors which
are related to rhythm, timbre, onset strength, noisiness and vocal aspects [18].
The proposed set of audio descriptors, called block-level audio features, have
the key advantage of capturing also local temporal information from the audio
track. Instead of using single frames only, temporal integration is carried out
by analyzing sequences of consecutive frames (i.e. blocks) in a time-frequency
representation. Blocks are of variable length and can be overlapping (e.g. by
a maximum of 50% of their frames).

After converting the video soundtrack into a 22 kHz mono signal, we com-
pute short-time Fourier transform and perform a mapping of the frequency
axis according to the logarithmic cent-scale. This is to account for the loga-
rithmic human frequency perception. The resulting time-frequency representa-
tion consists of 97 logarithmically spaced frequency bands. Then, the following
complex audio features are derived:

- **spectral pattern**: characterize the soundtrack’s timbre via modeling those
  frequency components that are simultaneously active. Dynamic aspect of the
  signal are kept by sorting each frequency band of the block along the time axis.
The block width varies depending on the extracted patterns, which allows to
capture temporal information over different time spans.

- **delta spectral pattern**: captures the strength of onsets. To emphasize
  onsets, first we compute the difference between the original spectrum and a
  copy of the original spectrum delayed by 3 frames. Then, each frequency band
  is sorted along the time axis in a similar way as in the case of spectral pattern.

- **variance delta spectral pattern**: is basically an extension of the delta
  spectral pattern and captures the variation of the onset strength over time.

- **logarithmic fluctuation pattern**: captures the rhythmic aspects of the
  audio signal. In order to extract the amplitude modulations out of the tem-
  poral envelope in each band, periodicities are detected by computing the Fast
  Fourier Transform (FFT) along each frequency band of a block. The periodic-
  ity dimension is then reduced from 256 to 37 logarithmically space periodicity
  bins.

- **spectral contrast pattern**: roughly estimates the "tone-ness" of an audio
  track. For each frame, within a block, the difference between spectral peaks
and valleys in 20 sub-bands is computed and the resulting spectral contrast values are sorted along the time axis in each frequency band.

- **correlation pattern.** To capture the temporal relation of loudness changes over different frequency bands, we use the correlation coefficient among all possible pairs of frequency bands within a block. The resulting correlation matrix forms the so-called correlation pattern. The correlation coefficients are computed for a reduced frequency resolution of number of 52 bands.

These audio features in combination with a Support Vector Machine (SVM) classifier constitute a highly efficient automatic music classification system. During the last run of the Music Information Retrieval Evaluation eXchange, this approach ranked first with respect to the task of automatic music genre classification [18]. However, the proposed approach has not yet been applied to video genre classification. Existing approaches are limited to use standard audio features, e.g. a common approach is to use Mel-Frequency Cepstral Coefficients (MFCC) [24] or to use time domain features, e.g. Root Mean Square of signal energy (RMS) [23] or Zero-Crossing Rate (ZCR) [25].

### 3.2 Temporal structure descriptors

Temporal descriptors are derived using a classic confirmed approach, i.e. analyzing the frequency of shot changes [19]. Compared to existing approaches, we tune the assessment of action level based on human perception.

One of the main success factors of temporal descriptions is an accurate preceding temporal segmentation [26]. To this end we detect both cuts and also gradual transitions. Cuts are detected using an adaptation of the histogram-based approach proposed in [20], while fades and dissolves are detected using a pixel-level statistical approach [21] and the analysis of fading-in and fading-out pixels [22], respectively. Then, we compute the following descriptors:

- **rhythm**: to capture the movie’s visual changing tempo, first we compute the relative number of shot changes occurring within a time interval of $T = 5s$, denoted $\zeta_T$. Then, the rhythm is defined as the movie average shot change ratio, namely $E\{\zeta_T\}$.

- **action**: we aim at highlighting two opposite situations: video segments with a high action content (denoted hot action, e.g. fast changes, fast motion, visual effects) with $\zeta_T > 3.1$, and video segments with low action content (i.e. containing mainly static scenes) with $\zeta_T < 0.6$. These thresholds were determined experimentally using user inputs. Several persons were asked to manually label video segments from a data set of ten relevant videos into the previous two categories. Using this information as ground truth, we determined average $\zeta_T$ intervals for each type of action content and following, the threshold limits.

Further, we quantify the action content with two parameters, hot-action ratio ($HA$) and low-action ratio ($LA$), thus:

$$HA = \frac{T_{HA}}{T_{total}}, \quad LA = \frac{T_{LA}}{T_{total}}$$

(1)
where $T_{HA}$ and $T_{LA}$ represent the total length of hot and low action segments, respectively, and $T_{total}$ is the movie total length.

- **gradual transitions ratio**: high amounts of gradual transitions are in general related to a specific video content, therefore we compute:

$$GT = \frac{T_{dissolves} + T_{fade-in} + T_{fade-out}}{T_{total}}$$

where $T_X$ represents the total duration of all gradual transitions of type $X$. This provides information about editing techniques which are specific to certain genres, like movies or commercial clips.

### 3.3 Color descriptors

Color information is an important source to describe visual contents. Most of the existing color-based genre classification approaches are limited to use intensity-based parameters or generic low-level color features, e.g. average color differences, average brightness, average color entropy [19], variance of pixel intensity, standard deviation of gray level histograms, percentage of pixels having saturation above a certain threshold [27], lighting key [28], object color and texture.

We propose a more elaborated strategy which addresses the perception of the color content [31]. A simple and efficient way to accomplish this is with the help of color names: associating names with colors allows everyone to create a mental image of a given color or color mixture. We project colors on to a color naming system and colors properties are described using: statistics of color distribution, elementary hue distribution, color visual properties (e.g. amount of light colors, warm colors, saturated colors) and relationship of color (adjacency and complementarity). Prior to parameter extraction, we use an error diffusion scheme to project colors into a more manageable color palette, i.e. the non-dithering 216 color Webmaster palette (it provides an efficient color naming system). Color information is then represented with the following descriptors:

- **global weighted color histogram** is computed as the weighted sum of each shot color histogram, thus:

$$h_{GW}(c) = \sum_{i=0}^{M} \left( \frac{1}{N_i} \sum_{j=0}^{N_i} h_{\text{shot}_i}(c) \right) \cdot \frac{T_{\text{shot}_i}}{T_{total}}$$

where $M$ is the total number of video shots, $N_i$ is the total number of the retained frames for the shot $i$ (we use temporal sub-sampling), $h_{\text{shot}_i}$ is the color histogram of the frame $j$ from the shot $i$, $c$ is a color index from the Webmaster palette (we use color reduction) and $T_{\text{shot}_i}$ is the length of the shot $i$. The longer the shot, the more important its contribution to the movie’s global histogram.
- **elementary color histogram**: the next feature is the distribution of elementary hues in the sequence, thus:

\[
h_E(c_e) = \sum_{c=0}^{215} h_{GW}(c)|_{\text{Name}(c_e) \subseteq \text{Name}(c)}
\]  

(4)

where \(c_e\) is an elementary color from the Webmaster color dictionary (colors are named according to color hue, saturation and intensity) and \(\text{Name}()\) returns a color’s name from the palette dictionary.

- **color properties**: with this feature set we aim to describe color properties. We define several color ratios. For instance, light color ratio, \(P_{\text{light}}\), reflects the amount of bright colors in the movie, thus:

\[
P_{\text{light}} = \sum h_{GW}(c)|_{W_{\text{light}} \subseteq \text{Name}(c)}
\]  

(5)

where \(c\) is a color with the property that its name contains one of the words defining brightness, i.e. \(W_{\text{light}} \in \{"light", "pale", "white"\}\). Using the same reasoning and keywords specific to each property, we define dark color ratio \(P_{\text{dark}}\), hard saturated color ratio \(P_{\text{hard}}\), weak saturated color ratio \(P_{\text{weak}}\), warm color ratio \(P_{\text{warm}}\) and cold color ratio \(P_{\text{cold}}\). Additionally, we capture movie color wealth with two parameters: color variation, \(P_{\text{var}}\), which accounts for the amount of significant different colors and color diversity, \(P_{\text{div}}\), defined as the amount of significant different color hues.

- **color relationship**: finally, we compute \(P_{\text{adj}}\), the amount of similar perceptual colors in the movie and \(P_{\text{compl}}\), the amount of opposite perceptual color pairs.

### 4 Relevance feedback

To improve the performance of the video genre categorization we investigate the potential of user Relevance Feedback techniques (RF). A general RF scenario can be formulated thus: for a certain retrieval query, user first marks some returned documents (documents are considered in a certain browsing window) as relevant or non-relevant; then the system computes a better representation of the information need based on this information and retrieval is further refined. Relevance feedback can go through one or more iterations of this sort [33]. This basically improves the system response based on query related ground-truth.

One of the earliest and most successful relevance feedback algorithms is the Rocchio algorithm [34]. It updates the query features by adjusting the position of the original query in the feature space according to the positive and negative examples and their associated importance factors. Another example is the Feature Relevance Estimation (RFE) approach [36] which assumes, for a given query, that according to the users subjective judgment, some specific features may be more important than others. Every feature will be given an
importance weight such that features with bigger variance have low importance than elements with low variations. More lately, Support Vector Machines found their application with relevance feedback approaches [37]. The problem can be formulated either as a two class classification of the negative and the positive samples; or as a one class classification problem, i.e. separate positive samples by negative samples.

To this end, we proposed a new RF method inspired from Hierarchical Clustering techniques (HC) [35]. Hierarchical clustering partition the observations into clusters. First, every document is assigned to a new cluster. During each iteration, hierarchical agglomerative clustering (HAC) successively searches for the most similar clusters in the current partition (based on computing measures like average distance, minimal variance, Ward’s distance); these clusters are then merged resulting in the decrease of the total number of clusters by one. By repeating the process, HAC will produce a dendrogram of the observations, which may be informative for data display and discovery of data relationship. This clustering mechanism can be successfully exploited to the RF problem, and especially to our video genre retrieval issue where observations are the video sequences and the queries are related to video genre.

The proposed hierarchical clustering relevance feedback (HCRF) uses the general assumption that the video content descriptors provide enough representative power such that within the first window of retrieved video sequences are at least some relevant videos for the query that can be used as positive feedback (the retrieval results are divided into non-overlapping windows and RF is applied successively to each of them). This can be assured by considering the right size of the window. Also, in most cases, there is at least one non-relevant video that can be used as negative feedback. Instead of modifying the query or the similarity metric, as most RF algorithms do [33], we propose to simply cluster the remaining retrieved videos with respect to the genre label. At each feedback iteration, the retrieved videos that are in the following browsing window will be clustered with the following algorithm.

The first step consists on initializing the clusters using the video sequences in the current relevance feedback window. At the beginning, each cluster consists of a single video. Further, we perform the hierarchical aggregative clustering based on cluster centroid distance and by merging the most similar clusters within each relevance category (relevant and non-relevant). The clustering process stops when the number of clusters in the current iteration becomes relevant for the video genre categories within the browsing window (a heuristic choice is to set the minimal number of clusters equal to a quarter of the number of sequences). After finishing the training phase, we begin to classify the next videos as relevant or non-relevant with respect to the existing cluster repartition and by using the same reasoning as presented before. The entire process can be re-iterated if needed (e.g. retrieval performance is still low) by acquiring new relevance feedback information from the user.

The method’s algorithm is presented with Algorithm 1 where the following notations were adopted: \( N_{RV} \) is the number of sequences from the browsing window, \( N_{clusters} \) represent the number of clusters, \( sim[i][j] \) accounts for
Algorithm 1 Hierarchical Clustering Relevance Feedback.

\[ N_{clusters} \leftarrow N_{RV}; \quad clusters \leftarrow \{C_1, C_2, ..., C_{N_{clusters}}\}; \]

for \( i = 1 \rightarrow N_{clusters} \) do

\[ \text{for } j = i \rightarrow N_{clusters} \text{ do} \]

\[ \text{determine } \text{sim}[i][j]; \]

\[ \text{sim}[j][i] \leftarrow \text{sim}[i][j]; \]

end for

end for

while \((N_{clusters} \geq \tau)\) do

\[ \text{determine } \text{argmin}_{i,j}(\text{sim}[i][j]); \]

\[ N_{clusters} \leftarrow N_{clusters} - 1; \]

\[ C_{min} = \hat{C}_{min} \cup \hat{C}_{min}; \]

\[ \text{for } i = 1 \rightarrow N_{clusters} \text{ do} \]

\[ \text{compute } \text{sim}[i][\text{min}]; \]

end for

end while

\[ TP = 0; \quad \text{current}_\text{video} \leftarrow N_{RD} + 1; \]

while \((|TP \leq \tau_1| \land (current\_video < \tau_2))\) do

\[ \text{for } i = 1 \rightarrow N_{clusters} \text{ do} \]

\[ \text{compute } \text{sim}[i][\text{current}_\text{video}]; \]

end for

if \(\text{current}_\text{video} \text{ is relevant}\) then

\[ TP \leftarrow TP + 1; \]

end if

\[ \text{current}_\text{video} \leftarrow \text{current}_\text{video} + 1; \]

end while

the measure of similarity between clusters \(C_i\) and \(C_j\) (i.e. centroid distance), \(\tau\), \(\tau_1\) and \(\tau_2\) are several thresholds which were empirically determined and \(\text{current}_\text{video}\) is the index of the current analyzed video.

5 Experimental results

The validation of the proposed content descriptors is carried out in the context of the MediaEval 2011 Benchmarking Initiative for Multimedia Evaluation, the Video Genre Tagging Task [2]. It addresses the automatic categorization of web media genres used with the blip.tv platform (see \url{http://blip.tv/}).

For testing we use a data set consisting of 2375 sequences (up to 288 hours of video footage) labeled according to 26 video genre categories, namely (the number in the brackets is the number of sequences): "art" (66), "autos and vehicles" (36), "business" (41), "citizen journalism" (92), "comedy" (35), "conferences and other events" (42), "documentary" (25), "educational" (111), "food and drink" (63), "gaming" (41), "health" (60), "literature" (83), "movies and television" (77), "music and entertainment" (54), "personal of auto-biographical" (13), "politics" (597), "religion" (117), "school and education" (11), "sports" (117), "technology" (194), "environment" (33), "mainstream media" (47), "travel" (62), "videoblogging" (70) and "web development and sites" (40) and "default category" (248), accounts for movies which cannot
be assigned to neither one of the previous categories). For more details on genre categories see [2].

The main challenge of this task is in the high number of genres, e.g. for our scenario up to 26. Also, each genre category has a high variety of video materials which may interfere with any training step. Last but not least, video contents available with media platforms is rather specific to video reports than to classic TV genres. Video materials are usually assembled in a news broadcasting style, i.e. genre specific contents is inserted periodically during a dialogue or interview scene. Figure 1 illustrates these aspects.

![Image examples of several video genres. The bottom images exemplify the video diversity of the "politics" category (source blip.tv).](image)

Prior to video processing, we adopt a basic normalization step by converting all sequences to a reference video format. For genre categorization, each movie is represented with a feature vector which corresponds to the previously presented content descriptors. Data fusion is carried out with an early fusion approach [32]. In the following we shall detail each experiment.

5.1 A classification perspective

**Experimental setup.** In the first experiment, we address video genre categorization from the perspective of machine learning techniques and therefore we attempt to regroup the data according to genre. For classification we use the
Weka [17] environment which provides a great overview of the existing machine learning techniques. We test methods from simple Bayes, function based, lazy classifiers, rule based, to tree approaches (for each category of methods, we selected the most representative ones). Method parameters were tuned based on preliminary experimentations.

As the choice of training data may distort the accuracy of the results, we use a cross validation approach. The data set is split into train and test sets. We use different values for the percentage split, ranging from 10% to 90%. For a certain amount of training data, in order to shuffle all sequences, classification is repeated for all possible combinations between train and test sets. Additionally, we test different combination of descriptors.

To assess performance we use several measures. At genre level we compute average precision ($P$) and recall ($R$) (averaged over all experimentations for a given percentage split), which account for the number of false classification and misclassifications, respectively, thus:

$$P = \frac{TP}{TP + FP}, \quad R = \frac{TP}{TP + FN}$$

(6)

where $TP$, $FP$ and $FN$ represent the average number of true positives, false positives and false negatives, respectively. As a global measure, we compute $F_{score}$ and average correct classification ($CD$), thus:

$$F_{score} = 2 \cdot \frac{P \cdot R}{P + R}, \quad CD = \frac{\overline{NGD}}{N_{total}}$$

(7)

where $\overline{NGD}$ is the average number of good classifications and $N_{total}$ is the number of test sequences.

**Discussion on the results.** The most accurate classification is obtained when fusing all audio-visual descriptors together. For reasons of brevity, we limit the presentation to those results. In Figure 2 we present the overall average $F_{score}$ and average correct classification, $CD$, for a selection of seven machine learning techniques (the ones providing the most significant results).

The global results are very promising considering the high difficulty of this task. The highest average $F_{score}$ is up to 46.3% while the average correct classification is up to 55% (obtained for 80% training, i.e. from 475 test sequences 261 were correctly labeled). In terms of classification technique, the most accurate proves to be a SVM with linear kernel (see the Black line in Figure 2), followed very closely by Functional Trees (FT, see the Violet line), and further k-NN (with k=3), Random Forest trees, Radial Basis Function Network (RBF), J48 decision tree and finally Bayes Network (see Weka [17]).

The most interesting results are yet obtained at genre level. Due to the high semantic contents, not all genres are to be accurately classified with audio-visual information. We attempt to determine which categories are better suited for this approach. In Figure 3 we present genre average $F_{score}$ obtained with the linear SVM and FT trees.
**Fig. 2** Overall average $F_{score}$ (see eq. 7) and overall average correct classification $CD$ (see eq. 7) obtained with various machine learning techniques run on all audio-visual descriptors.

**Fig. 3** Average $F_{score}$ (see eq. 7) for linear SVM and Functional Trees (FT) run on all audio-visual descriptors and for a train-test percentage split of 50% (the number in the brackets represent the number of test sequences for each genre). Vertical lines present for each genre the min-max $F_{score}$ intervals (percentage split ranging from 10% to 90%).
The best performance is obtained for the following genres (we present results for a 50% percent split, as well as the highest value): "literature" ($F_{\text{score}} = 83\%$, highest 87\%) and "politics" ($F_{\text{score}} = 81\%$, highest 84\%), followed by "health" ($F_{\text{score}} = 78\%$, highest 85\%), "citizen journalism" ($F_{\text{score}} = 65\%$, highest 68\%), "food and drink" ($F_{\text{score}} = 62\%$, highest 77\%), "web development and sites" ($F_{\text{score}} = 63\%$, highest 84\%), "mainstream media" ($F_{\text{score}} = 63\%$, highest 74\%), "travel" ($F_{\text{score}} = 57\%$, highest 60\%), "technology" ($F_{\text{score}} = 53\%$, highest 56\%). At the bottom end we have genres like "documentary" ($F_{\text{score}} = 7\%$ which is also the highest), "school" ($F_{\text{score}} = 10\%$, highest 22\%) or "business" ($F_{\text{score}} = 9\%$, highest 14\%).

Fig. 4 Average precision vs. recall (see eq. 6) obtained with SVM (linear kernel) and Functional Trees (FT), run on all audio-visual descriptors and for various amounts of training data (percentage split from 10\% to 90\%).
Globally, classification performance increases with the amount of training data. However, for some genres, due to the high variety of video materials (see Figure 1), increasing the number of examples may result in overtraining and thus reducing the classification performance. This is visible with Figure 2 where classification performance may decrease with the increase of training (e.g. SVM linear for 90% training).

A clear delimitation between FT and SVM is drown at genre level. Globally, SVM tends to perform better on a reduced training set, while FT tends to outperform for higher amounts of training (e.g. training > 70%, see min-max intervals in Figure 3). This is also visible with genre precision and recall.

In Figure 4 we present genre average precision against recall for various percentage splits (ranging from 10% to 90%). In this case, the highest average precision and thus the lowest number of false classifications is achieved for genres like "literature" (P = 93% with FT), "health" (P = 90.9% with FT), "web development and sites" (P = 87% with FT), "the mainstream media" (P = 85.3% with SVM), "politics" (P = 82.9% with SVM), "food and drink" (P = 79% with FT), "comedy" (P = 75% with FT), "citizen journalism" (P = 73% with SVM), "movies and television" (P = 69% with FT) and "sports" (P = 67% with FT).

In terms of misclassification, the highest average recall is obtained for "literature" (R = 91.3% with SVM), "politics" (R = 86.6% with FT), "the mainstream media" (R = 87.5% with FT), "web development and sites" (R = 81.3% with FT), "food and drink" (R = 79.2% with FT) and "travel" (R = 75% with FT). Note that most of these values are obtained for the highest amount of training, i.e. 90%.

5.2 A retrieval perspective

**Experimental setup.** In this experiment we assess the classification performance of the proposed descriptors from the perspective of an information retrieval system. We present the results obtained at the MediaEval 2011 Benchmarking Initiative for Multimedia Evaluation, the Video Genre Tagging Task [2]. The challenge was to develop such a system able provide the retrieval of all genres. Each participant was provided with a development set consisting of 247 sequences (we eventually extended the data set to up to 648 sequences) and the actual retrieval was performed on 1727 sequences. In this case the training-classification steps are to be performed once. Up to 10 teams competed for this task, each one submitting up to 5 different runs from which 3 were restricted to use only textual descriptors (i.e. provided speech transcripts, user tags, metadata). A detailed overview of the results is presented in [2].

In our case, the retrieval results are provided using a binary ranking, where the maximum relevance of 1 is associated to the genre category to which the document was classified, while other genres have 0 relevance. To assess performance we use the overall Mean Average Precision (MAP) as defined with TRECVID [3] (see also trec_eval scoring tool at http://trec.nist.gov/
trec_eval/), thus:

\[
MAP = \frac{1}{|Q|} \sum_{j=1}^{|Q|} \frac{1}{m_j} \sum_{k=1}^{m_j} P(R_{j,k})
\]

where \( Q = \{q_1, ..., q_{|Q|}\} \) represents a set of queries \( q_j \) which are represented in the data set with \( \{d_1, ..., d_{m_j}\} \) relevant documents, \( R_{j,k} \) is the set of ranked retrieval results from the top result until you get to document \( d_k \) and \( P() \) is the precision (see eq. 6). When a relevant document is not retrieved at all the precision value in the above equation is taken to be 0.

Discussion on the results. For the classification we use the approach providing the most accurate results, namely the SVM with a linear kernel. In Table 1 we compare our results against several other approaches using various modalities of the video, form textual information (e.g. speech transcripts, user tags, metadata) to audio-visual.

The proposed descriptors achieved an overall MAP up to 12% (see team RAF in Table 1). From the modality point of view, these are the best results obtained using audio-visual information alone. As comparison order, the use of descriptors like cognitive information (face statistics), temporal (average shot duration, distribution of shot lengths) \cite{29}, audio (MFCC, zero crossing rate, signal energy), color (histograms, color moments, autocorrelogram - denoted autocorr.) and texture (co-occurrence - denoted co-occ., wavelet texture grid, edge histograms) with SVM led to MAP less than 1\% (see team KIT in Table 1); while clustered SURF features and SVM achieved MAP up to 9.4\% (see team TUB in Table 1). We obtain better performance even compared to some classic text-based approaches, e.g. the use of Term Frequency-Inverse Document Frequency (TF-IDF) - MAP 9.8\% (see team UAB in Table 1) or the use of Bag-of-Words - MAP 5.5\% (see team SINAI in Table 1). Compared to visual information, audio descriptors seem to provide better discriminative power to this task.

One should note that these results are however indicative results and a direct comparison may be subjective in some cases, as the results are dependent on both the way the training was carried out as well as on the setting up of the classification approach. The results presented in Table 1 are in general obtained for different training setups (teams were allowed to access other sources of information than the ones proposed during competition). For instance, we use for training 648 sequences compared to team KIT which uses up to 2514 sequences. Most of the text based approaches use in general query expansion techniques (e.g. Wordnet - see \texttt{http://wordnet.princeton.edu/}, Wikipedia - see \texttt{http://en.wikipedia.org}). The interest in showing these results is to provide the reader with a comparison order, as well as to highlight the difficulty of this task.

\[\text{1 the following notations were adopted: Terrier IR is an information retrieval system, see }\texttt{http://terrier.org/}; \text{ Delicious is a social tagging site, see }\texttt{http://del.icio.us/}.\]
<table>
<thead>
<tr>
<th>descriptors modality</th>
<th>method</th>
<th>decision</th>
<th>MAP</th>
<th>team</th>
</tr>
</thead>
<tbody>
<tr>
<td>speech transcripts</td>
<td>text</td>
<td>Support Vector Machines</td>
<td>ranked list</td>
<td>11.79%</td>
</tr>
<tr>
<td>speech transcripts, metadata, user tags</td>
<td>text</td>
<td>Bag-of-Words + Terrier IR</td>
<td>ranked list</td>
<td>11.15%</td>
</tr>
<tr>
<td>speech transcripts</td>
<td>text</td>
<td>Bag-of-Words</td>
<td>ranked list</td>
<td>5.47%</td>
</tr>
<tr>
<td>speech transcripts, metadata, user tags</td>
<td>text</td>
<td>TF-IDF + cosine dist.</td>
<td>binary</td>
<td>9.4%</td>
</tr>
<tr>
<td>Delicious tags, metadata</td>
<td>text</td>
<td>BM25F [30] + Kullback - Leibler diverg.</td>
<td>ranked list</td>
<td>11.11%</td>
</tr>
<tr>
<td>metadata</td>
<td>text</td>
<td>Negative multinomial diverg.</td>
<td>ranked list</td>
<td>39.37%</td>
</tr>
<tr>
<td>MFCC, zero cross. rate, signal energy</td>
<td>audio</td>
<td>multiple SVMs</td>
<td>binary</td>
<td>0.1%</td>
</tr>
<tr>
<td><strong>proposed</strong></td>
<td>audio</td>
<td>SVM with linear kernel</td>
<td>binary</td>
<td>10.29%</td>
</tr>
<tr>
<td>clustered SURF</td>
<td>visual</td>
<td>Visual-Words + SVM with RBF kernel</td>
<td>binary</td>
<td>9.43%</td>
</tr>
<tr>
<td>hist., moments, autocorr., co-occ., wavelet, edge hist.</td>
<td>visual</td>
<td>multiple SVMs</td>
<td>binary</td>
<td>0.35%</td>
</tr>
<tr>
<td>cognitive (face statistics [29])</td>
<td>visual</td>
<td>multiple SVMs</td>
<td>binary</td>
<td>0.1%</td>
</tr>
<tr>
<td>structural (shot statistics [29])</td>
<td>visual</td>
<td>multiple SVMs</td>
<td>binary</td>
<td>0.3%</td>
</tr>
<tr>
<td><strong>proposed</strong></td>
<td>visual</td>
<td>SVM with linear kernel</td>
<td>binary</td>
<td>3.84%</td>
</tr>
<tr>
<td>color, texture, aural, cognitive, structural</td>
<td>audio, visual</td>
<td>multiple SVMs</td>
<td>binary</td>
<td>0.23%</td>
</tr>
<tr>
<td><strong>proposed</strong></td>
<td>audio, visual</td>
<td>SVM with linear kernel</td>
<td>binary</td>
<td>12.08%</td>
</tr>
<tr>
<td>clustered SURF, metadata</td>
<td>visual, text</td>
<td>Naive Bayes, SVM + serial fusion</td>
<td>binary</td>
<td>30.33%</td>
</tr>
</tbody>
</table>

The competition results prove that the most efficient retrieval approach still remains the inclusion of textual information, as it accounts for a higher semantic level of description than audio-visual. Average MAP obtained including textual descriptors is around 30% (e.g. see team TUB in Table 1). The retrieval performance is boosted up when including information like movie names, movie’s ID from blip.tv or the username of the video; in this particular case reported MAP is up to 56% (which is also the highest obtained).

In the following experiment we aim to prove that despite the superiority of text descriptors, audio-visual information alone has great potential in approaching this task whether it can benefit from some additional help, i.e. user relevance feedback.
5.3 A relevance feedback perspective

Experimental setup. In the final experiment we attempt to enhance the retrieval using relevance feedback. For tests, we use the entire data set, thus all the 2375 sequences. The user feedback is to be automatically simulated from the known class membership of each video (i.e. the genre labels). Compared to real user feedback, this has the advantage of providing a fast and extensive simulation framework; which otherwise could not be achieved due to physical constraints (e.g. the availability of an important number of users) and inherent human errors (e.g. indecision, misperception) that a real user could be subject to. Tests are to be conducted for various sizes of the browsing window.

![Precision-recall curves](image)

*Fig. 5* Precision-recall curves obtained with relevance feedback applied for different size browsing windows.

Discussion on the results. Figure 5 compares the precision-recall curves obtained with the proposed approach, i.e. the hierarchical clustering relevance feedback (HCRF, see Section 4), against several other approaches, namely Rocchio [34], Feature Relevance Estimation (RFE) [36] and Support Vector Machines [37]. One can observe that the proposed HCRF provides an improvement in retrieval compared to the others and in particular for small browsing windows (e.g. 20, 30 video sequences, see the red line in Figure 5). By increas-
ing the window size, all methods tend to converge at some point to similar results.

Table 2 MAP obtained with Relevance Feedback

<table>
<thead>
<tr>
<th>RF method</th>
<th>20 seq. window</th>
<th>30 seq. window</th>
<th>40 seq. window</th>
<th>50 seq. window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rocchio</td>
<td>46.8%</td>
<td>43.84%</td>
<td>42.05%</td>
<td>40.73%</td>
</tr>
<tr>
<td>RFE</td>
<td>48.45%</td>
<td>45.27%</td>
<td>43.67%</td>
<td>42.12%</td>
</tr>
<tr>
<td>SVM</td>
<td>47.73%</td>
<td>44.44%</td>
<td>42.17%</td>
<td>40.26%</td>
</tr>
<tr>
<td>proposed</td>
<td>51.27%</td>
<td>46.79%</td>
<td>43.96%</td>
<td>41.84%</td>
</tr>
</tbody>
</table>

Table 2 summarizes the overall retrieval MAP (see also eq. 8) estimated as the area under the uninterpolated precision-recall curve. For the proposed HCRF, MAP ranges from 41.8% to 51.3% which is an improvement of at least a few percents compared to the other methods. Relevance feedback proves to be an interesting alternative of improving genre retrieval performance, being able to provide results close to the ones obtained with high level textual descriptors.

6 Conclusions

In this paper we addressed the issue of web media categorization from the perspective of audio-visual information. We proposed content descriptors which exploit audio, temporal structure and color information and tested their potential to this task. Experimental validation was carried out in the context of the MediaEval 2011 Benchmarking Initiative for Multimedia Evaluation, the Video Genre Tagging Task [2]. It addressed a real scenario, thus the categorization of up to 26 video genres specific to blip.tv media platform (288 hours of video footage). The tests were conducted both from the perspective of a classification system and as an information retrieval approach.

From the classification point of view, not all genres are to be retrieved using audio-visual information. The use of audio-visual information may be highly efficient for detecting some particular genres, like for instance in our case "literature" (we obtain $F_{score} = 87\%$), "politics" ($F_{score} = 84\%$) or "health" ($F_{score} = 85\%$), and less for others, e.g. "school" ($F_{score} = 22\%$) or "business" ($F_{score} = 14\%$). One can imagine a classification system which adapts the parameters to the target categories, like for instance using audio-visual descriptors for genres which are best detected with this information; using text for text-related categories, and so on.

From the retrieval point of view, during MediaEval benchmarking, the proposed descriptors achieved the best results obtained using audio-visual information alone. They provided better retrieval performance than the use of descriptors like cognitive information (face statistics), temporal (average shot duration, distribution of shot lengths), audio (MFCC, zero crossing rate, signal
energy), color (histograms, color moments, autocorrelogram - denoted auto-
corr.), texture (co-occurrence - denoted co-occ., wavelet texture grid, edge
histograms) or even compared to some classic text-based approaches, e.g. the
use of Term Frequency-Inverse Document Frequency (TF-IDF). However, the
results are still below the ones obtained with text-based descriptors. To com-
penstate this, we designed a relevance feedback approach which allows to boost
up the performance close to the one obtained with high semantic textual in-
formation (in this particular case, we achieve MAP up to 51%).

The main limitation of this approach, which is also the limitation of all
ad-hoc genre categorization approaches, is in the ability of detecting genre
related contents. The proposed categorization system is limited in detecting
genre related patterns from the global point of view, like episodes from a series
being not able to detect a genre related content within a sequence. Therefore,
in order to provide good classification performance, each type of video material
has to be properly represented with the training set.

Future improvements will mainly consist on approaching sub-genre cate-
gorization and considering the constraints of the very large scale approaches
(millions of sequences and tens of genre concepts).
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