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Abstract

We present here a method to simulate the motion of a rigid body in a fluid. The method is based on a variational formulation on the whole fluid/solid domain, with some constraints on the unknown and the test functions. These constraints are relaxed by introducing a penalty term, which leads to a minimization problem over unconstrained functional spaces. This makes the method straightforward to implement from any finite element Stokes/Navier-Stokes solver. It is shown that, as the penalty parameter goes to infinity, we recover the coupled fluid-solid equations. We apply this approach to a simplified 2D model of the aortic valve.

Introduction

We consider a connected bounded, regular domain $\Omega \subset \mathbb{R}^2$ and we denote by $B$ a subset of $\Omega$ strongly contained in $\Omega$. We shall restrict ourselves to the case where $B$ is connected (see figure 1), but one can easily generalize to any domain $B$ with several connected components. We suppose that $\Omega \setminus \bar{B}$ is filled with a Newtonian fluid governed by the Navier-Stokes equations and that $B$ is a rigid inclusion in $\Omega$. We suppose that $B$ is attached at one of its points $x_0$. We shall apply our approach to a situation where the rotating rigid body is submitted to an angular pull-back moment.

Numerical simulations of such a problem can be carried out in many different ways, which we may classify into two main classes. The first one relies on a moving mesh which fits the moving part of the boundary (see e.g. [4], [5], and [7]). In the second approach, the whole domain is covered by a static mesh. Those methods are known as fictitious domain or embedded domain methods, as the actual computational domain (the fluid component) is extended to a larger domain which covers the area of interest (zones which are likely to be...
occupied by the fluid). To our knowledge, all fictitious domain approaches which have been applied to problems like the one we consider are based on Lagrange multipliers (see [3]), which enforce the velocity in the solid part to identify to the velocity of the rigid body. We propose here a penalty method to handle the rigid motion. As the penalty changes the stiffness operator, we lose an advantage of the Lagrange multiplier method, which is the possibility to use Fast Fourier Transform-like solvers. On the other hand, this method can be implemented straightforwardly on a general Finite Element solver like FreeFem++ (see [1]), which we used to run numerical experiments.

1 Continuous problem and Variational Formulation

For the sake of simplicity, we will consider here homogeneous Dirichlet conditions on $\partial \Omega$. The fluid obeys Navier-Stokes equations in $\Omega \setminus \bar{B} = \Omega \setminus \bar{B}(t)$ at every time $t$, and the body motion follows the Newton law, which reduces here to an equation on the angular velocity around $x_0$. Those equations are coupled by hydrodynamic forces exerted by the fluid on the solid. Finally, viscosity imposes no-slip conditions on the boundary of $B$: at each point of $\partial B$, the velocity on the fluid side is equal to the velocity on the rigid side.

We denote by $\omega = \dot{\theta}$ the angular velocity of $B$, so that we have to find a velocity field $u = (u_1, u_2)$ defined in $\Omega \setminus \bar{B}$, $\omega \in \mathbb{R}$ and a pressure field $p$ defined in $\Omega \setminus \bar{B}$ such that:
\[
\begin{aligned}
\rho_f \frac{Du}{Dt} - \mu \Delta u + \nabla p &= f_f & \text{in } \Omega \setminus \bar{B} \\
\nabla \cdot u &= 0 & \text{in } \Omega \setminus \bar{B} \\
u &= 0 & \text{on } \partial \Omega \\
u(x) &= \omega(x - x_0)^\perp & \text{on } \partial B \\
J_{x_0} \dot{\omega} &= \int_B (x - x_0)^\perp \cdot f_B - \int_{\partial B} (x - x_0)^\perp \cdot \sigma n ds 
\end{aligned}
\]

where \(f_f\) and \(f_B\) are the external forces exerted on the fluid and the rigid body respectively, \(\rho_f\) and \(\rho_B\) are their respective densities, \(\mu\) is the viscosity of the fluid, \(n\) is the external normal to \(\Omega \setminus \bar{B}\), \(\sigma\) is the Cauchy stress tensor, \(J_{x_0}\) is the kinetic momentum of \(B\) at point \(x_0\) and \(D\frac{Du}{Dt}\) is the total derivative of \(u\):

\[
\sigma = 2\mu D(u) - pId \quad \text{and} \quad D(u) = \frac{\nabla u + (\nabla u)^T}{2},
\]

\[
J_{x_0} = \int_B \rho_B |x - x_0|^2,
\]

\[
\frac{Du}{Dt} = \frac{\partial u}{\partial t} + (u \cdot \nabla)u,
\]

and \(x^\perp\) denotes \((-x_2, x_1)\).

Our first step will consist in establishing a variational formulation easily tractable from the numerical point of view, i.e. involving functions which are defined on the whole domain \(\Omega\). This can be achieved by prescribing the constraints on both the unknown velocity field and its test counterpart, at (almost) every time. In what follows, we consider the problem at a given time \(t\), and we drop the dependence of the domain \(\Omega \setminus \bar{B}\) upon \(t\), in order to alleviate notations. We introduce the following spaces:

\[
K_{x_0} = \left\{ u \in H_0^1(\Omega)^2, \int_D u = 0 \right\}, \quad K_{x_0, \nabla} = \left\{ u \in K_{x_0}, \nabla \cdot u = 0 \right\},
\]

\[
K_B = \left\{ u \in H_0^1(\Omega)^2, \exists (V, \omega) \in \mathbb{R}^2 \times \mathbb{R} \text{ s.t. } u = V + \omega(x - x_0)^\perp \ a.e. \text{ in } B \right\},
\]

where \(D\) is a disc included in \(B\) and centered at \(x_0\). As for \(K_B\), which is the space of velocity fields which do not deform \(B\), it can be written

\[
K_B = \left\{ u \in H_0^1(\Omega)^2, D(u) = 0 \ a.e. \text{ on } B \right\}.
\]

Note that \(K_B\) depends on the position of \(B\), and therefore it is likely to vary over time. For the sake of clarity, we shall occasionally denote an element of \(K_B\) by expliciting the real degrees of freedom: \(U = (u, V, \omega) \in K_B\). Note that if \(U = (u, V, \omega) \in K_B \cap K_{x_0}\) then \(V\) is necessarily equal to zero, which expresses the fact that \(B\) is fixed at \(x_0\). We nevertheless keep \(V\) as an unknown, because both contraints will be dealt with in different ways in actual computations. The
We use the method of characteristics to discretize the total derivative. Integration by parts gives

\[ \int_{\Omega \setminus B} \rho f \frac{Du}{Dt} \cdot \tilde{u} + 2\mu \int_{\Omega \setminus B} D(u) : D(\tilde{u}) - \int_{\partial B} p \nabla \cdot \tilde{u} - \int_{\partial (\Omega \setminus B)} \sigma n \cdot \tilde{u} = \int_{\Omega \setminus B} f_f \cdot \tilde{u}. \]

Then, using the fact that \( \tilde{u} = \bar{\omega}(x - x_0)^{\perp} \) in \( B \) and using the boundary conditions on \( \partial B \), we obtain:

\[ \int_{\Omega \setminus B} \rho f \frac{Du}{Dt} \cdot \tilde{u} + 2\mu \int_{\Omega \setminus B} D(u) : D(\tilde{u}) - \int_{\Omega \setminus B} p \nabla \cdot \tilde{u} = \int_{\Omega \setminus B} f_f \cdot \tilde{u}. \]

Since \( \tilde{u} \in K_B \), the third term can be written over \( \Omega \) and, since \( D(u) = 0 \) implies \( \nabla \cdot u = 0 \), so can be the fourth one:

\[ \int_{\Omega \setminus B} \rho f \frac{Du}{Dt} \cdot \tilde{u} + J_{x_0} \bar{\omega} \bar{\omega} + 2\mu \int_{\Omega} D(u) : D(\tilde{u}) - \int_{\Omega} p \nabla \cdot \tilde{u} = \int_{\Omega} f \cdot \tilde{u}. \]

where \( f = f_f \chi_{\Omega \setminus B} + f_B \chi_B \). Finally, using that \( u = \omega(x - x_0)^{\perp} \) and \( \tilde{u} = \bar{\omega}(x - x_0)^{\perp} \) in \( B \) we can prove that

\[ J_{x_0} \bar{\omega} \bar{\omega} = \int_{B} \rho_B \bar{\omega}^2(x - x_0)^{\perp} = \int_{B} \rho_B \frac{Du}{Dt} \cdot \tilde{u}, \]

which leads to the variational formulation

\[
\begin{cases}
\int_{\Omega} \rho \frac{Du}{Dt} \cdot \tilde{u} + 2\mu \int_{\Omega} D(u) : D(\tilde{u}) - \int_{\Omega} p \nabla \cdot \tilde{u} = \int_{\Omega} f \cdot \tilde{u} & \forall \tilde{u} \in K_{x_0} \cap K_B, \\
\int_{\Omega} q \nabla \cdot u = 0 & \forall q \in L^2(\Omega),
\end{cases}
\]

where \( \rho = \rho_f \chi_{\Omega \setminus B} + \rho_B \chi_B. \)

2 Time discretization and penalty Method

2.1 Time discretization

We use the method of characteristics to discretize the total derivative. Note that, as \( \rho \) is constant along trajectories, we have

\[ \frac{Du}{Dt} = \frac{D\rho u}{Dt}. \]
We denote by $X^n(x)$ an approximation of $X(x, (n + 1)\Delta t, n\Delta t)$ where $X$ is the characteristic associated to $u$. It can be expressed as the solution to the following problem:

\[
\begin{align*}
\frac{\partial X}{\partial \tau}(x, t, \tau) &= u(X(x, t, \tau), \tau) \\
X(x, t, t) &= x
\end{align*}
\]

So, the time discretized problem is written at each time step:

\[
\begin{align*}
\alpha \int_{\Omega} \rho^n u^{n+1} \cdot \tilde{u} &+ 2\mu \int_{\Omega} D(u^{n+1}) : D(\tilde{u}) = \int_{\Omega} p^{n+1} \nabla \cdot \tilde{u} \\
\int_{\Omega} q \nabla \cdot u^{n+1} &= 0 \quad \forall q \in L^2(\Omega),
\end{align*}
\]

where $\alpha = 1/\Delta t$ and $B^{n+1}$ is computed using $\theta^{n+1} = \theta^n + \Delta t \omega^n$.

### 2.2 Penalty method

The previous formulation involves test functions in the constrained space of rigid motion on $B$. To remove this constraint, we are going to use a penalty method. In order to do that, we first write problem (3) as a minimization problem:

\[
\begin{align*}
\text{min} & \quad J^n(u^{n+1}) = \alpha \int_{\Omega} \rho^n u^n \cdot X^n \cdot u^{n+1} + \int_{\Omega} f^{n+1} \cdot u^{n+1} \\
\text{subject to} & \quad u^{n+1} \in K_{x_0} \cap K_{B^{n+1}},
\end{align*}
\]

where

\[
J^n(u) = \frac{\alpha}{2} \int_{\Omega} \rho^n v^2 + \mu \int_{\Omega} D(v) : D(v) - \alpha \int_{\Omega} (\rho^n u^n) \circ X^n \cdot v - \int_{\Omega} f^{n+1} \cdot v
\]

Problems (3) and (4) are equivalent, in the sense that $(u^{n+1}, p^{n+1})$ solves (3) implies that $u^{n+1}$ is a solution to (4), and if $u^{n+1}$ is a solution to (4), there exists $p^{n+1}$ such that $(u^{n+1}, p^{n+1})$ is a solution to (3). Uniqueness of the pressure is of course out of reach, as it is clearly underdetermined within the rigid body. Existence and uniqueness of a solution to (4) is a direct consequence of Korn’s second inequality (see [8]) and Lax Milgram theorem.

We are now going to approach that minimization problem with another minimization problem by penalizing the rigid motion constraint:

\[
\begin{align*}
\text{min} & \quad J^n_\epsilon(u^{n+1}) = \min \quad J^n(v) \\
\text{subject to} & \quad u^{n+1} \in K_{x_0} \cap K_{B^{n+1}},
\end{align*}
\]
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where

\[ J^n_\epsilon(\mathbf{v}) = J^n(\mathbf{v}) + \frac{1}{\epsilon} \int_{B^{n+1}} D(\mathbf{v}) : D(\mathbf{v}) \]

Note that, as before, we can prove that problem (5) admits a unique solution.

### 2.3 Convergence of the penalty method

We establish here the convergence of the penalty method at each time step. To that purpose, we introduce the following abstract framework. We denote by \( V \) a Hilbert space, \( a \) and \( b \) two bilinear, symmetric and continuous forms on \( V \), \( a \) being coercive and \( b \) being positive (\( b(\mathbf{u}, \mathbf{u}) \geq 0 \)), and \( \phi \) a linear form on \( V \). We consider the following problems:

\[
\begin{cases}
\mathbf{u} \in \{ \mathbf{u} \in V \text{ s.t. } b(\mathbf{u}, \mathbf{u}) = 0 \} \\
J(\mathbf{u}) = \min_{\mathbf{v} \in \{ \mathbf{u} \in V \text{ s.t. } b(\mathbf{u}, \mathbf{u}) = 0 \}} J(\mathbf{v})
\end{cases}
\]

(6)

and

\[
\begin{cases}
\mathbf{u}_\epsilon \in V \\
J_\epsilon(\mathbf{u}_\epsilon) = \min_{\mathbf{v} \in V} J_\epsilon(\mathbf{v})
\end{cases}
\]

(7)

where

\[ J(\mathbf{v}) = \frac{1}{2} a(\mathbf{v}, \mathbf{v}) - \langle \phi, \mathbf{v} \rangle, \quad J_\epsilon(\mathbf{v}) = J(\mathbf{v}) + \frac{1}{\epsilon} b(\mathbf{v}, \mathbf{v}) \]

It is shown in [6] that:

**Theorem 1** If \( \mathbf{u} \) and \( \mathbf{u}_\epsilon \) are respectively solution to problem (6) and problem (7) then \( \mathbf{u}_\epsilon \) tends (strongly) to \( \mathbf{u} \) as \( \epsilon \) goes to 0. Moreover, if \( b \) can be written \( b(\mathbf{u}, \mathbf{v}) = (\Psi \mathbf{u}, \Psi \mathbf{v})_\Gamma \) where \( \Gamma \) is a Hilbert space and \( \Psi \) is a continuous linear mapping from \( V \) to \( \Gamma \), with closed range, we have the following error estimate:

\[ \exists C > 0 \text{ s.t. } |\mathbf{u}_\epsilon - \mathbf{u}| \leq C\epsilon \]

Our problem fits into this framework, with (up to multiplicative constants)

\[ V = K_{x_0, \nabla} \]

\[ a(\mathbf{u}, \mathbf{v}) = \int_\Omega \mathbf{u} \cdot \mathbf{v} + 2\mu \int_\Omega D(\mathbf{u}) : D(\mathbf{v}) \]

\[ b(\mathbf{u}, \mathbf{v}) = \int_B D(\mathbf{u}) : D(\mathbf{v}) \]

The linear convergence in \( \epsilon \) is then a consequence of the following lemma

**Lemma 1** The mapping \( \mathbf{u} \mapsto D(\mathbf{u})|_B \) is linear and continuous from \( K_{x_0, \nabla} \) to \( (L^2(B))^4 \), and its range is closed.
Proof:
We consider a sequence \((u_n)_{n\in \mathbb{N}} \in K_{x_0, \nabla}\) such that \(D(u_n)|_B\) tends to \(z\) in \((L^2(B))^4\) as \(n\) goes to infinity. We are going to build \(u \in K_{x_0, \nabla}\) such that 
\[ z = D(u)|_B. \]
We consider \(\bar{u}_n \in K_{x_0, \nabla}(B)\), the orthogonal projection of \(u_n|_B\) on \((K_{x_0, \nabla}(B) \cap K_B)^{\perp}\). Since \(\bar{u}_n\) is orthogonal to the space of rigid motions on \(B\) we have (see [8]):
\[ \|\bar{u}_n\|_{H^1(B)} \leq C \|D(\bar{u}_n)\|_{L^2(B)} \]
As \(D(\bar{u}_n) = D(u_n)|_B\), it follows that \((\bar{u}_n)_n\) is bounded in \(H^1(B)\). We now want to extend \(\bar{u}_n\) over \(\Omega\). Since \(\int_{\partial B} \bar{u}_n \cdot n = 0\), we can construct (see [2]) a divergence free extension on \(\Omega\) bounded in \(H^1(\Omega)\) by \(\|\bar{u}_n\|_{H^1(\Omega)}\). Up to an extracted subsequence, this last sequence converges weakly to \(u \in K_{x_0, \nabla}\) as \(n\) goes to infinity and it follows immediately that 
\[ z = D(u)|_B. \]

3 Numerical results

In this section we describe how the penalty method introduced in section 2.3 can be used to simulate the motion of an idealized aortic valve.

3.1 Description of the model

In this somewhat over-simplified model, the “valve” is supposed to be rigid. We furthermore assume it is rotating around \(x_0\), center of \(D_1\). The geometry outlined in Figure 2 arises from some geometric simplifications of the real physical geometry of the aortic valve that can be found in [9]. The elastic complex behaviour that makes the valve return to an equilibrium position has been modeled adding a pull-back moment. More precisely, we added an external force term, acting on \(D_2\), whose moment is proportional to \(\alpha - \alpha_{eq}\) where \(\alpha_{eq}\) is the angle of equilibrium. Therefore, the external force term including gravity and

![Figure 2: Geometry of the model problem](image-url)
pull-back moment is:

\[ f_1 = \frac{C}{\ell} (\alpha - \alpha_{eq}) \sin \alpha \chi_{D_2}, \quad f_2 = (\rho_f - \rho_s) \chi_B - \frac{C}{\ell} (\alpha - \alpha_{eq}) \cos \alpha \chi_{D_2}. \]

where \( C \) is a constant.

As for boundary conditions we have prescribed a pulsatile Poiseuille-type velocity profile on the left-hand side of the boundary, natural outlet conditions on the right-hand side, no-slip conditions on the top boundary and symmetry conditions on the bottom boundary.

### 3.2 Variational Formulation, implementation and results

We use the variational formulation associated with the minimization problem (5), that reads for each time step

\[
\begin{aligned}
&u^{n+1} \in K_{x_0} \text{ and } p^{n+1} \in L^2(\Omega) \\
&\alpha \int_{\Omega} \rho^{n+1} u^{n+1} \cdot \tilde{u} + 2\mu \int_{\Omega} D(u^{n+1}) : D(\tilde{u}) + \frac{2}{\epsilon} \int_{B^{n+1}} D(u^{n+1}) : D(\tilde{u}) - \int_{\Omega} p^{n+1} \nabla \cdot \tilde{u} = \\
&\int_{\Omega} \rho^n u^n \circ X^n \cdot \tilde{u} + \int_{\Omega} f^{n+1} \cdot \tilde{u} \quad \forall \tilde{u} \in K_{x_0},
\end{aligned}
\]

\[ \int_{\Omega} q \nabla \cdot u^{n+1} = 0 \quad \forall q \in L^2(\Omega), \]

\[ (8) \]

The only constraint still present in the functional spaces is the one related to the existence of a fixed point in \( B \) for all time, i.e. \( u^{n+1} \in K_{x_0} \).

One way of enforcing this condition is to look for solutions satisfying \( \int_{D_1} u = 0 \). Even though we could enforce this condition by penalization, there would be terms in the corresponding variational formulation that cannot be handled easily by standard solvers. So we enforce the zero mean velocity condition by duality. This amounts to add the extra term \( \int_{D_1} \lambda \cdot \tilde{u} \) in the variational formulation (8), where \( \lambda \) is a Lagrange multiplier associated with zero mean velocity condition over \( D_1 \). Taking advantage of the linearity of the mapping \( \lambda \mapsto u_\lambda \), one just has to solve three generalized stokes problems, for instance for \( \lambda_1 = (0,0) \), \( \lambda_2 = (1,0) \) and \( \lambda_3 = (0,1) \), obtaining solutions \( u_1 \), \( u_2 \) and \( u_3 \). The solution is then a convex combination of the three precomputed ones:

\[ u = \alpha u_1 + \beta u_2 + (1 - \alpha - \beta) u_3 \]

where the coefficients \( \alpha \) and \( \beta \) can be computed by solving the \( 2 \times 2 \) linear system

\[ \int_{D_1} u = 0 \Leftrightarrow \int_{D_1} \alpha u_1 + \beta u_2 + (1 - \alpha - \beta) u_3 = 0 \Leftrightarrow \left( \int_{D_1} u_1 - u_3 \right) \alpha + \left( \int_{D_1} u_2 - u_3 \right) \beta = - \int_{D_1} u_3. \]

Finally, we have to compute \( B^{n+1} \) from \( B^n \) and \( u^{n+1} \). In order to do that, as explained before, we use the real degree of freedom \( \omega^n \) and write \( \theta^{n+1} = \]
\[ \theta^n + \Delta t \omega^n \] where \( \omega^n \) is computed from the velocity of the center of \( D_2 \):

\[ \mathbf{V}^n = \frac{4}{\pi e^2} \int_{D_2} \mathbf{u}^n \quad \text{and} \quad \omega^n = \frac{\cos(\alpha) \mathbf{V}_2^2 - \sin(\alpha) \mathbf{V}_1^2}{\ell}. \]

The geometric parameters used in our simulation are \( h = 20, r = 20, \ell = 14, \mu = 1 \) and \( e = 5 \). The Navier-Stokes equations are written in dimensionless form using \( h \) as the characteristic length and choosing the maximum mainstream velocity at the left boundary in such a way that the Reynolds number becomes \( Re = U_{max}/(\rho \ell h) = 400 \).

The code was written in FreeFem++ version 1.44 and at each time step the generalized stokes problem is solved using standard finite elements. The source code can be downloaded from [1]. The initial velocity field was obtained by solving a Stokes problem. Figure 3 shows velocity fields and streamlines at different time steps.
Figure 3: Velocity field and Streamlines at time steps 295–305–310–320–335–340–345

References


