Positive higher-order queries
Michael Benedikt, Gabriele Puppis, Huy Vu

To cite this version:

HAL Id: hal-00717792
https://hal.archives-ouvertes.fr/hal-00717792
Submitted on 30 Oct 2013

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Positive Higher-Order Queries

Michael Benedikt
Oxford University
Computing Laboratory
Parks Road, Oxford, UK
michael.benedikt@comlab.ox.ac.uk

Gabriele Puppis
Oxford University
Computing Laboratory
Parks Road, Oxford, UK
gabriele.puppis@comlab.ox.ac.uk

Huy Vu
Oxford University
Computing Laboratory
Parks Road, Oxford, UK
huy.vu@comlab.ox.ac.uk

ABSTRACT

We investigate a higher-order query language that embodies operators of the positive relational algebra within the simply-typed λ-calculus. Our language allows one to succinctly define ordinary positive relational algebra queries (conjunctive queries and unions of conjunctive queries) and, in addition, second-order query functionals, which allow the transformation of CQs and UCQs in a generic (i.e., syntax-independent) way. We investigate the equivalence and containment problems for this calculus, which subsumes traditional CQ/UCQ containment. Query functionals are said to be equivalent if the output queries are equivalent, for each possible input query, and similarly for containment. These notions of containment and equivalence depend on the class of (ordinary relational algebra) queries considered.

We show that containment and equivalence are decidable when query variables are restricted to positive relational algebra and we identify the precise complexity of the problem. We also identify classes of functionals where containment is tractable. Finally, we provide upper bounds to the complexity of the containment problem when functionals act over other classes.

Categories and Subject Descriptors
H.2.3 [Database Management]: Logical Design, Languages—data models, query languages; F.2.0 [Analysis of Algorithms and Problem Complexity]: General

General Terms
Theory
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1. INTRODUCTION

Query transformation is a basic operation in database systems. In processing queries over views, query rewriting is a fundamental tool – queries over the view are rewritten to queries over base data. In query relaxation [21, 3] queries are rewritten to get a larger class of results. Another topic of recent interest is query specification [24, 35, 11], which can be seen as boolean querying of queries. Query specification is an approach to specify permitted queries to secure access to web datasources.

The importance of query transformation makes it natural for us to consider a query language for querying queries. In this work, we will examine higher-order query language, based on terms that feature both variables ranging over queries and variables ranging over relations. Terms are built up via the normal relational algebra operations, plus a new operation application of a query variable to an expression. Higher-order terms can be considered in two ways: as functions of the first-order and second-order variables together, or (via currying the second-order variables) as mappings from queries to queries.

EXAMPLE 1. We consider transformations that transform input queries P, Q, where both P and Q take as input relations R with integer-valued attributes a and b and return relations with the same schema. One such transformation takes P and Q and returns the query \( \sigma_{a=5}(P \cap Q) \). This would be expressible in our language as \( \lambda P \lambda Q \lambda R. \sigma_{a=5}(P(R) \times Q(R)) \). Another such transformation takes P and Q and returns the query \( \sigma_{a=5} \circ Q \circ P \). This would be expressible in our language as \( \lambda P \lambda Q \lambda R. \sigma_{a=5}(Q(P(R))) \).

In the above examples, P and Q are query variables while R is a first-order variable – R ranges over finite databases for a schema with attributes \{a, b\}, while P and Q range over mappings between such databases.

We look for languages with two important properties. The first is that the transformations defined in our languages, as in the examples above, are generic – the output of a term when the higher-order variables are bound to queries depends only on the semantics of the queries. This is in contrast to query transformation and specification languages which allow direct access to the syntax of the queries [26, 35]. Secondly, we search for languages where static analysis and optimization are possible, extending techniques from the case of standard selection project join queries in the relational case. This is again in contrast to prior languages for querying queries (e.g. [26]), which are relationally complete, and hence cannot admit static guarantees even of satisfiability.

This second goal impacts our calculus in two ways: it influences what mappings the query variables P and Q range...
over, and also what relational algebra operators are permitted in addition to application. We will look at higher-order languages where queries range over a tame fragment of relational algebra. We thus focus on queries in higher-order languages that generalize positive relational algebra, rather than full relational algebra. The restriction to positive queries will hold both for constants used to build terms and for query variables. We will define several variants of positive higher-order query languages and investigate the containment problem for them. We will show that many important containment and equivalence problems are decidable in the case of queries ranging over positive relational algebra. We will also look at the containment problem for the ordinary data-to-data queries built up in this language.

Our contributions can be summarized as follows:
1. We define a higher-order query language for which several basic analysis problems are decidable (Section 2), along with a particularly simple expressively equivalent subset of the language – the normal-form queries.
2. We isolate the complexity of the containment and equivalence problems for higher-order queries in normal-form that manipulate positive relational algebra queries, and also give results in the presence of dependencies (Section 3).
3. We give upper bounds to the complexity of the containment and equivalence problems for normal-form higher-order queries over other bases (Section 4).
4. We give preliminary results related to terms (higher-order and lower-order) that are not in normal form (Section 5).

Due to space limitations, proofs are either sketched or deferred for the full version.

2. DEFINITIONS

2.1 Types

We fix an infinite set of attribute names (or attributes). We define the relational types as the (possibly empty) tuples of attribute names, $T = (a_1, ..., a_m)$, for any $m \in \mathbb{N}$ (the type corresponding to the empty tuple is denoted $\epsilon$).

We manipulate relational types by using the standard operations on tuples, such as the juxtaposition (without duplicates) $T + T'$ and the projection $\pi_A(T)$, for a given set $A$ of attributes in $T$.

Relational types are the basic building blocks of more complex types. We define higher-order types, hereafter called query types, by using the functional type constructor: if $T$, $T'$ are (relational or query) types, then $T \to T'$ is a query type. As usual, we assume that the functional type constructor is right-associative and we view any query type as the curried form of the functional type $\pi_1^m \to \pi_m \to \pi_1 \to \epsilon$.

We define the order of a type $T$, denoted $\text{order}(T)$, as follows: we let $\text{order}(\epsilon) = 0$ for any relational type $\epsilon$ and $\text{order}(T \to T') = \max(\text{order}(T) + 1, \text{order}(T'))$ for any query type $T \to T'$.

We associate with each attribute name $a_i$ a range $\text{Dom}(a_i)$ of possible values, called the attribute range of $a_i$. Examples of attribute ranges are the integers $\mathbb{Z}$ and the booleans $\mathbb{B}$. We assume that there are infinitely many attribute names associated with each attribute range. The elements in each attribute range $\text{Dom}(a_i)$ are called attribute values. Similarly, given a relational type $\mathcal{R} = (a_1, ..., a_m)$, we denote by $\text{Dom}(\mathcal{R})$ the set $\text{Dom}(a_1) \times ... \times \text{Dom}(a_m)$, whose elements are called records. Given a record $t \in \text{Dom}(a_1) \times ... \times \text{Dom}(a_m)$, we denote by $t.a_i$ the value of the attribute $a_i$ in $t$.

The instances of a relational type $\mathcal{R}$, which are called relations, are the finite sets $\mathcal{S}$ consisting of some records chosen from $\text{Dom}(\mathcal{R})$ (note that there are only two relations of type $\epsilon$, namely, the empty set, usually identified with the boolean value $\text{false}$, and the singleton $\{\epsilon\}$, usually identified with the boolean value $\text{true}$).

In a similar way, the instances of a query type $T \to T'$, called queries, are the functions $Q$ that maps objects $x$ of type $T$ to objects of type $T'$. We will be mainly concerned with types of order at most 2 in this work. An example, queries of order 1 map tuples of relations to relations, while queries of order 2 map tuples of queries to queries.

2.2 Terms and their semantics

We now define our variant of the simply-typed $\lambda$-calculus for the setting where we can abstract either over relations or queries.

First of all, we fix a signature $\mathcal{F}$, namely, a set of relational constants and query constants together with the associated arities. We use $\text{RA}^*$ to denote the signature for Positive Relational Algebra, which contains the following constants: (i) all finite relations $\mathcal{S}$, viewed as constants of order 0 – we often abuse notation by identifying each constant symbol with its interpretation; (ii) the unary rename operator $\rho_{a/b}$, which renames the attribute $a$ by $b$ in a given input relation; (iii) the unary operator $\pi_{A}$, which projects an input relation into the subset $A$ of its attributes; (iv) the unary operator $\sigma_{c}$, which selects a subset of the tuples from a given relation according to the condition $c$ envisaging equalities between attributes/constants; (v) the binary operator $\bowtie$, which returns the cartesian product of two input relations followed by a selection of the tuples that have the same values on the same attribute names; (vi) the binary operator $\cup$, which returns the union of two input relations of the same type.

Another signature of particular interest is that of Conjunctive Queries, denoted $\text{CQ}$, which consists of the four families of operators $\rho_{a/b}$, $\pi_{A}$, $\sigma_{c}$, and $\bowtie$ of the Relational Algebra, and of Conjunctive Queries with Relational Constants $\text{CQ}_r$, which adds to $\text{CQ}$ all relational instances as constants. Finally $\text{RA}$ extends $\text{RA}^*$ with the usual difference operator $\setminus$.

We also fix an infinite set $\lambda$ of relational and query variables. Sometimes, we may omit the type of a variable when it is clear from the context (for instance, we will usually denote relational variables by $R, R', ..., Q, Q', ..., \lambda Q, Q'$).

Higher-order terms are build up from constants in $\mathcal{F}$ and variables in $\lambda$ by using the operations of abstraction and application: if $X$ is a variable of type $\mathcal{R}$ and $\varphi$ is a term of type $\mathcal{T'}$, then $\lambda X. \varphi$ is a term of type $\mathcal{R} \to \mathcal{T'}$; similarly, if $\Phi$ is a term of type $\mathcal{R} \to \mathcal{T'}$ and $\varphi$ is a term of type $\mathcal{T}$, then $\Phi(\varphi)$ is a term of type $\mathcal{T'}$. We say that a term $\Phi$ is closed if it contains no free occurrences of variables. The operation $\Phi_1 \circ \Phi_2$ of functional composition is often used as a shorthand for $\lambda X. \Phi_1(\Phi_2(X))$, provided that the resulting term is well-typed.
Given a term $\Phi$, we define the order of $\Phi$ as the order of its type and the degree of $\Phi$ as the maximum order of its subterms. As an example, $(\lambda Q.A.R.Q(R))((\pi_A)$ is a term of order 1 and degree 2. We also define the size of a term inductively as follows. The size of a relational constant is the size of the corresponding instance, namely, the number of attributes times number of rows. The size of a query constant is its length. The size of a first-order or a second-order variable is 1. The size of a higher-order term is defined as 1 plus the sum of the sizes of its top-level sub-terms.

As for the semantics of terms, the obvious evaluation method is to pair the standard operational semantics of the $\lambda$-calculus with an interpretation for the relational constants and the query constants. Below, we define such a semantics by exploiting an induction on the order of terms.

In order to do that, we need to first fix an interpretation for the constants and the variable domains. Formally, an interpretation $I$ for the signature $F$ is a function that maps (i) every constant $const \in F$ to its semantics $\llbracket const \rrbracket_I$, where $\llbracket const \rrbracket_I$ is the constant's object in the domain of $const$ (e.g., $\lambda X. const(X)$), and (ii) every variable $x \in X$ to its domain $Dom_I(X)$ (e.g., if $x$ is an order 1 query variable, then $Dom_I(X)$ can be the set of all queries of the Positive Relational Algebra). Below, we make the underlying interpretation explicit by denoting the semantics of a term $\Phi$ by $\llbracket \Phi \rrbracket_I$.

For every term $\Phi$ of the form $\llbracket \Phi \rrbracket_I \in F$ to its semantics $\llbracket \Phi \rrbracket_I$, we denote by $\llbracket \Phi \rrbracket_I$ the relation $\llbracket \Phi \rrbracket_I \subseteq F \times F$. Similarly, given a term $\Phi$ of the form $\llbracket \Phi \rrbracket_I \in F$, we denote by $\llbracket \Phi \rrbracket_I$ the function that maps every object $x$ to its domain $Dom_I(X)$ to the object $\llbracket \Phi \rrbracket_I[x/x] = x$ is the interpretation for the extended signature $F \cup \{x\}$ obtained from $I$ by letting $\llbracket \Phi \rrbracket_I[x/x] = x$ be the interpretation for the new constant $x$. Finally, given a term $\Phi$ of the form $\llbracket \Phi \rrbracket_I \in F$, we denote by $\llbracket \Phi \rrbracket_I$ the object $\llbracket \Phi \rrbracket_I \subseteq F \times F$.

From now on, for a fixed signature $F$ (e.g., $F = RA^+$), we tacitly assume the standard interpretation for the constants in $F$ and the standard interpretation for the domains of the relational variables, which are the sets of finite relations of appropriate types. Now we explain how the ordinary relational calculus embeds in our language. A term is simple if it contains no second-order variables and no $\lambda$-abstractions: thus, a simple term is formed by just using the constants of the signature. We identify a simple term with the query obtained by abstracting all of its relational variables and adding a fresh abstracted variable if there are none free. Under this convention $RA$ terms correspond to Relational Algebra queries in the usual sense: $RA^+$ terms correspond to Positive Relational Algebra queries, and $CQ$ terms correspond to select-project-join queries [1]. The signature $CQ_F$ extends $CQ$ with the set of all relational constants. We will freely use $RA$, $RA^+$, $CQ_F$, and $CQ$ to refer to both the simple terms and the associated queries.

In contrast to the case of relation variables, we let the domains for query variables be unspecified a priori, and we use an auxiliary argument to completely describe their semantics. We shall denote by $\llbracket RA \rrbracket_F$ (resp., $\llbracket CQ_F \rrbracket_F$, $\llbracket RA \rrbracket_F$, $\llbracket RA \rrbracket_F$, $\llbracket CQ_F \rrbracket_F$, $\llbracket CQ_F \rrbracket_F$) the interpretation for $F$ that associates with any order 1 variable $Q$ the set of all queries of the Positive Relational Algebra (resp., the set of all Conjunctive Queries with Relational Constants, the set of all Relational Algebra queries). We will sometimes refer to the range of variables as the base. As an example, if $\Phi = \llbracket RA \rrbracket_F$, $\llbracket RA \rrbracket_F$ denotes the function that maps a query $Q$ of the Positive Relational Algebra and a finite relation $R$ to the finite relation $Q(R)$. Moreover, if the interpretation $I$ is clear from the context, we can omit the subscript $I$ from $\llbracket RA \rrbracket_F$. By a slight abuse of notation, we can also write $\llbracket RA \rrbracket_F$ in place of $\llbracket RA \rrbracket_F$ for the standard interpretation of the constant $const$ in the signature $F$.

2.3 Normal forms

We recall the notions of $\beta$-reduction, $\eta$-expansion, and $\eta$-long $\beta$-normal form. We identify terms up to $\alpha$-congruence, that is, we identify any two terms of the form $\lambda X. \varphi$ and $\lambda Y. \varphi[X/Y]$, where $\varphi[X/Y]$ denotes the substitution of every free occurrence of the variable $X$ in $\varphi$ by a fresh variable $Y$.

We call $\beta$-reduction the application, in any given context, of the following rewriting rule (renaming of bound variables may be necessary in order to avoid variable capture):

$$(\lambda X. \varphi) \eta \Phi \sim \Phi[X/\varphi].$$

The lefthandside term above is called a redex. A term is said to be in $\beta$-normal form if it contains no redex (and hence no $\beta$-reduction can be applied to it).

Another useful transformation is that of $\eta$-expansion, which transforms a subterm $\Phi$ of functional type $T \rightarrow T'$ to the subterm $\lambda X. \Phi(X)$, where $X$ is a fresh variable of type $T$. In order to guarantee termination, the operation of $\eta$-expansion is restricted to the subterms $\Phi$ that do not start with the abstraction operator $\lambda$ and that have no explicit argument in their context (e.g., $\eta$-expansion is never applied to the subterms $\Phi$ when they occur in a context like $\Phi[\varphi]$). A term is said to be in $\eta$-long $\beta$-normal form (hereafter, simply normal form) if no $\beta$-reduction nor $\eta$-expansion (as restricted before) is possible.

Since the operations of $\beta$-reduction and $\eta$-expansion are confluent and always terminating (on well-typed terms), we have that every term $\Phi$ has a unique normal form, denoted $\Phi \downarrow$. Moreover, the normal form of a term can be obtained by first applying all $\beta$-reductions and then all $\eta$-expansions. This also shows that the normal form of any term $\Phi$ of order 2 can be written as follows:

$$\Phi \downarrow = \lambda Q_1 \ldots \lambda Q_m. \lambda R_1 \ldots \lambda R_n. \varphi$$

where $Q_1, \ldots, Q_m$ are order 1 query variables, $R_1, \ldots, R_n$ are relational variables, and $\varphi$ is a term of order 0 with free variables among $Q_1, \ldots, Q_m, R_1, \ldots, R_n$, but with no occurrence of $\lambda$-abstraction. In particular if $\Phi$ is a closed term of relational type, then the normal form is just a term of relational type built up from constants, which can then be evaluated, using the semantics of the constants to get a relation. Thus we have a (naïve but) effective way of evaluating closed terms.

2.4 The term hierarchy

We introduce some notation that will be extensively used through the rest of the paper.

**Definition 1.** Let $F$ be a generic signature and let $m, n$ be two natural numbers such that $m \leq n$. We denote by

- $\text{Terms}_{m,n}(F)$ the class of all closed terms of order $m$ and degree $n$ that are built up from constants in the signature $F$ using abstraction and application,
As an example, $\text{Terms}_{m,n}[F]$ the subclass of $\text{Terms}_{m,n}[F]$ consisting only of terms in normal form (note that the degree and the order coincide for terms in normal form).

As an example, $\text{Terms}_{m}[RA^+]$ (resp., $\text{Terms}_{m}[CQ]$) is the class of all closed terms of relational type (e.g., $\Phi = (\lambda R. R \sqsubseteq \rho_{R,(\tau)}(R))(t_0, t_1)$) that are built up from the operators of the Positive Relational Algebra (resp., from the operators $\rho_{a,b}$, $\pi_A$, $\pi_{=c}$, and $\sqsubseteq$ via application and abstraction over variables of degree at most 1. Note that normal forms of terms of order 1 are the same as simple terms; hence the class $\text{Terms}_{m}[RA^+]$ coincides exactly with what we have called $RA^+$ above, and similarly for $RA$, $RA^+$, $CQ$ – we will thus use these notations interchangeably. We will also use UCQ to denote the simple terms (or, equivalently, order 1 terms in normal form) that are built up from the signature $RA^+$ by only using singleton relational constants and by allowing the union operator to appear only at the topmost level. Such a class translates efficiently to Unions of Conjunctive Queries.

### 2.5 The containment problem

We now come to the main topic of this paper: we introduce a generalization of the containment relation $\sqsubseteq$ between terms and we define the main static analysis problem we will deal with in the paper. From now on, $\mathcal{C}$ and $\mathcal{C}'$ will denote two generic classes of terms and $\mathcal{I}$ an interpretation for them.

For terms of order 0, the definition of containment is straightforward: given two closed terms $\Phi$ and $\Phi'$ of the same relational type, we write $\Phi \sqsubseteq \Phi'$ iff $\llbracket \Phi \rrbracket_{\mathcal{I}} \subseteq \llbracket \Phi' \rrbracket_{\mathcal{I}}$ (note that the underlying interpretation $\mathcal{I}$ for fragments of the Relational Algebra will be often omitted).

We then extend the definition of containment from relational terms to order $n > 0$ queries as follows. Given two closed terms $\Phi = \lambda \chi. \varphi$ and $\Phi' = \lambda \chi. \varphi'$ of the same query type $T \rightarrow T'$, we write

$\Phi \sqsubseteq T \Phi'$ \quad iff \quad $\forall x \in \text{Dom}_{\lambda \chi}(T). \ (\Phi(x)) \subseteq (\Phi'(x)).$

As an example, given two order 2 terms $\Phi$ and $\Phi'$ of the same type, we write $\Phi \sqsubseteq \Phi'$ iff, for all instances $Q_1, \ldots, Q_m$, $R_1, \ldots, R_n$ of the formal arguments $Q_1, \ldots, Q_m$, $R_1, \ldots, R_n$ in $\Phi$ and $\Phi'$, with each $Q_i$ ranging over the set of queries of Positive Relational Algebra and each $R_i$ ranging over the set of finite relations, we have $\llbracket \Phi \rrbracket(Q_1, \ldots, Q_m, R_1, \ldots, R_n) \subseteq \llbracket \Phi' \rrbracket(Q_1, \ldots, Q_m, R_1, \ldots, R_n)$.

**Definition 2.** The containment problem for left-handside terms in $\mathcal{C}$ and righthandside terms in $\mathcal{C}'$, under the interpretation $\mathcal{I}$, consists of deciding, given two terms $\Phi \in \mathcal{C}$ and $\Phi' \in \mathcal{C}'$ of the same type, whether $\Phi \sqsubseteq T \Phi'$. It is worth remarking that the containment problem subsumes several crucial problems related to (higher-order) queries and, more generally, functional programs, such as satisfiability (i.e., given a term $\Phi$, decide whether there is an input $x$ such that $\Phi(x)$ evaluates to $\text{true}$) and the extensional equivalence (i.e., given $\Phi$ and $\Phi'$, decide whether $\Phi(x) = \Phi'(x)$ for every input $x$). As an example, two terms $\Phi$ and $\Phi'$ are extensionally equivalent, under an underlying interpretation $\mathcal{I}$, iff $\Phi \sqsubseteq \Phi'$ and $\Phi' \sqsubseteq \Phi$.

We will always consider the computational complexity of our problems in terms of the size of the terms, as defined earlier in this section.

We conclude the section with some examples that show how the containment relation may depend on the underlying interpretation for the domains of the query variables.

**Example 2.** Let $R$ be a variable of relational type $\mathcal{R} = (a)$, with $\text{Dom}(a) = \mathbb{Z}$, and let $Q$ be a variable of query type $\mathcal{R} \rightarrow \mathcal{R}$. Consider the order 2 terms:

$$\Phi = \lambda Q. \lambda R. Q(Q(\sigma_{=2}(R)))$$

$$\Phi' = \lambda Q. \lambda R. Q(\sigma_{=2}(R))$$

over the signature $\mathcal{C}Q$. Take an arbitrary query constant $Q$ and an arbitrary relational constant $R$ as instances of $Q$ and $R$. Note that $\sigma_{=2}(R)$ is either a singleton or the empty set. If a $\mathcal{C}Q$ returns a non-empty relation on input $\sigma_{=2}(R)$, then it must return a singleton consisting of either the tuple $t_1$, with $t_1.a = 1$, or the tuple $t_2$, with $t_2.a = c$, for some constant $c$ that appears in $Q$. Now, if $Q(\sigma_{=2}(R)) = \{t_1\}$, then, by monotonicity, we have $Q(Q(\sigma_{=2}(R))) = \{t_1\}$. Otherwise, if $Q(\sigma_{=2}(R)) = \{t_2\}$, then case analysis on $Q$ shows that $Q(Q(\sigma_{=2}(R)))$ must be either the singleton $\{t_2\}$ or the empty set. Therefore, we have that $\Phi$ is contained in $\Phi'$ under the interpretation of the query variables by Conjunctive Queries, $\Phi \not\subseteq_{\mathcal{C}Q} \Phi'$.

**Example 3.** Let $R$ be a variable of relational type $\mathcal{R} = (a)$, with $\text{Dom}(a) = \mathbb{Z}$, and let $Q$ be a variable of query type $\mathcal{R} \rightarrow \mathcal{R}$. Consider the order 2 terms:

$$\Phi = \lambda Q. \lambda R. \pi_0(\sigma_{=2}(Q(Q(\sigma_{=2}(R)))) \times \pi_0(\sigma_{=2}(Q(\sigma_{=2}(R)))))$$

$$\Phi' = \lambda Q. \lambda R. \pi_0(\sigma_{=2}(\sigma_{=2}(R)))$$

$\Phi'$ returns always $\text{false}$ over the signature $\mathcal{C}Q$. When we instantiate $Q$ by a $\mathcal{C}Q$ $Q$, $\Phi(Q)$ turns out to be unsatisfiable, since for any instance $R$ of $\mathcal{R}$, we have $\sigma_{=2}(R)$ is either a singleton or the empty set and hence $\sigma_{=2}(Q(\sigma_{=2}(R)))$ and $\sigma_{=2}(Q(\sigma_{=2}(R)))$ cannot return a non-empty set at the same time. However, if we choose $R = \{t_1\}$ and $Q$ to be a union of conjunctive queries in such a way that $Q(\{t_1\}) = \{t_1\}$, where $t_1.a = 1$, $t_2.a = 2$, and $t_3.a = 3$, then $\Phi(Q, R)$ evaluates to $\text{true}$. This shows that $\Phi \subseteq_{\mathcal{C}Q} \Phi'$.

**Example 4.** Let $R_1$, $R_2$ be two variables of relational type $\mathcal{R} = (a)$, with $\text{Dom}(a) = \mathbb{Z}$, and let $Q$ be a variable of query type $\mathcal{R} \rightarrow \mathcal{R}$. Consider the order 2 terms:

$$\Phi = \lambda Q. \lambda R_1. \lambda R_2. Q(R_1)$$

$$\Phi' = \lambda Q. \lambda R_1. \lambda R_2. Q(R_1 \cup R_2)$$

over the signature $\mathcal{R}A^+$. For every monotone query $Q$ (and, in particular, for every query of the Positive Relational Algebra) and for every pair of relations $R_1$, $R_2$, we have $Q(R_1) \subseteq Q(R_1 \cup R_2)$. Thus, $\Phi \subseteq_{\mathcal{R}A^+} \Phi'$. On the other hand, for any signature $\mathcal{F}$ that extends $\mathcal{R}A^+$ with the difference operator $\setminus$, we have $\Phi \not\subseteq_{\mathcal{F}} \Phi'$, since we can choose $R_1 = \{t_1\}$, $R_2 = \{t_2\}$, with $t_1.a = 1$ and $t_2.a = 2$ as instances of $R_1$, $R_2$, and $Q = \lambda S. \text{true} \ \pi_0(\sigma_{=2}(S))$ as an instance of $Q$.

### 3. CONTAINMENT OF HIGHER-ORDER QUERIES: POSITIVE RELATIONAL ALGEBRA

The goal of this section will be to prove tight bounds on the complexity of the containment problem for order 2 terms
in normal form, namely, for higher-order queries, where the formal arguments (i.e., the query variables and the relational variables) are interpreted by terms of the Positive Relational Algebra.

3.1 The complexity of higher-order containment

The goal of this subsection is to prove:

**Theorem 1.** The problem of deciding the containment \( \Phi \subseteq_{\text{RA}^+} \Phi' \), where \( \Phi, \Phi' \in \text{Terms}_{\text{RA}^+} \), is \( \Pi^P_2 \)-complete.

We will need to build up a bit of infrastructure first. We start by introducing some variants of the classical problem of deciding containment of CQs in UCQs. The main variation is that containment is relative to a set of constraints of the form \( R_i \subseteq R_j \) (positive constraints) or \( R_i \not\subseteq R_j \) (negative constraints), where \( R_i \) and \( R_j \) are relational symbols. Moreover, we introduce a disjunctive variant of the constrained containment problem.

**Definition 3.**

- **Constrained Containment Problem:** given two queries \( Q, Q' \) of the same type \( R \rightarrow S \) and a set \( \Sigma \) of constraints over appropriate relations for \( R \), the problem consists of deciding whether \( [Q](R) \subseteq [Q'](R) \) holds for all instances \( R \) satisfying the constraints in \( \Sigma \).

- **Constrained Disjunctive Containment Problem:** given some queries \( Q_1, ..., Q_m \) and \( Q'_1, ..., Q'_m \), having types \( R \rightarrow S_1, ..., R \rightarrow S_m \), and a given set \( \Sigma \) of constraints over appropriate relations for \( R \), the problem consists of deciding whether, for every instance \( R \) satisfying \( \Sigma \), there is an index \( 1 \leq i \leq n \) such that \( [Q_i](R) \subseteq [Q'_i](R) \) holds.

If the set \( \Sigma \) of constraints in the above definition is not specified (or it always evaluates to true), then the two problems are simply called containment problem and disjunctive containment problem. Note that the (constrained) disjunctive containment problem is more general than the (constrained) containment problem.

The first ingredient of the proof of Theorem 1 is the following proposition.

**Proposition 2.** The disjunctive containment problem for lefthandside CQs and righthandside RA\(^+\)-queries, under positive and negative containment constraints, is NP-complete.

We will also need some basic facts about the transformation of a given RA\(^+\)-query into an equivalent union of conjunctive queries. Such a transformation, which may imply an exponential blowup, is achieved by “pushing upward” all occurrences of the union operator of the relational algebra.

Formally, the transformation rules are as follows:

\[
\begin{align*}
\rho_{(a/b)}(Q_1 \cup Q_2) & \leadsto \rho_{(a/b)}(Q_1) \cup \rho_{(a/b)}(Q_2) \\
\sigma_{(a)}(Q_1 \cup Q_2) & \leadsto \sigma_{(a)}(Q_1) \cup \sigma_{(a)}(Q_2) \\
\pi_A(Q_1 \cup Q_2) & \leadsto \pi_A(Q_1) \cup \pi_A(Q_2) \\
(Q_1 \bowtie Q_2) \bowtie Q_3 & \leadsto (Q_1 \bowtie Q_2) \bowtie (Q_2 \bowtie Q_3) \\
Q_1 \times (Q_2 \times Q_3) & \leadsto (Q_1 \times Q_2) \times (Q_1 \times Q_3).
\end{align*}
\]

By repeatedly applying these rules, one can transform any RA\(^+\)-query \( Q \) into an equivalent union of conjunctive queries of the form \( \bar{Q} = Q_1 \cup ... \cup Q_N \), the flattening of \( Q \), where \( N \) is bounded by an exponential in the size \( |Q| \) of \( Q \) and \( Q_1, ..., Q_N \) are conjunctive queries of size at most \( |Q| \). The following simple lemma shows that the problem of checking whether a given conjunctive query appears in the flattening of an RA\(^+\)-query is in NP.

**Lemma 3.** The problem of deciding, given an RA\(^+\)-query \( Q \) and a CQ \( Q' \), whether \( Q' \) appears as a conjunct in the flattening \( \bar{Q} = Q_1 \cup ... \cup Q_N \) of \( Q \) is in NP.

Now, it is convenient to generalize the containment relation to tuples of relations: given two tuples of relations \( R = (R_1, ..., R_m) \) and \( \bar{R} = (\bar{R}_1, ..., \bar{R}_m) \) of the same types, we write \( R \subseteq \bar{R} \) iff \( R_i \subseteq \bar{R}_i \) holds for all indices \( 1 \leq i \leq m \). Hereafter, we say that a query \( \bar{Q} \) is monotone iff, for every tuples \( R = (R_1, ..., R_m) \) and \( \bar{R} = (\bar{R}_1, ..., \bar{R}_m) \) of relations of appropriate types, \( R \subseteq \bar{R} \) implies \( \bar{Q}(R) \subseteq \bar{Q}(\bar{R}) \).

The last component of the proof will be the following “quantifier elimination” result for monotone queries, stating that the existence of a query satisfying certain equalities depending on whether or not the tuple \( \bar{S}_j \) is a tuple of relations of types in \( \bar{S} \), and \( \bar{S}_j \) is a relation of type \( T_{i} \). The following properties are equivalent:

1. there exist some RA\(^+\)-queries (or, equivalently, some UCQs) \( Q_1, ..., Q_m \) such that \( Q_i(\bar{S}_j) = T_j \) for all \( j \in \{1, ..., k\} \);
2. for every pair of indices \( j, j' \in \{1, ..., k\} \), if \( i_j = i_{j'} \), and \( \bar{S}_j \subseteq \bar{S}_{j'} \), then \( T_j \subseteq T_{j'} \).

**Proof.** The implication from 1. to 2. is trivial from the monotonicity of RA\(^+\)-queries and UCQs. The implication from 2. to 1. is proved as follows. First, we introduce, for every index \( j \in \{1, ..., k\} \), a UCQ \( Q_j^{(i)} \) that, given a tuple \( \bar{R} \) of input relations, returns either \( T_j \) or the empty relation, depending on whether or not the tuple \( \bar{S}_j \) is contained in the tuple \( \bar{R} \). Note that, by construction, we have \( Q_j^{(i)}(\bar{S}_j) = T_j \). We then define the UCQs \( Q_1, ..., Q_m \) as follows. For every \( i^* \in \{1, ..., m\} \), \( Q_i^{(i^*)} \) is the union of the conjunctive queries \( Q_j^{(i)} \) over all indices \( j \) such that \( i_j = i^* \). It is easy to check that property 2. implies \( Q_i(\bar{S}_j) = T_j \) for all \( j \in \{1, ..., k\} \).

**Note:** This result depends heavily on the presence of data constants. Characterizations of query definability with constant-free languages do exist — in the database community these date back to the work of Bancilhon [5] and Paredaens [28] (see also the recent [14], whose results bear some similarity to the proposition above). However such characterizations are more complex, and thus query definability in these other languages cannot be reduced to a set of inclusion constraints.

We are now ready to prove that the higher-order containment problem is in \( \Pi^P_2 \).

**Proposition 5.** The problem of deciding the containment \( \Phi \subseteq_{\text{RA}^+} \Phi' \), where \( \Phi, \Phi' \in \text{Terms}_{\text{RA}^+} \), is in \( \Pi^P_2 \).
Proof. We fix two order 2 terms in normal form
\[ \Phi = \lambda Q_1 \ldots \lambda Q_m \cdot \lambda R_1 \ldots \lambda R_n \cdot \tau \]
\[ \Phi' = \lambda Q_1 \ldots \lambda Q_m \cdot \lambda R_1 \ldots \lambda R_n \cdot \tau' \]
where each \( Q_i \) is an order 1 query variable, each \( R_j \) is a relational variable, and \( \tau, \tau' \) are well-typed terms of order 0 over the variables \( Q_1, \ldots, Q_m, R_1, \ldots, R_n \) and the constants from the signature RA\(^\bot\). Below, we provide a logical characterization of the non-containment relationship \( \Phi \nsubseteq_{\text{ARA}^+} \Phi' \), that is, the existence of some queries \( Q_1, \ldots, Q_m \) of the positive relational algebra and some relations \( R_1, \ldots, R_n \) that witness \( [\tau](\bar{Q}, \bar{R}) \nsubseteq [\tau'](\bar{Q}, \bar{R}) \).

We start by introducing new relations for the intermediate outputs produced by the subterms of \( \tau \) and \( \tau' \) (we explain the construction for \( \tau \) only, the one for \( \tau' \) is similar). We enumerate all occurrences of proper subterms of \( \tau \) that are arguments to a query variable \( Q_i \), for some \( 1 \leq i \leq m \). Let \( \sigma_1, \ldots, \sigma_m \) be such an enumeration. Without loss of generality, we can assume that \( j < j' \) holds whenever \( \sigma_j \) occurs inside \( \sigma_{j'} \) (note that we distinguish between possible multiple occurrences of the same subterm). We then associate with each occurrence \( \sigma_i \) the following objects: (i) the index \( i_j \in \{1, \ldots, m\} \) of the query variable to which \( \sigma_i \) is applied, (ii) two relations \( S_i, T_i \) (of appropriate types), (iii) a term \( P_{i_j} \) obtained from \( \sigma_i \) by replacing any top-level subterm of the form \( \text{Q}_{i_j}(\sigma_j) \) by \( T_j \). We further introduce an additional query constant \( P_0 \) obtained from \( \tau \) by replacing any top-level subterm of the form \( \text{Q}(\sigma_j) \) by \( T_j \). Note that, since \( \tau \) is in normal form, all its subterms are applied to query variables and query constants only. This means that each term \( P_j \), with \( 0 \leq j \leq k \), is an RA\(^\bot\)-query over the relations \( R_1, \ldots, R_n, T_1, \ldots, T_k \). Analogous definitions are given for the objects \( i_j, S_j, T_j, P_j \) with respect to the occurrences of subterms in \( \tau' \).

We can now reduce the non-containment relationship \( \Phi \nsubseteq \Phi' \) to the following property (for the sake of brevity, we use the shorthandsh \( \bar{R} = (R_1, \ldots, R_n), \bar{S} = (S_0, \ldots, S_k) \), etc.):
\[ \exists Q_1, \ldots, Q_m \]
\[ \exists R, S, T, S', T', P_0(\bar{R}, \bar{T}, \bar{T'}) \nsubseteq P_0(\bar{R}, \bar{T}, \bar{T'}) \]
\[ \wedge \bigwedge_{1 \leq j \leq h} P_{i_j}(\bar{R}, \bar{T}, \bar{T'}) = S_j \]
\[ \wedge \bigwedge_{1 \leq j \leq h} Q_{i_j}(S_j) = T_j \]
\[ \text{(1)} \]

By exploiting Proposition 4, we can get rid of the existential quantification over \( Q_1, \ldots, Q_m \) thus obtaining:
\[ \exists R, S, T, S', T', P_0(\bar{R}, \bar{T}, \bar{T'}) \nsubseteq P_0(\bar{R}, \bar{T}, \bar{T'}) \]
\[ \wedge \bigwedge_{1 \leq j \leq h} P_{i_j}(\bar{R}, \bar{T}, \bar{T'}) = S_j \]
\[ \wedge \bigwedge_{1 \leq j \leq h} S_j \subseteq S_j' \quad \exists T_j' \subseteq T_j' \]
\[ \wedge \bigwedge_{1 \leq j \leq h} S_j' \subseteq S_j' \quad \exists T_j' \subseteq T_j' \]
\[ \text{(2)} \]

It is convenient now to rename the relational variables \( T_j \) and \( T_j' \), where \( j \) ranges over \( \{1, \ldots, h\} \) and \( j' \) ranges over \( \{1, \ldots, h\} \) and, similarly, the replacements \( T_j \rightarrow T_j' \) and \( T_j' \rightarrow T_j' \) by new queries \( \bar{Q}_0(\bar{R}, \bar{U}) \). Accordingly, the conditions of the form \( S_j \subseteq S_j' \rightarrow T_j \subseteq T_j' \) will be replaced by equivalent conditions of the form \( \bar{Q}_0(\bar{R}, \bar{U}) \subseteq \bar{U}_j \subseteq \bar{U}_j' \), where the pair \((i, i')\) is either \((0, 0)\) or an element of \( \text{a set of appropriate subsets of } D \)

\[ \text{Now, for every partition } \mathcal{D} = (D_1, D_2, \ldots) \text{ of } D, \text{ we denote by } \Sigma_\mathcal{D} \text{ the set of all positive constraints of the form } U_i \subseteq \bar{U}_i', \text{ and all negative constraints of the form } U_i \nsubseteq \bar{U}_i', \text{ with } (i, i') \in D_\ldots \text{ Intuitively, each } \Sigma_\mathcal{D} \text{ is a maximal set of containment relationships between the various instances } U_i \text{ and } \bar{U}_i', \text{ for all } (i, i') \in D. \text{ Therefore, Property } \text{(2)} \text{ holds iff there exist a partition } \mathcal{D} = (D_1, D_2, \ldots D) \text{ of } D \text{ such that}
\]
\[ \exists \bar{R}, \bar{U} \equiv \Sigma_\mathcal{D}, \quad \bar{Q}_0(\bar{R}, \bar{U}) \nsubseteq \bar{Q}_0(\bar{R}, \bar{U}) \quad (3) \]
\[ \wedge \bigwedge_{(i, i') \in \mathcal{D}} \bar{Q}_0(\bar{R}, \bar{U}) \nsubseteq \bar{Q}_0(\bar{R}, \bar{U}) \quad (4) \]

Such a characterization, together with Lemma 3 (which proves that a conjunct of the flattening of an RA\(^\bot\)-query can be guessed non-deterministically in polynomial time) and Proposition 2 (which proves the NP membership for the constrained disjunctive problem with lefthandside CQs and righthandside terms RA\(^\bot\)-queries, under positive and negative containment constraints), shows that the problem of deciding \( \Phi \nsubseteq_{\text{ARA}^+} \Phi' \) is in \( \Pi_2^P \).

Note that the following proposition gives immediately a \( \Pi_2^P \)-hardness result also for the higher order containment problem \( \Phi \nsubseteq_{\text{ARA}^+} \Phi' \).

**Proposition 6.** The problem of deciding the containment \( \Phi \subseteq \Phi' \), where \( \Phi \) is an RA\(^\bot\)-query (indeed, a CQ\(_E\)) and \( \Phi' \) is a CQ, is \( \Pi_2^P \)-hard.

The proof of this proposition uses the same technique as the \( \Pi_2^P \)-hardness proof for the problem of deciding containment between two monotonic relational expressions, see, for instance, [32]. The above hardness result, however, strongly relies on the use of constants.

Proposition 5 and Proposition 6 together give precisely the claim of Theorem 1. Moreover, in the proof of Proposition 5, we use only a few main properties, in particular: (i) the constrained disjunctive containment for lefthandside CQs and righthandside RA\(^\bot\)-queries, under positive and negative containment constraints, is in NP, and (ii) the set of all possible queries that can be used to instantiate an order
1 variable is as expressive as the set of all monotone queries. Therefore, we can extend the result as follows:

**Corollary 7.** Let $\mathcal{RA}^{+,\neq}$ be the signature that extends $\mathcal{RA}$ with selection operators that use equalities and inequalities between attributes, or between attributes and constants. Then, the problem of deciding the containment $\Phi \subseteq_{\mathcal{RA}^{+,\neq}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}_{\mathcal{RA}}[\mathcal{RA}^+]$, is $\Pi^p_2$-complete.

### 3.2 Adding dependencies

We now consider higher-order containment relative to integrity constraints. We focus on two widely-studied constraint classes, namely, functional dependencies and inclusion dependencies [1]. The containment problem for CQs under sets of functional dependencies has been deeply investigated starting from [2] and it is known to be NP-complete.

Below, given two higher-order queries $\Phi, \Phi' \in \text{Terms}_{\mathcal{RA}}[\mathcal{RA}^+]$ of the same type and given a set $\Delta$ of constraints (e.g., functional dependencies) over the formal arguments of $\Phi$ and $\Phi'$, we write $\Phi \subseteq_{\mathcal{RA}^{+,\Delta}} \Phi'$ iff, for every $\bar{Q}, \bar{R}$ that satisfies the constraints in $\Delta$, we have $[\Phi]_{\mathcal{RA}^{+,\Delta}}(\bar{Q}, \bar{R}) \subseteq [\Phi']_{\mathcal{RA}^{+,\Delta}}(\bar{Q}, \bar{R})$.

We can extend Theorem 1 to this setting:

**Theorem 8.** The problem of deciding the containment $\Phi \subseteq_{\mathcal{RA}^{+,\Delta}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}_{\mathcal{RA}}[\mathcal{RA}^+]$ and $\Delta$ is a set of functional dependencies, is $\Pi^p_2$-complete.

The proof of the complexity upper bound goes along the same lines of the proof of Proposition 5. More precisely, we first exploit Proposition 4 (which is independent of the presence of constraints on the relations) to reduce the containment problem for higher-order queries to the problem of universally guessing and deciding suitable instances of the disjunctive containment problem involving lefthandside CQs and righthandside RA$^+$-queries, under positive and negative containment constraints and the additional functional dependencies. We then argue that the latter variant of the disjunctive containment problem is in NP:

**Proposition 9.** The disjunctive containment problem for lefthandside CQs and righthandside RA$^+$-queries, under positive and negative containment constraints and functional dependencies, is NP-complete.

The proof that Theorem 8 follows from the proposition above mimics the argument in Theorem 1.

Now, we turn towards higher-order containment in the setting of inclusion dependencies.

**Theorem 10.** The problem of deciding the containment $\Phi \subseteq_{\mathcal{RA}^{+,\Delta}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}_{\mathcal{RA}}[\mathcal{RA}^+]$ and $\Delta$ is a set of inclusion dependencies, is PSPACE-complete.

**Proof.** It is known that the containment problem between two CQs under a set $\Delta$ of inclusion dependencies is PSPACE-hard (see, for instance, [10]). In addition, CQs, considered as constant functionals, are special cases of higher-order queries over the signature CQ. Thus, the higher order containment problem under a set of inclusion dependencies is PSPACE-hard as well. We now prove the PSPACE upper bound. Using the same transformation as in the proof of Theorem 1, we reduce the higher order containment problem under a set $\Delta$ of inclusion dependencies to the problem of universally guessing and deciding suitable instances of the disjunctive containment problem that have the following form:

$$\forall \bar{R}, \bar{U} \in \Sigma_\Delta \cup \Delta. \quad \bar{Q}_1 \leftarrow D_{\lambda,\bar{Q}}(\bar{R}, \bar{U}) \land \forall \bar{a}_{i,j} \leftarrow D_{\lambda,\bar{Q}}(\bar{R}, \bar{U}) \lor \bar{o}_{\lambda,i,j}(\bar{R}, \bar{U}) \subseteq \bar{o}_i(\bar{R}, \bar{U}).$$

where $\Sigma_\Delta$ is a set of positive and negative containment constraints and $\Delta$ is the set of inclusion dependencies.

Now, we observe that positive containment constraints are special forms of inclusion dependencies. Thus, in order to decide the above property, it is sufficient to consider the disjunctive containment problem for lefthandside CQs and righthandside RA$^+$-queries, under negative containment constraints and inclusion dependencies. By a straightforward generalization of the proof of Proposition 2, this problem can be reduced to the containment problem for lefthandside CQs and righthandside RA$^+$-queries, under inclusion dependencies only. Finally, the latter problem can be solved in polynomial space by guessing a conjunct of the flattening of the righthandside RA$^+$-query and by deciding a classical containment problem between CQs under inclusion dependencies, which is known to be in PSPACE [19].

### 3.3 Tractable cases

We conclude this section by considering special instances of the higher-order containment problem that can be solved efficiently, namely, by a non-deterministic polynomial-time algorithm (or, even better, by a deterministic polynomial-time algorithm).

**Definition 4.** We define the class of single-argument terms as the least set that contains all terms of the form:

- $\mathcal{Q}(R_1, ..., R_n)$, where $R_1, ..., R_n$ are relational variables and $\mathcal{Q}$ is an RA$^+$-query with $n$ formal arguments;
- $\mathcal{Q}(\tau)$, where $\tau$ is a single-argument term with at most one free variable $\mathcal{Q}$ and $\mathcal{Q}$ is an RA$^+$-query, whose input is instantiated with as many copies of the term $\mathcal{Q}(\tau)$ as the number of formal arguments of $\mathcal{Q}$.

We then define single-argument higher-order queries as the closures (by $\lambda$-abstraction over all free variables) of single-argument terms.

We associate with each single-argument higher-order query $\Phi$ the (unique) sequence of RA$^+$-queries that generates the body of $\Phi$ in the grammar above, namely, the sequence $\mathcal{Q}_1, ..., \mathcal{Q}_n$ such that $\Phi = \lambda \mathcal{Q}_1 \mathcal{Q}_2 ... \mathcal{Q}_n$. We call this sequence the generating sequence for $\Phi$ and its length the nesting-depth of $\Phi$.

**Example 5.** The term $\lambda Q. \lambda R. a \leftarrow D_{\lambda, Q}(\bar{R})$ is a single-argument higher-order query, whose generating sequence consists of single RA$^+$-query $\mathcal{Q}_1 = \lambda S. a \leftarrow D_{\lambda, Q}(\bar{S})$ and $\mathcal{Q}_2 = Q(R_1)$. On the other hand, the term $\lambda Q. \lambda R_1, \lambda R_2. Q(R_1) \leftarrow Q(R_2)$ is not a single-argument higher-order query, since the two formal arguments of the operator $\leftarrow$ are instantiated with syntactically different terms.
Hereafter, we say that a query $Q$ is non-constant if its equivalent rule-based form has at least one variable in the head. In the special case of single-argument higher-order queries where the generating sequences consists of non-constant $\text{RA}^\ast$-queries, we can reduce higher order containment to ordinary containment:

**Proposition 11.** Given two single-argument higher-order queries $\Phi, \Phi'$ of the same type and with generating sequences $Q_1, \ldots, Q_m$ and $Q'_1, \ldots, Q'_m$, both consisting of non-constant $\text{RA}^\ast$-queries, we have

$$\Phi \subseteq_{\text{RA}^+} \Phi' \iff \begin{cases} m = n \\ Q_i \subseteq Q'_i \quad \text{for all } 1 \leq i \leq m. \end{cases}$$

**Proof.** As the “$\iff$” direction is trivial, we sketch the proof of the opposite direction. We assume that either $m \neq n$, or $Q_i \not\subseteq Q'_i$ for some $1 \leq i \leq m (= n)$, and we prove that $\Phi \not\subseteq_{\text{RA}^+} \Phi'$ follows. If $m \neq n$, then we introduce instances for the relational and query variables such that: (i) for all indices $1 \leq i \leq \min(m, n)$, the results of the $\Phi$-subquery $Q(Q_i(. . .))$ and the $\Phi'$-subquery $Q'(Q'_i(. . .))$ are equivalent, and (ii) the result of $\Phi$ is not contained in the result of $\Phi'$. In the other case, we let $k$ be the smallest index such that $Q_k \not\subseteq Q'_k$. As before, we instantiate the relational and query variables with suitable values such that: (i) the results of the $\Phi$-subquery $Q(Q_k(. . .))$ and the $\Phi'$-subquery $Q'(Q'_k(. . .))$ are equivalent for all indices $1 \leq i \leq k$, and (ii) the result of $\Phi$ is not contained in the result of $\Phi'$. \hfill \Box

From Proposition 11, we immediately obtain the following result:

**Theorem 12.** The problem of deciding the containment $\Phi \subseteq_{\text{RA}^+} \Phi'$, where $\Phi, \Phi'$ are single-argument higher-order queries, with generating sequences consisting of non-constant UCQs, is $\Sigma^P_2$-complete.

Moreover, if we further restrict the single-argument higher-order queries in such a way that their generating sequences contain only non-constant queries in a certain tractable class, then we immediately obtain an analogous class of higher-order queries for which the containment problem turns out to be tractable (i.e., in $\mathcal{P}$). For instance, consider the case of acyclic CQs, where evaluation becomes tractable [38]. Likewise, we have that containment of UCQs in acyclic CQs is tractable. We can then extend this to:

**Corollary 13.** The problem of deciding the containment $\Phi \subseteq_{\text{RA}^+} \Phi'$, where $\Phi$ is a single-argument higher-order query, with generating sequence consisting of non-constant UCQs, and $\Phi'$ is a single-argument higher-order query, with generating sequence consisting of non-constant acyclic CQs, is tractable.

We can easily replace, in the above result, the acyclicity condition over order 1 queries by other conditions that guarantee tractability for ordinary conjunctive query containment (e.g., bounded treewidth, bounded hyper-treewidth, [15]).

4. HIGHER-ORDER CONTAINMENT IN OTHER BASES

We now consider the situation when we move from Positive Relational Algebra to other bases.

4.1 The general relational algebra case

In this subsection we focus on the higher-order containment problem for the case where query variables are instantiated by queries of the full relational algebra. We will still restrict the constant operators used in the higher-order queries to range over the signature $\text{RA}^\circ$, since it is well-known that the containment problem for terms built up from the full relational algebra is undecidable. In contrast to this, we show that extending the base does not make higher-order containment harder.

**Theorem 14.** The problem of deciding the containment $\Phi \subseteq_{\text{RA}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}^1_{\text{RA}^\circ}$, is $\Sigma^P_2$-complete.

The complexity lower bound is trivial from previous results. As regards the complexity upper bound, we remark here that the key ingredient, as before, is a “quantifier elimination” property, namely, the analog of Proposition 4 for queries quantified over the full Relational Algebra:

**Proposition 15.** Fix $m > 0$ and, for all $1 \leq i \leq m$, let $\bar{T}_i$ be an order 1 query type. Moreover, fix $k > 0$ and, for all $1 \leq j \leq k$, let (i) $i_j$ be an index from $\{1, \ldots, m\}$, (ii) $\bar{S}_j$ be a tuple of relations of types in $\bar{T}$, and (iii) $\bar{T}_j$ be a relation of type $\bar{T}_{i_j}$. The following properties are equivalent:

1. there exist some RA-queries $Q_1, \ldots, Q_m$ such that $Q_{i_j}(\bar{S}_j) = \bar{T}_j$ for all $j \in \{1, \ldots, k\}$;
2. for every pair of indices $j, j' \in \{1, \ldots, k\}$, if $i_j = i_{j'}$, and $\bar{S}_j = \bar{S}_{j'}$, then $\bar{T}_j = \bar{T}_{j'}$.

4.2 The case of conjunctive queries

Here we show that moving to the conjunctive query base does not make the higher-order containment problem easier. Indeed, Proposition 6 gives immediately the following hardness result:

**Corollary 16.** Let $\bar{T}$ be any arbitrary interpretation for the query variables (e.g., $\bar{T} = \lambda \text{CQ}_\circ$). The problem of deciding the containment $\Phi \subseteq_{\bar{T}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}^1_{\text{CQ}_\circ}$ is $\Pi^P_2$-hard. The lower bound holds also in the case where $\Phi$ or $\Phi'$, or both of them, contains no occurrences of query variables.

A similar lower bound holds for the higher-order containment problem in the signature CQ:

**Proposition 17.** The problem of deciding the containment $\Phi \subseteq_{\text{CQ}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}^1_{\text{CQ}}$ and $\Phi'$ contains no occurrences of query variables, is $\Pi^P_2$-hard.

The proposition is proved by using a reduction similar to the proof of Proposition 6, with the use of a query variable in $\Phi$ instead of constants.

Of course, the hardness result does not hold in the symmetric case, where the lefthandside higher-order query has no occurrences of query variables:

**Proposition 18.** The problem of deciding the containment $\Phi \subseteq_{\text{CQ}} \Phi'$, where $\Phi, \Phi' \in \text{Terms}^1_{\text{CQ}}$ and $\Phi$ contains no occurrences of query variables, is $\Sigma^P_2$-complete.

**Proof.** By monotonicity, it suffices to show that containment hold when all the query variables in $\Phi'$ return $\emptyset$. Thus, we can reduce this problem to the containment problem between two CQs, which is known to be $\Sigma^P_2$-complete. \hfill \Box
As for the upper bounds, at the moment, we are only able to provide a result that matches with Proposition 17:

**Proposition 19.** The problem of deciding the containment \( \Phi \subseteq_{\text{ACQ}} \Phi' \), where \( \Phi, \Phi' \in \text{Terms}_{1}[\text{CQ}] \) and \( \Phi' \) contains no occurrences of query variables, is in \( \text{H}_2 \).

The proof of the above result is based on the idea that, in order to decide the containment \( \Phi \subseteq_{\text{ACQ}} \Phi' \), it is sufficient to consider instantiations of query variables having size bounded by a polynomial in the size of the input terms.

## 5. **UNNORMALIZED TERMS**

Our results on higher-order containment have focused on terms in normal form. We now discuss the situation for non-normalized terms. Note that the issues dealt with in the previous sections were fairly independent of the syntax of the calculus, depending rather on the range of query variables – they involve reasoning about the existence of queries having certain properties, which is our main interest. Unnormalized terms have an additional source of complexity, related to the phenomenon of sharing subterms during \( \beta \)-reductions; it is exactly the source of complexity that is eliminated in considering normalized terms.

We examine this in isolation from the prior issue, by focusing on questions about terms of order at most 1, that is, terms that evaluate to either relations or queries, rather than representing functionals. We recall that the set of relational (resp., query) closed terms of degree 1, over a signature \( \mathcal{F} \), is denoted by \( \text{Terms}_{0,1}[\mathcal{F}] \) (resp., \( \text{Terms}_{1,1}[\mathcal{F}] \)). All of the tight bounds we have are for unnormalized terms of degree 1.

### 5.1 Succinctness of unnormalized terms

We start by explaining that sharing of subterms can make unnormalized terms much more succinct than their normalized counterparts. From a standard argument in functional programming (similar results occur in the context of nested relational algebra and functional query languages, see e.g. [20]) one can see that terms that use query and relation variables are much more succinct than simple \( \text{RA}^+ \)-terms. What is less well-noted, perhaps, is that the same holds for the existence of a path of length \( 2^n \) in a given binary relation \( R \). An Ehrenfeucht–Fraisse game argument finally shows that any \( \text{RA}^+ \)-query with less than \( 2^n \) variables cannot check this.

As for the second part, let \( A \) and \( B \) be two unary predicates and let \( R \) be a binary predicate. Let \( \Phi_n \) be a query term of degree 1 that checks whether the graph represented by the binary relation \( R \) contains a path of length \( 2^n \) consisting of nodes satisfying \( A \lor B \). One can easily write this with a term of size \( O(n) \). Now, consider a UCQ \( \Phi'_n \) equivalent to \( \Phi_n \). Each disjunct \( D_i \) in \( \Phi'_n \) consists of a collection of existentially quantified variables \( x \) followed by a conjunction \( C_i \). Note that for any path \( x \) of size \( 2^n \), there is a model \( R_n \) that has that has an isomorphic copy of that path and no other path of this size. For every such path \( x \), let \( D_n \) be the disjunct that is satisfied in the corresponding model. Clearly, any two non-isomorphic paths \( x \) and \( x' \) have distinct corresponding disjuncts \( D_n \) and \( D_n' \). This shows that any UCQ \( \Phi'_n \) equivalent to \( \Phi_n \) contains doubly exponentially many disjuncts.

### 5.2 Expressiveness of terms of degree 1

We now show that degree 1 terms are actually familiar objects in database querying. Recall that Datalog queries over an input schema \( S \) consist of a collection of intensional predicates \( P \) and a finite set of rules of the form \( H(\vec{x}) \leftarrow B(\vec{x}) \), where each \( x_i \) is either a constant or a variable, the \( B(\vec{x}) \) are conjunctive queries over \( P \cup S \), and the head predicates \( H \) are intensional predicates. A Datalog query is non-recursive if the dependency relationship between intensional predicates is acyclic. Datalog with Stratified Negation allows the bodies \( B(\vec{x}) \) to contain negated predicates, but with the acyclicity criterion preserved.

In the proposition below, we focus on boolean Datalog queries, in which there is a distinguished 0-ary goal predicate; the query returns true on an instance iff the goal predicate is satisfied. The following is easy to show, simply by translating between relational variables to intensional predicates:

**Proposition 21.** There are polynomial translations between:
1. \( \text{Terms}_{1,1}[\text{RA}] \) and Nonrecursive Datalog with Stratified Negation
2. \( \text{Terms}_{1,1}[\text{RA}^+ \text{]} \) and Nonrecursive Datalog
3. \( \text{Terms}_{1,1}[\text{CQ}] \) and Nonrecursive Datalog in which every intensional predicate occurs on the lefthandside of at most one rule.

For brevity we avoid stating the similar characterization for CQc, or the extension to the non-boolean case. Note that Nonrecursive Datalog with Stratified Negation can be translated in polynomial time (over models of size two) into first-order logic or relational algebra [4, 36]. Nonrecursive Datalog translates into positive existential first-order logic in (provably worst case) exponential time; this in turn translates into Unions of Conjunctive Queries, again in exponential time. The earlier propositions indicate that this blow-up is essential.

### 5.3 Complexity of terms of degree 1

We now turn to the complexity of evaluation of unnormalized terms of order 0 and degree 1 (namely, relational terms where all variables have relational type) and of containment between unnormalized terms of order 1 and degree
1 (namely, query terms defined using λ-abstraction over relational variables only).

We begin by dealing with the evaluation problem. Precisely, we want to decide, given a closed term \( \Phi \) of relational type \( \tau \) and degree 1 and given a tuple \( t \in \text{Dom}(\tau) \), whether \( t \) belongs to the evaluation \( [\Phi] \) of \( \Phi \). The following complexity result for the evaluation problem stems from Proposition 21 and from known results in the literature.

**Proposition 22. The problem of evaluating \([\Phi]\), where \( \Phi \in \text{Terms}_{0,1}[\text{RA}] \), is PSPACE-complete.**

Indeed, relational terms of degree 1 correspond to first-order logic formulas with “Let” definitions, i.e., built up hierarchically with equations of the form \( R(\vec{x}) = \phi(\vec{x}) \), where \( \phi \) mentions only input relations and predicates defined earlier; this, in turn, is the same as Nonrecursive Datalog with Stratified Negation, which is known to be PSPACE-complete [34] (this is also credited to Immerman, perhaps because the terminology of [34] is different: see Theorem 5.3 of [13]). PSPACE-hardness is clear, since it is true for ordinary evaluation of RA-queries.

Moreover, it is also true for CQ terms:

**Proposition 23. The problem of evaluating \([\Phi]\), where \( \Phi \in \text{Terms}_{0,1}[\text{CQ}] \), is PSPACE-hard.**

A proof of the above result is by reduction from the reachability problem for synchronized products of graphs [22]: using a construction similar to the proof of Proposition 20, one can indeed write a CQ term of order 0 and degree 1 that checks whether two distinguished vertices are connected inside the synchronized product of a tuple of graphs (note that this property is witnessed by the existence of a path of length at most exponential in the total number of vertices of the graphs). Therefore, we can conclude that all of our evaluation problems are PSPACE-complete.

We now turn to the containment problem for terms of degree 1 and order 1. Clearly this is undecided for RA, since even the satisfiability problem is undecidable. By Proposition 21, \text{Terms}_{1,1}[\text{RA}^+] containment is the same as Nonrecursive Datalog containment. From unfolding the recursion, we can get an upper bound of 2EXPTIME for this problem. We do not present tight bounds for \text{Terms}_{1,1}[\text{RA}^+] in this work — it is resolved in the subsequent paper [7]. We will focus on smaller classes of terms. We first show that containment of \text{Terms}_{1,1}[\text{CQ}] in \text{Terms}_{1,1}[\text{RA}^+] is in PSPACE.

**Proposition 24. The problem of deciding the containment \( \Phi \subseteq \Phi' \), where \( \Phi \in \text{Terms}_{1,1}[\text{CQ}] \) and \( \Phi' \in \text{Terms}_{1,1}[\text{RA}^+] \), is in PSPACE.**

Proof. The intuition behind the proof of the proposition is that we can explore the unfolding of \( \Phi \) in PSPACE. We make this precise by giving canonical names to variables in the unfolding. Assume that a query \( Q \) is given as a set of rules \( R_{u_1} \ldots R_{u_k} \) with \( R_{u_i} \) of the form \( H_j(\vec{x}) \leftarrow \phi_i(\vec{x}) \), where \( \phi_i \) is a CQ mentioning only relations \( H_j \), \( j < i \). By a standard transformation [16] we can assume that each \( \phi_i \) has only two occurrences of relation symbols in it. Let \( \overline{Q} \) be the unfolding of \( Q \) as a UCN, obtained by recursively replacing an occurrence of \( H_j(\vec{x}) \) with \( \phi_i(\vec{x}) \). A partial unfolding is any intermediate formula resulting from this process. A name is a sequence of pairs \((i, j)\) with \( i \leq k, j \in \{1, 2\}\) of length at most \( k \). We associate every atom and every variable in a partial unfolding of \( Q \) with a name as follows: in the original \( Q \), every atom is associated with the empty name. If in partial unfolding \( \eta \) we replace the \( j \)th occurrence of \( O \) of \( H_j(\vec{x}) \) in \( \eta \) with \( \phi_i(\vec{x}) \) to get \( \eta' \), then we associate every atom and also every variable that was introduced in \( \eta' \) with \text{name}(O), \((i, j)\). Note that every name is thus associated with at most one relation symbol and many variables. It is easy to show that one can check properties of names in PSPACE.

Our algorithm will now mimic the standard PSPACE algorithm for evaluating a Nonrecursive Datalog query \( P \) on an explicitly given database, but instead of guessing elements of the database, it guesses a \( \eta \)-name.

Since containment is harder than evaluation, we have that the containment problem of \text{Terms}_{1,1}[\text{CQ}] in \text{Terms}_{1,1}[\text{RA}^+] is PSPACE-complete. More specifically, from the results on the evaluation problem, we can say that the problem is hard even when the lefthandside terms are as restricted as possible and the righthandside terms do not use unions:

**Corollary 25. The problem of deciding the containment \( \Phi \subseteq \Phi', \) where \( \Phi \) is a conjunctive query and \( \Phi' \in \text{Terms}_{1,1}[\text{CQ}] \), is PSPACE-hard.**

However, if we restrict the righthandside terms of the containment problem, we do get a better bound for \text{Terms}_{1,1}[\text{CQ}]. The argument also uses the idea of compact names, as in Proposition 24:

**Theorem 26. The problem of deciding the containment \( \Phi \subseteq \Phi', \) where \( \Phi \in \text{Terms}_{1,1}[\text{CQ}] \) and \( \Phi' \) is a conjunctive query, is NP-complete.**

### 5.4 Complexity of terms of degree 2

So far we have focused on the complexity of the evaluation and containment problems for either normalized terms of order at most 2 or unnormalized terms of degree 1. By combining these results with normalization bounds for the simply-typed λ-calculus we obtain upper bounds for analogous problems for our most general language: unnormalized terms of degree 2.

β-reduction can reduce any term of degree 2 to a term of degree 1 with at most an exponential blow-up (finer bounds can be given in terms of the nesting of applications in the term, see [6]). Thus Proposition 24 immediately yields an EXPSPACE upper bound for the evaluation and the containment problems for terms in \text{Terms}_{2,2}[\text{RA}^+].

Similarly, reduction can be applied to get rid of unreduced abstractions of degrees one and two, in doubly-exponential time. Thus using Theorem 1, we obtain that the containment problem for terms in \text{Terms}_{2,2}[\text{RA}^+] is in 2EXPSPACE.

### 6. RELATED WORK

This paper is related to several lines of research in the database community – both on database and programming language integration and on querying metadata. We highlight differences below.

**λ-calculus and database query languages.** One inspiration for our work comes from functional databases [18, 9, 27] which aim toward unification of database query languages with functional programming. Kanelakis and his
collaborators [18, 17] investigated embeddings of relational query languages into typed λ-calculi. The goal is to code the operational semantics of relational query languages in the standard reduction operations of the host calculus. [18, 17] give polynomial time encodings of standard languages, including query languages with recursion mechanisms, within variants of the λ-calculus. In contrast, in our work we do not reduce querying to β-reduction, we simply combine querying and reduction: relational operators are treated as fixed constants, with their usual semantics, and we deal with database instances as constants, not via encodings. Our queries have low data complexity (e.g. within \(AC^0\)), and thus can not simulate list iteration and other recursion mechanisms.

Languages such as Machiavelli [27] and Kleisli [37] embed database operations in a general-purpose functional language (e.g. ML in both cases above). The type system of the host language is extended with type constructors for various relational and object-oriented database features: e.g. records, variant records, sets. Higher-order functions can be formed and applied using the constructs of the host language; in particular, the type system can constrain the domain and range of a function on database instances, but the computational power of such functions is limited only by the host language. In contrast, our languages restrict function variables to range over query languages with clearly limited expressive power.

The Monad Algebra of [33] is presented as a λ-calculus over a type system capturing nested relational structures. Rather than embed into a general-purpose calculus, they allow functions to be built up via a collection of nested relational operators. Koch has shown that these languages are equivalent (modulo coding issues) to the functional XML query language XQuery [20]. The expressive power of queries that can arise in a nested relational language is thus bounded: for example, the well-known conservativity theorem of Paredaens and Van Gucht [29] implies that the expressive power of such a language on relational data is no more than that of relational calculus. The positive variant of Monad Algebra, defined also in [20], is analogous to our languages. However the presence of nesting operators gives nested relational languages the ability to build new values from the database – an ability our query language does not have – and this has implications for complexity. Our degree one terms are much weaker than Nested Relational Algebra (NRA) expressions; they correspond merely to first-order logic with let bindings, which can be converted tractably to ordinary relational algebra expressions (on models of size \(> 1\) [4]). Koch has shown (modulo complexity-theoretic assumptions) [20] that this can not be done for nested relational algebra terms. On the other hand, our degree two terms are not efficiently translatable to NRA terms: they can check for the existence of a doubly-exponential sized path in a graph. In contrast, it follows from [8] that positive Monad Algebra terms can be converted in exponential time to flat existential first-order queries. Using games one can derive that such term cannot check for doubly-exponential sized paths. [20] has shown that the evaluation problem is \(\text{NEXPTIME}\)-hard even for the positive fragment of Monad Algebra.

The equivalence problems we deal with in Sections 3 and 4 have (to our knowledge) no natural analog in the existing functional query literature. For example, in the Monad Algebra of [33] all variables range over database instances – query variables and λ-abstraction over database instances – are several possible notions of containment and equivalence for normal-form terms when the base is positive relational algebra. For general terms over this base, we get upper bounds by combining standard λ-calculus normalization with results on special cases of Nonrecursive Datalog containment. In this paper we have not given a complete picture of the complexity for terms of order 1 and degree 1 – that is, for Nonrecursive Datalog containment. However, subsequently this problem has been resolved [7].

The open problems are manifold. In particular, we do not have tight bounds for equivalence of unrestricted terms, even those that simply transform data to data. Furthermore, there are two natural bases where we do not have upper bounds even for containment of normal-form terms of order 2: conjunctive queries, and unions of conjunctive queries without data constants. Finally, we have not investigated...
generalizations of this formalism to arbitrary orders – we plan to tackle this in future work.
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