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ABSTRACT

Sophisticated numerical models are increasingly used to analyze complex physical processes such as concrete structures subjected to high-impulsive loads. Among other influencing factors for a realistic and reliable analysis, it is essential that the material models are capable of describing the material behaviour at the pertinent scale level in a realistic manner. One of the widely used concrete material models in impact and penetration analysis, the RHT model, covers essentially all macro features of concrete-like materials under high strain rate loading. However, the model was found to exhibit undesirable performance under certain loading conditions and some of the modelling issues have been discussed within a recent review paper by the authors. The present paper provides a more in-depth evaluation of the RHT model and proposes modifications to the model formulation to enhance the performance of the model as implemented in the hydrocode AUTODYN. The modifications include Lode angle dependency of the residual strength surface, tensile softening law and the dynamic tensile strength function. The improvement of the performance of the modified RHT model is demonstrated using numerical sample tests, and further verified via simulations of two series of physical experiments of concrete penetration/perforation by steel projectiles. The results demonstrate an overall improvement of the simulation with the modified RHT model. In particular, the depth of penetration, projectile exit velocity and the crater size are predicted more favourably as compared to the test data. It is also shown that the modelling of the concrete tensile behaviour can affect sensibly the predicted perforation response (e.g. the projectile exit velocity), as is generally expected when the impact velocity exceeds the ballistic limit.
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1. Introduction

Concrete is a common material used in civil and defense constructions. Modeling of the concrete behaviour under static or quasi-static loading has been a subject of extensive studies for many decades. Modeling of the concrete behaviour under high rate loading is relatively new and it has become a topic of wide attention in more recent years. Apart from the needs to cope with the development of civil and defense industries for better protection of structures under extreme loading, a major reason is associated with the advancement of the computational power. Today, it has become possible to carry out large-scale numerical simulations that could reproduce many complex physical processes to great details. Numerical simulation using adequate computational models has become a powerful means in the design process as well as in the investigation into the physical mechanisms. In the high-impulsive load realm, a few examples of using numerical simulation to investigate the effects of the complex response of concrete under ballistic impact and explosion can be found in [1-4] with either user-developed codes or commercial hydrocodes such as AUTODYN [5] and LS-DYNA [6].

Adequate material constitutive modeling and sound computational techniques are both essential to a reliable numerical simulation of complex responses. For brittle materials like concrete, the macroscopic inelastic response stems from material fracture, buckling and crushing of the cement paste and aggregate micro-structure [3]. These mechanisms become even more complex under high loading rate conditions. It is difficult to model the microscopic mechanical processes in the analysis of a real life problem. Instead, the modeling of the material constitutive behaviour for concrete-like materials is typically made at the macroscopic level that is consistent to the continuum description of the material using finite element methods. Nilsson [7] conducted some fundamental studies on the constitutive modelling of concrete subjected to high dynamic loads. A detailed description of the general modelling of concrete response using the theory of plasticity can be found in [8]. Recent advancements saw the development of several comprehensive concrete models that are aimed at high-impulsive load applications, with consideration of such effects as pressure hardening, strain hardening, material softening and rate-dependency. Models of this category include the RHT model [1,9,10], the K&C model [11,12] and JHC concrete model [13].
With the implementation in AUTODYN, the RHT model has been widely used in the modelling of concrete-like brittle materials for high-impulsive response analysis such as impact and penetration (e.g., [1-3,14]). Many of these applications made use of the model available in the software directly to simulate the responses concerned, and some conducted qualitative parametric studies with regard to the effect of critical model parameters on the prediction outcome. For example, Hansson and Skoglund [14] concluded from their simulation studies of projectile perforation problems that the parameters describing the damage accumulation and the residual strength surface in the material model are most sensitive with regard to the predicted projectile discharge velocity. Such parametric studies are important in that one could subsequently adjust the respective model parameter settings to achieve better predictions of the observed responses from relevant experimental studies. However, such a treatment could become problem-specific if the material model itself is not robust enough in representing the underlying physical mechanisms, for example the material softening at large deformations.

In a recent review study of concrete material models by the authors [15], several issues were identified with regard to the modeling capability of the RHT model in describing the concrete behaviour under certain stress conditions, and recommendations have been given as to how the model parameter settings may be adjusted to indirectly rectify the modeling issues within the existing standard RHT formulation. In the present study, we conduct a more comprehensive evaluation of the RHT model for concrete material and propose a set of changes to the model formulation in order to enhance the robustness of the model.

The model is first evaluated with regard to its ability of representing the stress-strain relationships of concrete subjected to various loading conditions, namely uniaxial tension, biaxial compression and triaxial compression. The evaluation is performed by single finite element numerical tests. The results will highlight the following: a) under a triaxial extension condition (corresponding to the tensile meridian), the model produces a stress-strain behavior that differs from what might generally be anticipated under such stress conditions, b) the default parameter configurations of the tensile-to-compressive meridian ratio requires modification to produce results more consistent with experimental observations, c) the rate-dependency of concrete in tension needs to be updated to keep in line with generally accepted macroscopic dynamic enhancement functions. Furthermore, when the crack softening model in AUTODYN is employed to augment the RHT model concerning tension softening, the
softening law should be carefully formulated to ensure an anticipated softening process while maintaining specified fracture energy.

The proposed modifications are presented along with brief descriptions of the background theory and experimental observations. These modifications are implemented with user coded subroutines via the respective interface modules provided by AUTODYN. The modified behaviour of the material model is demonstrated with numerical tests. The improvement of the modified material model is further verified via numerical simulations of concrete penetration by steel projectile, and comparisons are made among the predictions using the original RHT model, the modified RHT model proposed in this paper, and experimental-empirical results with regard to such characteristic responses as depth of penetration, projectile exit velocity, as well as size of the crater.

2. Modifications to the standard RHT model

The original RHT model is well documented in previous publications [1,5,9] and a concise overview is also provided in [15]. In this section, we will focus on the analysis of a few issues and present the detailed modifications to the original RHT model. The improved model performance due to the modifications is demonstrated by single finite element numerical tests.

2.1. Modified residual strength surface

As implemented in AUTODYN, the residual strength surface in the standard RHT model exhibits a circular deviatoric cross section plane in the principal stress space. This simplified treatment creates some difficulties in replicating the material behaviour under certain stress conditions, in that the model tends to exhibit a hardening response after the peak failure strength is reached instead of softening, as would normally be expected.

Let us first take a look of the relevant behaviour of the RHT model. For this purpose single-element numerical tests are performed. The single-element specimen is given a cubic shape, and it is loaded by monotonically increasing the compressive displacements (hence the compressive strain) along two principal directions, while a constant stress is imposed in the 3rd principal direction. This loading path corresponds to a Lode angle of zero degree, i.e. on the tensile meridian. Fig. 1 shows typical compressive stress-strain curves as obtained from the above numerical tests using the original RHT model. As can be seen, all the results exhibit
a hardening phenomenon, even in the biaxial compression state when the stress in the 3\textsuperscript{rd} direction is made equal to zero.

Such a persistent hardening phenomenon is deemed to be unrealistic for concrete-like materials. Although systematic experimental data about the stress-strain response of concrete under general triaxial extension are not commonly available, the special case of biaxial compression has been studied extensively in the past and softening is typically observed (e.g., [16]). Besides, numerous triaxial compression tests exist and the general observation also suggests a post-peak softening trend (e.g. [17]).

In order to understand further the reason behind the above-mentioned problem in the model, the path of the yield stress developed in the numerical specimen during the loading process is tracked, as shown in Fig. 2. It can be immediately observed that, as a result of the lode-angle independent residual strength adopted in the model, the (tensile) meridian of the residual surface actually goes beyond that of the failure surface. Consequently, the stress continues to increase (hardens) when it moves from the failure surface towards the residual surface.

To rectify the hardening problem, one possible way, without changing the shape of the residual surface, is to reduce the residual strength constant $B$ (see Eq. (1) below) in the model altogether. However, this would affect the overall model behaviour. A more viable approach, as is proposed here, is to modify the residual strength surface to make it Lode angle dependent in a similar way as for the maximum strength surface, i.e.,

$$ Y_{\text{residual}} = \begin{cases} B \times (p^*)^\alpha \times r_3(\theta) & p \geq 0 \\ 0 & p < 0 \end{cases} $$

(1)

where $r_3(\theta)$ is a scalar function of Lode angle $\theta$ and the function $\psi$ [8],

$$ r_3(\theta) = \frac{r}{r_c} = \frac{2(1-\psi^2)\cos \theta + (2\psi - 1)\sqrt{4(1-\psi^2)\cos^2 \theta + 5\psi^2 - 4\psi}}{4(1-\psi^2)\cos^2 \theta + (1-2\psi)^2} $$

(2)

where $\psi = \frac{r}{r_c}$ denotes the tensile-to-compressive meridian ratio (refer to Fig. 3) and is a function of the pressure.

The tensile meridian of the above modified residual surface is also shown in Fig. 2 for a comparison. It can be seen that the modified tensile meridian maintains under the failure
surface. This ensures a softening behaviour, which is deemed to represent the general concrete behaviour, at least within a reasonably high pressure range. It should be noted that in the modified residual strength surface the compressive meridian remains unchanged from the original model.

The above modification to the residual surface of the RHT model is then implemented in AUTODYN by adding user subroutines into the external strength interface module. Eq. (1) is used to compute the residual strength value at the current pressure. This value, together with the calculated current failure strength, is then used to solve for the current yield stress.

With the modified residual strength surface, the same numerical tests as for Fig. 1 are repeated, and the results are shown in Fig. 4. It can be seen that with the modification the model reproduces a softening behaviour after reaching the maximum strength. Furthermore, as the compressive stress in the 3rd (axial) direction increases, the material becomes stronger and more ductile. This is consistent with general experimental observations (e.g., [16-17]).

It is worth mentioning that, an alternative approach to modelling the post-failure response, without actually using a residual strength function, is to penalize with damage the normalized hydrostatic tension (e.g., [18]). In this way one saves two parameters (B and M in Eq. (1)), and avoids the uncertainties associated with the deviatoric shape in the residual function. However, introducing an independent residual failure surface, as is adopted in RHT and some other models (e.g., [11-12]), is deemed to be a generalized consideration. By bringing in two additional free parameters B and M, it gives more flexibility in accommodating test observations under different loading conditions.

2.2 Modified tensile-to-compressive meridian ratio vs pressure relationship

In the RHT model, the tensile-to-compressive meridian ratio \( \psi \) is defined to depend linearly on the pressure \( p \) as:

\[
\psi(p) = C_0 + C_1 \times p / f_c
\]

where \( C_0 \) and \( C_1 \) are two constant coefficients and \( f_c \) is the unconfined concrete compressive strength. In AUTODYN, the suggested values of \( C_0 \) and \( C_1 \) are respectively 0.6805 and 0.0105, thus,
\[
\psi(p) = 0.6805 + 0.0105 \times p/f_c
\]  

(4)

However, it is found that with Eq. (4) the model cannot represent satisfactorily the expected strength of concrete in or close to a biaxial compression. It is generally expected that the strength of concrete under biaxial compression loading is around 1.15 times the unconfined uniaxial compressive strength [11]. For example, for 35-MPa concrete the biaxial compressive strength should be around 41.0 MPa. But with Eq. (4) the model would give a considerably higher biaxial compressive strength (see later in Fig. 6).

Based on a collection of test data, Malvar et al. [11] recommended a piece-wise linear definition of \( \psi \) in the K&C Concrete Model, as follows:

\[
\psi(p) = \begin{cases} 
1/2 & p \leq 0 \\
1/2 + 3f_c/2f_c & p = f_c/3 \\
\alpha f_c / [a_0 + (2\alpha f_c/3)/(a_1 + 2a_2 \alpha f_c/3)] & p = 2\alpha f_c/3 \\
0.753 & p = 3f_c \\
1.0 & p \geq 8.453f_c
\end{cases}
\]  

(5)

The detailed descriptions and the determination of \( \alpha \), \( a_0 \), \( a_1 \) and \( a_2 \) in Eq. (5) can be found in Malvar et al. [11,12].

In this study, we propose to retain the simple form of Eq. (3), but using modified values for \( C_0 \) and \( C_1 \) so as to better match the trend as represented by Eq. (5). For this purpose, three sets of data are obtained from Eq. (5) for concrete grade 35 MPa, 70 MPa and 150 MPa, respectively. Actually, in Eq. (5) only one control point of \( \psi(p) \), at \( p = f_c/3 \), is sensitive to the concrete strength grade. At this point \( \psi(p) \) is defined as a function of the concrete tensile-to-compressive strength ratio, and it is generally known that this ratio tends to be smaller for higher strength concrete.

Through a linear regression analysis with the aforementioned three sets of data points, the best-fit \( C_0 \) and \( C_1 \) are found to be 0.60 and 0.05, respectively. The relationship using the above \( C_0 \) and \( C_1 \) values is shown in Fig. 5. As can be observed, the corresponding \( \psi(p) \) appears to match the piecewise expression given by Eq. (5) in almost the entire pressure range, except for pressure well below \( f_c/3 \).
By using the modified \( \psi(p) \) as above, together with the change of the residual strength surface as described in Section 2.1, the concrete biaxial compression response can be reasonably reproduced by the model. As shown in Fig. 6, for the 35-MPa concrete, the biaxial compressive strength produced by the modified model becomes very close to the expected value of 41 MPa, while the result produced using the default \( \psi(p) \) in the standard RHT is about 30% larger.

2.3 Modifications to the modeling of tensile behaviour of concrete

Plain concrete is weak and brittle under tension. Crack softening is a characteristic feature of concrete and requires specific modeling considerations. Besides, the tensile strength of concrete is known to be strain rate sensitive under dynamic loading; the rate dependent law has a significant effect on the modeling result. The standard RHT model has a limited capability in representing the tension-cracking behaviour, whereas its rate-dependent law is not up-to-date.

It is possible to implement through user subroutines a user-defined dynamic increase factor (DIF) to rectify the dynamic tensile strength and a crack softening law to improve the tensile behaviour of the model (e.g., Leppenen [19]). In the present study, in conjunction with other modifications we also propose to implement a modified DIF. Furthermore, for the tension softening we propose to use a bi-linear softening function that would enable the retention of a specific fracture energy during the dynamic response. For the sake of completeness, some background information about the rate effect on concrete and the crack softening model will be briefly described along with the proposed modifications.

2.3.1 Concrete dynamic tensile strength increase factor

It has been established through dynamic experiments that concrete behaviour is rate-sensitive. The general experimental observations tend to indicate that the bulk strength of concrete increases with the increase of strain rate, especially in the high strain rate regime (e.g. [20-21]). At this juncture, it may be worth noting that the interpretation of the experimental data from the high strain rate tests is a subject of constant scrutiny; depending on the scale of observation there may be different explanations as to what is the real cause of the experimentally observed rate sensitivity of the concrete strength (e.g., [22-24]). A detailed discussion on the underlying mechanisms is beyond the scope of the present paper. The
modification discussed here is mainly concerned with a generalized macroscopic modeling framework for which RHT model is best suited, and from a macroscopic point of view it is rational to adopt the experimentally observed rate effect on the dynamic strength of concrete specimens.

Within the framework of a macroscopic model the rate-dependent strength of the concrete material is usually modeled by expanding the failure surface by a certain Dynamic Increase Factor (DIF). In the standard RHT model as implemented in AUTODYN, the DIF for both tension and compression is expressed as a linear function of the strain rate in the logarithmic scale, as:

\[
DIF(\dot{\varepsilon}) = \begin{cases}
\left(\frac{\dot{\varepsilon}}{\dot{\varepsilon}_0}\right)^d & \text{for tension} \\
\left(\frac{\dot{\varepsilon}}{\dot{\varepsilon}_0}\right)^a & \text{for compression}
\end{cases}
\]  

(6)

where \(d\) and \(a\) are constants. The quasi-static strain rate \(\dot{\varepsilon}_0\) is taken as \(3.0 \times 10^{-6} \text{ s}^{-1}\) for tension and \(3.0 \times 10^{-5} \text{ s}^{-1}\) for compression.

The above expressions of DIF are simple, but it is not consistent with experimental observations which tend to support a bi-linear (log-scale, refer to Fig. 7) DIF expression. This discrepancy is particularly significant for the dynamic tensile strength as the transition strain limit in the tensile DIF is low (around \(1 \text{ s}^{-1}\)) and is easily reached. This necessitates a modification of the tensile DIF. For the compressive DIF, the linear expression in Eq. (6) may be regarded as acceptable for a large strain rate range of interest, and therefore is not modified in the present study.

There are several bi-linear expressions of DIF, typical of which include the CEB-FIB formulas for both tension and compression [25]. For the dynamic tensile strength of concrete, Malvar and Ross [21] studied a large set of experimental data and proposed a modified version of the CEB-FIB model, as:
where $\dot{\varepsilon}$ is the quasi-static strain rate, $\dot{s} = 1 \times 10^{-6} \text{s}^{-1}$, $\delta$ is a constant relating to the grade of concrete represented by the compressive strength, $\delta = 1/(1 + 8 f_{cs}/f_{co})$, with $f_{co} = 10$ MPa (1450 psi). The coefficient $\beta$ is a function of $\delta$, $\log \beta = 6\delta - 2$.

To highlight the difference between the “linear” and “bi-linear” expressions, a comparison of the two tensile DIF functions is shown in log-scale in Fig. 7. As noted by Leppanen [19], while Eq. (7) reasonably depicts the experimental DIF in tension, the linear expression in Eq. (6) cannot achieve a satisfactory match. Therefore, in the present study, we also choose to implement the bi-linear DIF function for an improved representation of the dynamic tension behaviour of the RHT model. It is understood that the effect of modifying the DIF function on the general simulation results can be case dependent. From the simulation of steel projectile penetration in concrete, as will be discussed in more detail later, the severity of material scabbing and spallation can be quite sensitive to the DIF model used.

It is noted that in order for the above modified DIF to take effect in the RHT model the implementation should be done through the crack softening failure option in the model. A more detailed discussion about the cracking softening model follows.

2.3.2 Implementation of a bi-linear softening model with consideration of rate independent fracture energy

In the standard RHT model, the tensile behaviour of the material is described by a plasticity-damage tensile failure model (hereafter referred to as plasticity-damage model), in which the material damage is calculated based on the accumulation of the equivalent plastic strain relative to a pressure-dependent failure strain variable.

Two issues are identified concerning the modeling of the concrete tensile behaviour with the above plasticity-damage model. Firstly, a minimum strain criterion ($\varepsilon_{\text{min}}$) is used to control the tensile failure and this criterion generally dictates the material response in the low pressure
regime, e.g., in uniaxial and biaxial tension cases. As a result, the specific fracture strain energy will tend to increase almost proportionately with the increase of the tensile strength in the strain rate regime. This could result in an overestimation of the energy consumed in the concrete fracture process, and subsequently an underestimation of the damage such as the penetration depth, as will be shown later in the penetration example.

The second issue with such a plasticity-damage model is that it cannot handle properly scenarios where the loading condition is close to the isotropic triaxial tension. This is because in such loading conditions the material incurs only volumetric deformation; however, the RHT model does not consider the volumetric damage, consequently the predicted response would exhibit no softening. Although a pure triaxial tension or a stress path close to it is only a special case and is unlikely to make any significant impact in the real problem analysis, for the sake of rigor and coherency it would be desirable that the material behavior under all plausible stress conditions be well represented in the model.

The crack softening model in AUTODYN could be employed to overcome the abovementioned difficulties in describing the tension behaviour of concrete. This general crack softening model is based on the consideration that in the low pressure region the tension failure of concrete is likely to be governed by the principal tensile stress, instead of the deviatoric straining. Accordingly, a Rankine failure surface is introduced to define the maximum principal strength criteria for the initiation of the tensile failure [26]. When such a crack softening model is used in conjunction with the RHT model, the Rankine failure surface is superimposed onto the RHT strength functions. In this way, the crack softening model will come into effect when the response of an element falls into the lower pressure regime bounded by the interface between the Rankine and RHT strength surfaces. In such a situation, when the Rankine failure criteria are violated, the stresses are returned to the failure surface following an associative backward Euler method [26].

At this juncture, it may be worth noting that the post-peak tensile behaviour (softening) is not strictly a material property; and in addition to the tensile strength and fracture energy the shape of the softening behaviour has an influence on the load-carrying capacity of concrete. The existing crack softening model adopts a linear softening law, which assumes a constant strength degradation rate with respect to the cracking strain in the entire fracture process. However, general experimental observations tend to support that the tension softening branch
of concrete is close to an exponential function [27-29]; hence, a bi-linear function for softening appears to be a better approximation. Considering the generality, in the present study we choose to follow a bi-linear softening law proposed by Gylltoft [28], as schematically illustrated in Fig. 8. In this model, the tensile strength reduces rapidly at the early stage of failure up to one-sixth of the cracking strain, followed by a slower decreasing rate until the attainment of the total fracture at the maximum cracking strain $\epsilon_{frac}$ (at which point a real crack emerges).

The crack softening model implemented in AUTODYN follows a smeared crack approach, such that the discrete crack width is smeared out over a certain distance, which is normally equal to the characteristic length of the element. Thus, for a given fracture energy, $G_f$, the following specific strain energy in the entire cracking process should hold:

$$\int_{\epsilon_{frac}}^{\epsilon_{el}} \alpha d\epsilon \rightarrow G_f / h_c$$

(8)

where $G_f$ denotes the fracture energy, $\epsilon_{el}$ is the strain at peak tensile stress, i.e. the starting strain of softening, $h_c$ is the characteristic length of the element. In a two-dimensional analysis, $h_c$ is approximately the square root of the area of the element [30], while in a three-dimensional analysis, $h_c$ may be approximated by the cube root of the volume of the element. It is worth pointing out that satisfying Eq. (8) also ensures a relative mesh-objectivity in maintaining a target amount of the fracture energy in a finite element model.

In the existing linear softening model in AUTODYN, Eq. (8) is used to first establish the crack limit strain $\epsilon_{frac}$ for a given fracture energy $G_f$ under a quasi-static condition. This crack limit strain is then kept unchanged during the response. Under dynamic loading, this scheme effectively results in an almost proportionate increase of the fracture energy as the dynamic tensile strength increases with the strain rate. In the bilinear softening model implemented by Leppanen [19], which also follows the Gylltoft bi-linear function in Fig. 8, the two softening slope values were evaluated from the linear softening slope calculated by AUTODYN such that the same fracture energy as in the linear softening model is retained. This implies that the fracture energy achieved in such a bi-linear scheme will also increase with the strain rate in a similar way as the linear softening model.
However, so far the experimental data regarding the strain rate effect on the fracture energy of concrete has been very scattered [27, 31-32]. Although some individual studies tend to suggest certain increase in the fracture energy at high rates, for example Weerheijm and Doormaal [27], and Schuler et al. [33], in general it is still difficult to draw any clear correlation. Under such a circumstance, in the present study we choose to adopt a rate independent fracture energy approach in our implementation of the bi-linear softening model, as described in detail in what follows. The general effect will be discussed in association with the penetration simulation examples later.

According to the basic bi-linear relationship shown in Fig. 8, it can be easily figured out that $k_1 = 4f_{ts}/\epsilon_{frac}$ and $k_2 = 0.4f_{ts}/\epsilon_{frac} = 0.1k_1$, where $f_{ts}$ denotes the static tensile strength. By satisfying the fracture energy equation (8), we have

\[
\int_0^{\frac{\epsilon_{frac}}{4}} \sigma d\epsilon = \left(f_{ts}/3 + f_{ts}\right) \times \epsilon_{frac}/6/2 + f_{ts}/3 \times 5 \times \epsilon_{frac}/6/2 = f_{ts} \times \epsilon_{frac}/4 = G_f/\eta_c
\]

Thus:

\[
\epsilon_{frac} = \frac{4G_f}{f_{ts} \eta_c}
\]

and hence following Fig. 8,

\[
k_1 = -d\sigma/d\epsilon = 4f_{ts}/\epsilon_{frac} = f_{ts}^2 \eta_c / G_f, \quad k_2 = -d\sigma/d\epsilon = 0.1k_1 = f_{ts}^2 \eta_c / 10G_f
\]

In the damage-based algorithm adopted in AUTODYN, the softening slope parameter is specified and evaluated in terms of the damage index. To distinguish from the slope defined in Eq. (11) the softening slope in the damage-strain scale is denoted as $k_D$ herein. Also, denoting the damage induced by the tensile cracking as $D_t$, we have

\[
k_D = dD_t/d\epsilon
\]

Similar to the general damage definition, $D_t$ varies from 0 to 1. In the calculation, $D_t$ is evaluated as the total stress reduction with respect to the concrete tensile strength, i.e.,

\[
D_t = (f_{ts} - \sigma)/f_{ts}
\]

Subsequently, the two slope parameters become:

\[
k_{D1} = dD_t/\epsilon = f_{ts} \eta_c / G_f, \quad k_{D2} = 1/10k_1 = f_{ts} \eta_c / 10G_f
\]
The actual energy dissipation over the softening process in a dynamic loading condition may be controlled by replacing the static tensile strength $f_{ts}$ in Eq. (14) with a factored dynamic strength parameter. In the present study, we propose to keep a rate independent fracture energy, and this can be achieved by replacing $f_{ts}$ directly with the variable dynamic tensile strength $f_{td}$, i.e.,

$$k_{D1} = f_{td}h_c/G_f, \quad k_{D2} = f_{td}h_c/10G_f, \quad \text{where} \quad f_{td} = \text{DIF}(\dot{\varepsilon}) \times f_{ts}$$

(15)

It should be noted that the damage incurred in the tensile cracking regime ($D_D$) mentioned above will understandably cumulate into the general damage ($D$) in the overall evolution of the material damage. Therefore, if the subsequent response of the element develops into the normal plasticity regime governed by the RHT model, the material behaviour will carry an influence from $D_D$.

To demonstrate the adequacy of using the present bi-linear tension softening model as compared to the linear softening model, numerical tests are performed to simulate the uniaxial tension of class 35-MPa concrete with a quasi-static tensile strength of 3.5 MPa. The characteristic length is assumed to be 10mm, with the specific fracture energy $G_f = 100$ J/m². The input tensile strength for fracture ($f_{td}^{input}$) is 3.5 MPa. Two strain rates equal to 20 s⁻¹ and 100 s⁻¹, respectively, are considered.

Fig. 9 shows the tensile stress-strain curves generated by the linear crack softening model for the two different strain rates. It can be seen that the fracture energy measured by the area under the stress-strain curve increases proportionately with the increase of the dynamic tensile strength, and this could result in an overestimation of the energy dissipation. On the other hand, as shown in Fig. 10, the implementation of the present bi-linear softening model enables the realization of a pre-defined fracture energy for different strain rates. In fact, by adjusting the slopes of the bi-linear damage curves ($k_{D1}$ and $k_{D2}$), as mentioned earlier, it would be possible to reflect a certain degree of the rate effect on the fracture energy if future experimental evidence indicates that this is more appropriate.

Generally speaking, with the adoption of the crack softening model, the triaxial tension behavior of concrete can be well represented, instead of the unrealistic perfectly-plastic
response resulted from the use of the plasticity-damage model. Fig. 11 shows the improved isotropic tri-axial tension response generated by the present bi-linear crack softening model.

3. Numerical examples and comparison with experimental results

The improvements of the RHT model with the proposed modifications have been clearly demonstrated at the constitutive modeling level by the numerical tests on single-element specimens under various stress conditions. In this section, the improved performance of the modified RHT model is further verified through the numerical simulation of a complex problem involving impact and penetration. The key response parameters predicted by the numerical calculations are compared with physical experimental results.

The experiments of impacting plain concrete targets by steel projectile reported by Hansson [34] and Unosson and Nilsson [3] are simulated. Two characteristic response parameters, namely the depth of penetration and the projectile exit velocity, are used for a verification purpose. In the experiment by Hansson [34], the crater size is also available and this is compared with the simulation result as well.

3.1 General modeling considerations

For the numerical simulation of solids involving large deformation, such as the present problem with penetration of hard projectile in concrete, several computational methods exist for the modeling of the deformation and the movement of the solid materials for example Lagrangian method, Eulerian method, the Arbitrary Lagrangian Eulerian (ALE) method, and various meshless methods such as the Smooth Particle Hydrodynamics (SPH) method.

In AUTODYN, the RHT model may be used in a standard Lagrangian finite element environment, and it may also be used with the SPH method. In the present simulation of the penetration/perforation tests, the standard Lagrangian finite element method is used for modeling both the projectile and the concrete target. To tackle the numerical difficulty that could arise when elements incur severe distortion, the so-called element erosion technique is employed.

It should be mentioned for the penetration/perforation type of analysis, where the element erosion is primarily engaged for numerical considerations, the erosion strain limit is usually
assigned to be large enough so as to minimize any adverse effect from removing elements. However, there is still some trade-off between retaining the residual effect of a distorted element and the numerical errors due to excessive distortion, in addition to the modeling error. Therefore to some extent the choice of a proper erosion limit is still a case dependent, somewhat empirical matter. For penetration and perforation simulations, our experience by performing a sensitivity study with erosion strains ranging from 50% to 350% tends to suggest that 150% or around that level is a good choice. This also echoes the recommendations made by some other researchers (e.g., [2]). Hence, in the present simulations a strain limit of 150% is adopted for activating the element erosion.

3.2 Simulation of the experiment by Hansson [34]

In the experiment conducted by Hansson [34], a projectile was shot with zero attack angle into a large cylinder target made of plain concrete. The steel projectile has an ogive nose of caliber-radius-head (CRH) 3.0, length 225mm, diameter 75mm, and density 7830 kg/m³. The total mass of the projectile is 6.28 kg. The steel material has the following properties: bulk modulus 159 GPa, shear modulus 81.8 GPa, and yield stress 792 MPa. The impact velocity was measured to be 485 m/s.

The cylindrical concrete target has a length of 2.0 m and diameter of 1.6 m. The concrete compressive strength obtained from tests of 150-mm cubic specimens is about 40 MPa. The tensile strength is determined to be 2.64 MPa and the fracture energy is 100 J/m².

The post-test measurement from two shots gave a penetration depth of 655-660 mm. The dimension of the crater produced was also measured and the diameter was about 800mm.

Four comparative simulations are performed to demonstrate the improved behaviour of the modified RHT model as compared to the results using the standard RHT model. The computational model settings are kept the same among the four simulations, except the RHT material model. A uniform mesh size of 8 mm is found to be suitable and is used in the simulations.

The four different RHT model settings used in the four simulations, respectively, are designated as follows:

- “RHT1” : standard RHT with a plasticity-damage description for tension
- “CSA-NDIF”: RHT with linear “crack-softening” model, and without DIF
- “CSA-UDIF”: RHT with linear “crack-softening” model, and with modified DIF
- “RHT-M”: modified RHT model, as detailed in Section 2.

Fig. 12 shows the attenuation of the projectile velocity as it penetrates into the concrete target in the four different simulations. The final damage patterns of the concrete targets are compared in Fig. 13.

When the standard RHT with a tensile plasticity-damage model is used (simulation “RHT1”), the predicted depth of penetration is about 430mm as compared to the measured 655 mm in the physical experiment, i.e., with an underestimation by about 50%. As will be shown later, a similar problem also occurs when this model setting is applied in the simulation of the perforation/penetration tests. A significant overestimation of the fracture energy dissipation under the plasticity-damage model, as discussed in section 2.2, is deemed to be responsible for the marked underestimation of the penetration depth. It is also interesting to note from Fig. 13 that a visible rebound occurs in the RHT1 simulation. This phenomenon also tends to indicate that the material appears is overly strong in the fractured zone in front of the penetration tunnel.

In the simulation “CSA-NDIF” where the linear crack softening model is used, without considering any tensile DIF, it can be expected that the material is considerably weak in tension. As a result, the simulated penetration depth is found to be 801mm, which is about 23% higher than the measured result. The concrete damage pattern shown in Fig. 13(b) exhibits much more extensive damage as compared with Fig. 13(a). Besides, from Fig. 13 (b) it can also be observed that noticeable damage in the form of scabbing also occurs at the rear side of the target, and this again can be attributed to the weaker tensile strength of the material as represented by this particular model setting. It is noted that no rebound occurs in this simulation.

In the third simulation “CSA-UDIF”, which follows the same model setting as “CSA-NDIF” except the use of the modified DIF for tension, the material behaves much stronger in resisting the penetration. In conjunction with the overly estimated fracture energy due to the linear crack softening model, the predicted depth of penetration sharply reduces to 622 mm, which is lower than the experimental result, while the diameter of the crater becomes significantly under-predicted, with a value of 520 mm as compared to the measured 800 mm.
In the final simulation “RHT-M”, the modified RHT model is used with a proper consideration of the tension DIF, the fracture energy and the residual strength surface. The overall improvement in the simulation results is evident. The depth of penetration is predicted to be 685 mm, which is very close to the measurement of 655 mm, while the simulated crater diameter is 720mm which also agrees well with the experimental result of 800 mm.

It is worth keeping in mind that the experimental data from penetration/perforation tests often involve a large scatter. Therefore, caution should be exercised when interpreting the comparison with limited experimental data. The comparison shown above is focused on a relative observation with regard to the effect of the proposed modifications in a real problem simulation.

3.3 Simulation of the experiments by Unosson and Nilsson [3]

Unosson and Nilsson [3] conducted two series of experiments, namely a series of perforation tests, in which the projectile breached through the target and exited with a residual velocity, and a series of penetration tests, where the projectile came to rest inside the target. In both cases, the projectile was shot in the normal direction to a plain concrete target of cylindrical geometry. The steel projectile has an ogive nose with caliber-radius-head also equal to 3.0. The total length of the projectile is 225mm and the diameter is 75mm. The total mass of the projectile is 6.3 kg. The steel material of the projectile has a yield stress of 2.0 GPa.

In the perforation experiments, the length (thickness) of the target is 0.4 m and the diameter is 1.4 m. The target used in the penetration experiments has a length of 0.8 m and a diameter of 1.4 m. The targets are all made of high strength concrete, with an unconfined compressive strength of 153 MPa. The tensile strength of the concrete is determined to be 8.2 MPa and the fracture energy is 162 J/m². The density of the concrete is 2770 kg/m³.

For each series of the tests, three shots were performed in order to observe the consistency of the test results. The target specimens were cast from the same batch of concrete. Table 1 gives the projectile impact velocities and the measured results. For the perforation tests, the mean exit velocity is about 291 m/s, while for the penetration tests, the mean penetration depth is approximately 0.5 m. The variation of the individual test results from the mean is within 5% for the perforation tests and 10% for the penetration tests.
For the simulations of both series of tests, a uniform mesh size of 5mm is used. This is consistent with the mesh size of 8 mm used in the simulation of Hansson’s test, considering the difference in the overall dimensions of the concrete targets. Similar to the simulations for Hansson’s experiment, four different simulations are carried out for each type of tests, using the four different concrete material model settings as described in Section 3.2.

Fig.14 shows a comparison of the attenuation of the projectile velocity with the penetration distance in the perforation simulations using models “RHT1” and “RHT-M”, respectively. Note that the target thickness is 0.4 m, so the terminal velocity at penetration distance of 0.4 m represents the exit velocity. The damage patterns just before the perforation are shown in Fig. 15.

From Fig. 14, it can be observed that the projectile exit velocity from the simulation using the “RHT1” setting with a plasticity-damage model for tension is about 200 m/s, which is much lower than the average test result of 291 m/s. With the modified RHT model, the simulation results are markedly improved, and the simulated exit velocity is about 335 m/s.

The simulation results for the penetration tests are depicted in Fig. 16 and 17. Similar to the observations made from the simulation of Hansson’s experiment described in Section 3.2 and the perforation tests described above, the “RHT1” model again exhibits an overly strong resistance and high energy absorption capacity of the concrete, leading to a considerable underestimation of the penetration depth equal to 260 mm as compared to the measured value of 500 mm. Also, after reaching the maximum penetration depth, the projectile is bounced back at a certain speed (herein equal to about 50 m/s), as clearly seen from Fig. 17(a). This phenomenon was contrary to the observation from the actual tests, where the projectile was found to be embedded in the targets.

The simulation results using the modified RHT model show clear improvements. The simulated depth of penetration is about 460 mm, which is very close to the measured 500mm. It is worth mentioning that Unosson and Nilsson [3] actually conducted numerical simulations for this penetration test also. Their simulations were performed using LS-DYNA [6], and the K&C concrete model [11,12] was employed for modeling the concrete material. Their results showed that the projectile could not come to rest in the target; instead, perforation occurred with the projectile exit velocity being as high as 200 m/s.
4. Concluding remarks

The RHT material model has a comprehensive framework that encompasses many important features of concrete-like brittle materials under high impulsive loading. However, numerical tests indicate that this material model, as implemented in AUTODYN, falls short in representing the concrete behaviour under certain loading conditions, particularly concerning the tension response and softening behaviour. To a certain extent, these problems may be corrected by appropriately determining the influencing model parameters. The present paper proposes to rectify the issues by incorporating modifications to the model formulation. The proposed modifications include the adoption of a Lode angle dependent residual strength surface, a modified definition of the pressure-dependency of the tensile-to-compressive meridian ratio, and the use of a common (bi-linear) dynamic increase factor function for the tensile strength. Furthermore, a modified bi-linear crack softening law is proposed to control the dynamic tension softening process.

The above modifications are implemented to the RHT model in AUTODYN through user codes. With the modifications, the RHT model is found to behave more realistically in modeling the concrete behaviour in tension as well as in compression. The unwanted hardening phenomenon of the model under specific stress conditions such as a biaxial compression is eliminated due to the incorporation of the Lode angle dependent residual strength. The proposed bi-linear crack softening function is capable of satisfying a given fracture energy for varying strain rates, and thus avoids the overestimation of the energy consumption in the fracture process.

Numerical simulation of penetration of concrete targets by steel projectile is conducted to further evaluate the performance of the modified RHT model in real applications. The results from simulations of a series of physical penetration/perforation experiments demonstrate appreciable improvements in the damage patterns, as well as in the predicted parameters including the depth of penetration, projectile exit velocity and the size of the crater.
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Table-1 Measured results of the perforation and penetration tests

<table>
<thead>
<tr>
<th>Test category</th>
<th>Shot no.</th>
<th>Projectile impact velocity (m/s)</th>
<th>Projectile exit velocity (m/s)</th>
<th>Depth of penetration (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perforation test</td>
<td>1</td>
<td>616</td>
<td>276</td>
<td>N.A.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>616</td>
<td>303</td>
<td>N.A.</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>618</td>
<td>293</td>
<td>N.A.</td>
</tr>
<tr>
<td>Penetration test</td>
<td>1</td>
<td>617</td>
<td>N.A.</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>612</td>
<td>N.A.</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>619</td>
<td>N.A.</td>
<td>0.51</td>
</tr>
</tbody>
</table>
Fig. 1. Stress-strain curves under different loading conditions corresponding to the tensile meridian.

Fig. 2. Illustration of stress development paths corresponding to the tensile meridian (zero lode angle).
Fig. 3. Typical deviatoric cross section plane of material strength surfaces.

Fig. 4. Concrete responses corresponding to the tensile meridian generated by the RHT model with modified residual strength surface.
Fig. 5. Comparison of $\psi(p)$ (dots = recommended values by Malvar et al. [12]).

Fig. 6. Improved biaxial compression stress-strain relationship by the proposed $\psi(p)$. 
Fig. 7. Comparison of concrete tension DIF in RHT model with the model adopted in the modification.

Fig. 8. Illustration of uniaxial tension bi-linear crack opening model [28].
Fig. 9. Concrete uniaxial tension responses resulted from the linear crack softening model.

Fig. 10. Concrete uniaxial tension responses resulted from the bi-linear crack softening model.
Fig. 11. Comparison of triaxial tension responses resulted from the crack softening and the hydro-failure models.

Fig. 12. Comparison of projectile velocity vs. penetration distance curves.
Fig. 13. Comparison of final damage patterns of the concrete target.
Fig. 14. Projectile velocity vs. penetration distance from simulations of the perforation tests.

Fig. 15. Simulated damage patterns for the 400 mm thick perforation tests.
Fig. 16. Projectile velocity vs. penetration depth from simulations of the penetration tests.

Fig. 17. Simulated damage of the 800mm-thick concrete target.