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In wireless settings, several transmission problems, that don’t terms of throughput.

In [4] and [5], authors prove that NC achieves the optimal network capacity for multi-cast flows and provides gain in terms of throughput.

NC can be considered as a new technique of performing routing, which allows to achieve higher capacity. For the case of Linear Network Coding, outgoing packets are linear combinations of the received packets taken over finite fields [2]-[3]. We illustrate this scheme in Fig.1.
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Fig. 1. Principle of Network Coding.

In [4] and [5], authors prove that NC achieves the optimal network capacity for multi-cast flows and provides gain in terms of throughput.

In wireless settings, several transmission problems, that don’t exist in the wired case, occur. First of all, resource allocation represents a big deal since many users share the same channel and then it becomes more difficult to equally enable different users, having different needs and constraints, to access the wireless medium. In addition, with the evolution of wireless applications and networks, the demand has been increasing, but in the same time, spectral resources are being scarce and are not sufficient to satisfy all the demands. Besides, compared to the wired networks, in wireless channels, energy efficiency represents an important constraint to consider, since wireless terminals use chargeable batteries and have to consume as less as possible power in order to be reliable enough. Finally, in wireless networks, the medium suffers from multi-path fading as well as interference due to the broadcast and superposition properties. All these problems result in loss in performance. From this raises the interest of Wireless Network Coding (WNC), based on exploiting the interference provided by the channel in order to improve the network performance. WNC turns the broadcast and superposition properties into boosting characteristics for achieving higher transmission rates and increasing the network throughput. Several works have been interested in NC in wireless frameworks [6]. In [7], authors exhibit the opportunities offered by WNC and the efficiency of this technique is proved for both uni-cast and multi-cast schemes. In [8], authors exhibit the advantages of WNC beyond traditional routing in both lossless and lossy wireless networks. Several practical systems were proposed to bridge theory with practice. In [9] and [10], authors investigate the factors that can affect the gains provided by WNC. They prove, experimentally, that the performance of WNC depend on the traffic, the number of flows, the topology of the network as well as the kind of the traffic. WNC can be implemented in the Network Layer, the MAC Layer or the Physical Layer. When applied in the physical layer, WNC is called Physical Layer Network Coding or PLNC [11], and can be performed joint to modulation-demodulation techniques [12] and channel coding. The first difference between such techniques and the WNC performed in upper layer is that the source nodes send their messages simultaneously not sequentially, the second difference is that the PLNC is a signal-space based NC. In fact, the relay mixes the received signals without decoding each one of them separately, in contrast to the case of NC, where the relay decodes the packets then combines the decoded bits for sequential transmission. In this work, we...
focus exclusively on a channel coding-based PLNC strategy called ‘Compute and Forward’ (C&F). This protocol was first proposed by Gastpar and Nazer in [13] for Multiple Access Relay Channel where k users transmit n multidimensional information messages to one or more destinations helped by relay nodes. The latter, exploit the noisy linear combination of the original messages, provided by the channel, to decode noiseless linear integer equations of them and forward them to destination node. Receiving enough linear equations of the original transmitted messages, the destination decodes the desired messages. The proposed scheme is based on nested lattice codes since they have good statistical and algebraic structure properties that allow to achieve the capacity of the point-to-point AWGN channels and approach performance of standard random coding [14]-[15]. An interesting property of these codes is that they guarantee that integer combinations of transmitted codewords are themselves codewords. In [15] authors highlight the existence of such codes for which a relay node is able to decode lattice equations from the received lattice codewords’ combination.

In this work we consider practical implementation of the C&F for the case of 2 users and investigate the case of one-dimensional source signal in which the source nodes transmit scalar real constellations. Then we address the case of two-dimensional source signal using a ST-coding design proposed in [30] for the Multiple Access Channel (MAC). For both schemes we study decoding techniques and focus on practical aspects that impact the diversity gain. Simulation results show that: first, the C&F relaying strategy meets its promised potential and provides better performance than the MAC decoding scheme. Then, the achieved diversity gain depends on the choice of the coefficients of the decoded function at the relay as well as on the constellation size for the one-dimensional scheme and on the lattice code for the multi-dimensional case.

The remainder of this paper is organized as follows: section II is dedicated to the system model and assumptions. The third section deals with the Compute-and-Forward protocol and the different steps necessary to perform it. We focus exclusively on the lattice decoding approaches and investigate the parameters that impact their performance. In the fourth section we are interested in the case of one-dimensional real constellations and we analyze the diversity order of the Compute-and-Forward and present some simulation results. Then we address an example of two-dimensional lattice coding design.

II. PROBLEM STATEMENT AND NOTATIONS

A. Notational Conventions

Through this paper we use the notations as follows: vectors and matrices are written in bold font, in lower and upper case, respectively. \( \mathbf{A} \) and \( \mathbf{A}^\top \) denote respectively the hermitian and the normal transpose of the matrix \( \mathbf{A} \). For a vector \( \mathbf{a} \), \( \| \mathbf{a} \| \) denotes its euclidean norm.

B. System Model

We consider a Gaussian MAC composed of \( k \) sources \( S_1, \ldots, S_k \) transmitting messages \( x_1, \ldots, x_k \) to one relay node \( R \). The received signal \( y \) at \( R \) is a linear combination of the messages \( x_i, i = 1 \ldots k \) corrupted by noise. \( y \) can be written as:

\[
y = \sum_{i=1}^{k} h_i x_i + z
\]

where \( h_i \) denotes the channel coefficient between the source \( S_i \) and the relay, \( h_i \) are complex, circular, i.i.d Gaussian, \( h_i \sim \mathcal{N}(0,1) \). \( x_i \) represents the transmitted information vector by source \( S_i \) and lives in an \( n \)-multidimensional lattice \( \Lambda_i \) assumed full rank, and \( z \) stands for additive noise, zero-mean with variance \( \sigma^2 \). Let \( h = [h_1, \ldots, h_k]^\top \) denote the vector of the channel coefficients unknown at the transmitters. We assume that Channel Side Information is only available at the relay node. Each transmitter only needs to know its target message rate. \( \rho \) stands for the Signal to Noise Ratio(SNR) at the relay node, \( \rho = \frac{E_{\text{av}}}{\sigma^2} \) where \( E_{\text{av}} \) denotes the average energy per symbol. For the one-dimensional lattice case, the transmitted signals \( x_i \) are scalars that belong to real PAM constellations defined by \( C = \{x_i \in [-S_m, S_m], S_m \in \mathbb{Z} \} \).

C. Problem Statement

When receiving the noisy linear combination of the original messages, the relay attempts to decode a noiseless integer combination \( \lambda \) of the messages \( x_i \) in the following form:

\[
\lambda = \sum_{i=1}^{k} a_i x_i
\]

where the coefficients \( a_i \in \mathbb{Z}, i = 1, \ldots, k \), are chosen by the relay as a function of an optimization scheme. \( \lambda \) lives in a lattice \( \Lambda \) such that

\[
\Lambda = a_1 \Lambda_1 + \ldots + a_k \Lambda_k
\]

Gastpar and Nazer in [13] propose to choose the coefficient vector \( \mathbf{a} = [a_1, \ldots, a_k]^\top \) that maximizes the Compute Rate defined in the next section. The relay recovers an estimate \( \hat{\lambda} \) of the lattice point \( \lambda \). A decoding error occurs if \( \hat{\lambda} \neq \lambda \). Then, the error probability of C&F strategy is:

\[
P_e = \Pr (\hat{\lambda} \neq \lambda)
\]

We highlight that decoding errors for the C&F don’t consider the errors on individual vectors \( x_i \) in contrast to the MAC decoding for which a decoding error occurs if at least one of the vectors \( x_i \) is not correctly decoded, then, the MAC error probability \( P_e \) can be expressed as

\[
P_e = \Pr (\bigcup_{i=1}^{k} \hat{x}_i \neq x_i)
\]

III. COMPUTE-AND-FORWARD STRATEGY

The relay computes the lattice point \( \lambda = \sum_{i=1}^{k} a_i x_i \) by choosing the coefficient vector \( \mathbf{a} = [a_1, \ldots, a_k]^\top \). In the following subsections we expose the three steps needed to perform the Compute-and-Forward.
A. Step 1: Scaling of the channel output

The transmitted vectors $x_i$, $i = 1, ..., k$, are carved from lattice codes which guarantee that any integer linear combination of the codewords is a codeword. However, in the considered model, the received linear combination of the transmitted codewords is no longer integer since the channel coefficients are complex (or real). Authors in [13] provide an elegant solution to this problem which consists in scaling the received signal by a factor $\alpha$ such that the obtained vector, $\tilde{y} = \alpha y$, is made as close as possible to an integer linear combination of the original codewords. Thus, the scaled channel output can be expressed as:

$$\tilde{y} = \alpha y = \alpha \left( \sum_{i=1}^{k} h_i x_i + z \right)$$

$$= \sum_{i=1}^{k} a_i x_i + \sum_{i=1}^{k} (\alpha h_i - a_i) x_i + \alpha z$$

The approximation of $\tilde{y}$ by $\lambda$ depends on the scaling factor $\alpha$. Indeed, large values of $\alpha$ result in good approximations and yield the achievable rates $[16]$. However, large values of $\alpha$ amplify the noise and make the achievable rates low. This trade-off of approximation and noise enhancement was investigated in [13] where authors propose an approach to optimally choose the parameter $\alpha$.

B. Step 2: Choice of the coefficient vector and the scaling factor

Gastpar and Nazer show in [13], Theorem 1, that for a given channel vector $h = [h_1, ..., h_k]^T$, a relay can recover any set of coefficient vector $a = [a_1, ..., a_k]^T$ while the message rates are less than the computation rate $R_{comp}$ given by:

$$R_{comp}(h, a) = \log \left( \left( \|a\|^2 - \frac{\rho}{1 + \rho} \|h\|^2 \right)^{-1} \right)$$

Since the aim of the Compute-and-Forward strategy is to provide means to achieve higher data rates, the optimal values of the coefficient vector $a$ that look promising are those which maximize the computation rate $R_{comp}$, then:

$$\tilde{a} = \arg\max_{a \neq 0} \{ R_{comp}(h, a) \}$$

(7)

In [17], authors show that the maximization problem of equation (7) is equivalent to the minimization problem given by:

$$\tilde{a} = \arg\min_{a \neq 0} \{ a^T G a \}$$

(8)

where $G$ is a definite positive hermitian matrix given by:

$$G = I - \frac{\rho}{1 + \rho} h h^T$$

(9)

$$H = [H_{ij}]; \ H_{ij} = h_i h_j^T; 1 \leq i, j \leq k.$$  

The minimization problem in equation (8) remains to the minimization of the quadratic form given by the matrix $G$. Solving equation (8) is equivalent to finding $\tilde{a}$ equal to the shortest vector in the lattice $\Lambda$ whose Gram matrix is $G$, and the coefficients $a_i, i = 1, ..., k$, satisfy $\gcd(a_1, ..., a_k) = 1$. In practical settings the Shortest Vector Problem can be solved using the Fincke-Pohst algorithm [18]-[19].

After finding $\tilde{a}$ maximizing the computation rate, the scaling factor $\alpha$ is computed. Its optimal value considering the same framework of Nazer and Gastpar corresponds to the MMSE coefficient proved to approach the capacity of linear Gaussian channels in lattice-based strategies. Its expression is given by [20]:

$$\alpha = \alpha_{\text{MMSE}} = \frac{\rho h^T a}{(1 + \rho) \| h \|^2}$$

(10)

C. Step 3: Decoding of Lattice Equation

The expression of the scaled channel output is given by:

$$\tilde{y} = \lambda + \sum_{i=1}^{k} (\alpha h_i - a_i) x_i + \alpha z$$

which can be written as:

$$\tilde{y} = \lambda + \sum_{i=1}^{k} \xi_i x_i + \tilde{z}$$

(11)

where $\xi_i = \tilde{h}_i - a_i$, $i = 1, ..., k$, and $\tilde{h}_i = \alpha h_i$ is the $i^{th}$ scaled channel coefficient. $\tilde{z} = \alpha z$ represents the scaled noise.

Now, the relay is required to decode $\lambda$ from $\tilde{y}$.

The decoding metric for the Maximum Likelihood (ML) criterion is based on maximizing the conditional probability $p(\tilde{y} / \lambda)$ over all possible values of $\lambda \in \Lambda$, given by the expression,

$$\lambda = \arg\max_{\lambda \in \Lambda} \{ p(\tilde{y} / \lambda) \}$$

(12)

Since $\lambda = \sum_{i=1}^{k} a_i x_i$, equation (12) is equivalent to

$$\tilde{\lambda} = \arg\max_{\lambda \in \Lambda} \sum_{i=1}^{k} p(\tilde{y} / (x_1, ..., x_k)) p(x_1, ..., x_k)$$

(13)

We assume that $x_1, ..., x_k$ are equiprobable, and since

$$p(\tilde{y} / x_1, ..., x_k) \propto \exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \sum_{i=1}^{k} \tilde{h}_i x_i \|^2 \right)$$

the decoding rule in (13) is equivalent to,

$$\tilde{\lambda} = \arg\max_{\lambda \in \Lambda} \sum_{(x_1, ..., x_k) / \sum_{i=1}^{k} a_i x_i = \lambda} e^{\exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \sum_{i=1}^{k} \tilde{h}_i x_i \|^2 \right)}$$

(14)

Let

$$\varphi(\lambda) = \sum_{(x_1, ..., x_k) / \sum_{i=1}^{k} a_i x_i = \lambda} e^{\exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \sum_{i=1}^{k} \tilde{h}_i x_i \|^2 \right)}$$

This function is studied in details within the next paragraph for the one dimensional lattice case using finite constellations. It
will be shown that, under some assumptions, \( \varphi \) can be flat, i.e., its maximum can be achieved for different values of \( \lambda \), which impacts the system’s diversity and makes the maximization problem in (12) hard to achieve. Belfiore in [21] introduces a so-called Flatness Factor describing the conditions to be satisfied to solve the ML decoding problem defined herein. The ML decoder is not the unique approach to perform lattice decoding for the Compute-and-Forward protocol. In what follows, we investigate some suboptimal decoders.

IV. SUBOPTIMAL LATTICE DECODING APPROACHES

A. Diophantine Approximation

This method is an approximation of the ML decoding. Its core principle is to express the decoding metric in equation (14) as a function of \( \lambda \) by replacing each one of \( x_i, i = 1, ..., k \) by some function of the lattice equation \( \lambda \). Since we have \( \lambda = \sum_{i=1}^{k} a_i x_i \), expressing \( x_i \) as a function of \( \lambda \) remains to solve the system of Diophantine Equations defined by \( \lambda = \sum_{i=1}^{k} a_i x_i. \) For the multidimensional case where \( k \) users transmit \( n \)-dimensional lattice codewords, this system can be solved using the Hermite Normal Form [21]-[18].

For simplification reasons, we explain, in what follows, this decoding technique for one-dimensional finite constellation case for 2 users introduced in [22]. In this case, the transmitted vectors \( x_1 \) and \( x_2 \) are integer scalars taken in a PAM constellation defined by \([−S_m, S_m]\), \( S_m \in \mathbb{Z} \). Then we get

\[
\lambda = a_1 x_1 + a_2 x_2, \quad \text{and the scaled received signal at the relay is}
\]

\[
\tilde{y} = \lambda + \xi_1 x_1 + \xi_2 x_2 + \tilde{z}. \]

In this case, the ML solution \( \lambda \) satisfies

\[
\hat{\lambda} = \arg \max_{\lambda \in \mathbb{Z}} \sum_{(x_1,x_2)/a_1 x_1 + a_2 x_2 = \lambda} \exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \hat{h}_1 x_1 - \hat{h}_2 x_2 \|^2 \right) \]

\[
= \arg \max_{\lambda \in \mathbb{Z}} \varphi(\lambda) \tag{15}
\]

where

\[
\varphi(\lambda) = \sum_{(x_1,x_2)/a_1 x_1 + a_2 x_2 = \lambda} \exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \hat{h}_1 x_1 - \hat{h}_2 x_2 \|^2 \right)
\]

Our aim now is to express \( \varphi \) as a function of \( \lambda \) only. We need to solve the Diophantine Equation \( \lambda = a_1 x_1 + a_2 x_2 \). This equation admits solutions since \( \gcd(a_1, a_2) = 1 \) (a is solution of a Shortest Vector Problem), then we start with solving \( a_1 x_1 + a_2 x_2 = 1 \). A particular solution \( (u_1, u_2) \) can be derived using the Extended Euclid Algorithm [23], and the set of all solutions is the following:

\[
\begin{align*}
  x_1 &= u_1 \lambda + a_2 k \\
  x_2 &= u_2 \lambda - a_1 k
\end{align*}
\]

where \( k \in \mathbb{Z} \). Thus, we can write \( \varphi(\lambda) \) as,

\[
\hat{\lambda} = \arg \max_{\lambda \in \mathbb{Z}} \sum_{k=-\infty}^{\infty} \exp \left( \frac{-1}{2 \sigma^2} \| \tilde{y} - \gamma \lambda + \beta k \|^2 \right) \tag{17}
\]

where \( \gamma = \hat{h}_1 u_1 + \hat{h}_2 u_2, \beta = a_1 \hat{h}_2 - a_2 \hat{h}_1 \) and \( k \in \mathbb{Z} \).

1) Properties of \( \varphi(\lambda) \): As we can easily see, \( \varphi \) is a sum of Gaussian functions, it is periodic and has the following properties:

- mean \( m = \tilde{y} \)
- period \( p = \frac{2 \pi}{\beta} \)
- width \( w = \frac{2 \pi}{\sqrt{2} \sigma} \)

\( \varphi(\lambda) \) depends then on the Signal to Noise Ratio, the channel coefficients, the coefficient vector \( a = [a_1 \ a_2]^t \) and obviously on the constellation bounds defined by \( S_m \). We illustrate an example of \( \varphi \) through Fig.2.

![Fig. 2. SNR = 10dB, S_m = 5, h = [0.895, 0.731]^t, a = [-1, -1]^t.](image)

2) Diophantine Approximation: We address here the possible values of \( \lambda \) which maximizes \( \varphi \).

- \( \lambda \in \mathbb{R} \): \( \varphi \) is maximized for \( \lambda \) satisfying \( \tilde{y} - \gamma \lambda + \beta k = 0 \). Then we get

\[
\hat{\lambda} = \frac{\tilde{y}}{\gamma} + \frac{\beta}{\gamma} k \Rightarrow \lambda \in \frac{\tilde{y}}{\gamma} + \frac{\beta}{\gamma} Z \tag{18}
\]

The obtained values must guarantee that \( x_i, i = 1, 2 \) belong to the finite constellation \([-S_m, S_m]\).

- \( \lambda \in \mathbb{Z} \): \( \varphi \) is maximized for \( \lambda \) which minimizes \( | \tilde{y} - \gamma \lambda + \beta k | \), hence,

\[
\hat{\lambda} = \arg \min_{(\lambda,k)/\lambda \in \mathbb{Z}} \{ | \tilde{y} - \gamma \lambda + \beta k | \} \tag{19}
\]

This minimization problem consists in solving the Inhomogeneous Approximation in the absolute sens [25], \( F(\lambda,k) \), defined as,

\[
F(\lambda,k) = | \tilde{y} - \gamma \lambda + \beta k | \tag{20}
\]

which is equivalent to the minimization problem given by:

\[
\hat{\lambda} = \arg \min_{(\lambda,k)/\lambda \in \mathbb{Z}} \{ | \beta' k - \lambda - \tilde{y} | \} \tag{21}
\]
where $\beta = \frac{a}{\gamma}$ and $\tilde{y} = \frac{y}{\gamma}$. It corresponds to finding the approximations $\tilde{x}_k$, $k \in \mathbb{Z}$ of the real number $\beta$, assumed an additional real number $\tilde{y}$.

In practice, the Diophantine Approximation can be solved using an Exhaustive Decoding which we use in our implementation. Another way to do consist in using the Cassel’s Algorithm [26] which has to be modified in order to guarantee that the resulting solution $(\lambda, k)$ ensures that $x_i$, $i = 1, 2$, belong to the constellation.

In the following, we propose a suboptimal approach for lattice equation decoding which is an approximation of the method based on the Diophantine Approximation.

### B. MMSE-GDFE+SD

The proposed decoding rule is valid for the $n$-multidimensional case with $k$ users.

1) **Decoding Rule:** An approximation of the minimization problem defined in equation (14) consists in finding $\lambda$ satisfying,

$$\lambda = \arg \max \left( \frac{-1}{2\sigma^2} \| y - \sum_{i=1}^{k} \tilde{h}_i x_i \|^2 \right)$$

(22)

The maximization problem of (22) can be equivalently written as,

$$\hat{\lambda} = \arg \min \left( \| \tilde{y} - \tilde{h}^T X \|^2 \right)$$

(23)

where $\tilde{h} = [\tilde{h}_1, ..., \tilde{h}_K]$ is the vector of the scaled channel coefficients and the matrix $X^{k \times n}$ such that its $i^{th}$ row corresponds to the message vector transmitted by the source $S_i$. This problem corresponds to the Closest Vector Problem (CVP) by finding the nearest lattice point $\hat{x} = (\hat{x}_1, ..., \hat{x}_K)$ to the received point representing the vector $\tilde{y}$ in the lattice $\Lambda_{\tilde{h}}$ of generator matrix $H = \tilde{h}^T$. Then, $\lambda$ is computed by $\lambda = \sum_{i=1}^{k} a_i \hat{x}_i$. The Sphere Decoder (SD) algorithm allows to solve the CVP problem [27]-[28].

One can notice that this system represents a rank deficiency. To overcome this problem, we perform an MMSE-GDFE preprocessing [29] before applying the SD. In the following paragraph we outline the principle of the MMSE-GDFE.

2) **MMSE-GDFE preprocessing:** The MMSE-GDFE prefiltering is composed of two filters, a Forward filter $F$ and a Backward filter $B$. In order to derive the expression of $F$ and $B$, we proceed as follows. We define the augmented matrix $H^{(k+1) \times k}$ by,

$$H_{\text{aug}} = \begin{pmatrix} H & 1 \end{pmatrix}$$

then we consider its QR decomposition

$$H_{\text{aug}} = QR = \begin{pmatrix} Q_1 \cr Q_2 \end{pmatrix} R$$

where $Q$ is orthogonal matrix and $R$ is upper triangular. Then we can write $H = Q_1 R$, and get the expressions of the filters

as: $F = Q_1^T$ and $B = R$.

The MMSE-GDFE transforms the system in (23) into the non equivalent problem given as

$$x = \arg \min_{x \in \mathbb{Z}^n} \| F \tilde{y} - Bx \|^2$$

(24)

### V. ONE-DIMENSIONAL FINITE CONSTELLATIONS: DIVERSITY ANALYSIS AND NUMERICAL RESULTS

Our examination of the diversity is based on an outage probability analysis. For the Multiple Access Channel decoding, the system is in outage if all the links from each source $S_i$, $i = 1, ..., k$ to the relay node are in outage. Decoding error occurs if $x_i \neq x_i$, $i = 1, ..., k$. Thus for the MAC, the diversity order is $d_{\text{MAC}} = k$. However, for the Compute-and-Forward, the error events consider only errors on $\lambda$. We address in the following the outage probability analysis in the case of the Compute-and-Forward for the case of two users, $k = 2$.

### A. Case of two users ($k = 2$)

We define the error events $\varepsilon_1, \varepsilon_2$ and $\varepsilon_3$ as follows:

- $\varepsilon_1$: Only the link from $S_1$ to the relay is in outage
- $\varepsilon_2$: Only the link from $S_2$ to the relay is in outage
- $\varepsilon_3$: both links from the sources to the relay are in outage

thus, the total error probability is:

$$P_e = P(\varepsilon_1) + P(\varepsilon_2) + P(\varepsilon_3)$$

where $P(\varepsilon_i)$ denotes the probability of the error event $\varepsilon_i$. Now let’s analyze the error events. We focus our asymptotic analysis on the high SNR values regime.

As we saw within the first section, the basic parameter of the C&F is the coefficient vector $a = [a_1, a_2]^T$ which maximizes the Computation Rate $R_{\text{comp}}$. From [13], we can write $R_{\text{comp}}$ as follows,

$$R_{\text{comp}} = \log (1 + \rho \| h \|^2) - \log (\| a \|^2 + \rho (\| ha \|^2 - \| h'a \|^2))$$

where $P_e$ denotes the probability of the error event $\varepsilon_i$. Now let’s analyze the error events. We focus our asymptotic analysis on the high SNR values regime.

As we saw within the first section, the basic parameter of the C&F is the coefficient vector $a = [a_1, a_2]^T$ which maximizes the Computation Rate $R_{\text{comp}}$. From [13], we can write $R_{\text{comp}}$ as follows,

$$R_{\text{comp}} = \log (1 + \rho \| h \|^2) - \log (\| a \|^2 + \rho (\| ha \|^2 - \| h'a \|^2))$$

where $P_e$ denotes the probability of the error event $\varepsilon_i$. Now let’s analyze the error events. We focus our asymptotic analysis on the high SNR values regime.

As we saw within the first section, the basic parameter of the C&F is the coefficient vector $a = [a_1, a_2]^T$ which maximizes the Computation Rate $R_{\text{comp}}$. From [13], we can write $R_{\text{comp}}$ as follows,
implementations, we consider the real channel case, thus the achieved diversity order of the Compute-and-Forward would be equal to 1.

B. Loss of diversity

As we have seen, the loss of diversity for the Compute-and-Forward is due to the flatness of the error probability $\varphi(\lambda)$.

- **Case of small Constellation size:** In this case, the diversity is equal to 1 and it is easy to decode the maximum of $\varphi(\lambda)$ since we can distinguish a peak corresponding to the unique $\hat{\lambda}$ for which $\varphi$ is maximum. We illustrate an example of this case for $\text{SNR} = 60\text{dB}$ and $S_m = 5$ in Fig.3. The values of $h_i$ and $a_i$ confirm that $a$ corresponds well to an aligned vector to $h$ and $\hat{\lambda} = 0$ is easily decodable.

![Fig. 3. SNR = 60dB, $S_m = 5$, $x_1 = 3$, $x_2 = 0$, $h = [0.04, 0.6771]^T$, $a = [0, -1]^T$.](image)

For the same constellation size, $S_m = 5$ and for moderate SNR, it is relevant that the diversity is not achieved since it is an asymptotic parameter that must be observed at high SNR values. This confirms the behavior of $\varphi$ in Fig.4 for $\text{SNR} = 10\text{dB}$. The maximum value is obtained for two integer values $\lambda_1 = -7$ and $\lambda_2 = -6$ while the correctly decoded value must be $\hat{\lambda} = -6$ for the corresponding values of $x_1$ and $x_2$.

![Fig. 4. SNR = 10dB, $S_m = 5$, $x_1 = 0$, $x_2 = -6$, $h = [1.1909, 1.1892]^T$, $a = [-1, 1]^T$.](image)

- **Case of High Constellation size:** $\varphi$ depends on the constellation $S_m$. For high range of $S_m$, a large set of the couple $(x_1, x_2)$ has to be scanned, the width of $\varphi$ becomes large and $\varphi$ is made flat. Thus, decoding the maximal value of $\lambda$ becomes ambiguous which results in a loss of diversity which becomes $1/2$. We confirm this analysis by the results illustrated in Fig.5. We can see that the error probability attains its maximum for two values $\lambda = -1$ and $\lambda = 0$, while the correctly decoded value is $\lambda = 0$. Thus, when the constellation size increases from $S_m = 5$ (Fig.3) to $S_m = 10$ (Fig.5), we loose the full diversity.

![Fig. 5. SNR = 60dB, $S_m = 10$, $x_1 = 0$, $x_2 = -7$, $h = [-0.8, 0.05]^T$, $a = [-1, 0]^T$.](image)

C. Simulation Results

In this subsection we address the results of the simulation of the different lattice decoding techniques we have seen so far, in particular the MMSE-GDFE+SD and the Diophantine Approximation (DA). We consider the case of two users transmitting symbols $x_i \in [-S_m, S_m]$, $i = 1, 2$. And we analyze the Error probability as a function of the SNR at the relay for the Compute-and-Forward and for the MAC decoding, which consists in decoding both $x_1$ and $x_2$ separately. As plotted in Fig.6, the Compute-and-Forward meets its promised potential and provides elegant solutions to the interference problem that was traditionally considered difficult. The C&F provides a gain of $30\text{dB}$ at a SER $= 10^{-3}$ over the MAC decoding. The Diophantine Approximation offers better performance than the MMSE-GDFE+SD, and achieves a gain of $7.5\text{dB}$ at SER $= 10^{-3}$, however it does not bring a diversity gain.

In Fig.7 we illustrate the performance of the C&F and MAC Decoding using the Diophantine Approximation. Through this figure, we make a numerical proof of our theoretical analysis as far as the diversity order of the C&F is considered. We show that for small constellation size, the achieved diversity order is 1, and for higher constellation size, e.g. $S_m = 7$ and $S_m = 10$, the diversity order is limited to $1/2$. In addition, increasing constellation range results in performance degradation. So far, we investigated different lattice decoding approaches for the Compute-and-Forward protocol and we made an analysis for the diversity order of this protocol. We defined a
A coding design for 2 users

1) Motivation: Our aim in this section consists in investigating the performance of the lattice decoding approaches we studied in section 2 for the coded scheme, where a source node $S_i$ transmits a codeword $x_i \in \Lambda$. We were inspired from the Space-Time Coding design considered for Multiple Access Channels in [30]. This coding approach offers a higher diversity by making a joint coding of the individual codes of the source nodes. Since this scheme improves the performance and provides diversity gains for the MAC case, while decoding separate $x_i$, we propose to use the same scheme in order to examine the performance of the C&F, and decoding of $\lambda = a_1x_1 + \ldots + a_kx_k$ in coded case.

2) Lattice Code Construction: Let $s_1 = [s_{11}, s_{12}]^T$ and $s_2 = [s_{21}, s_{22}]^T$ be the information messages of the source $S_1$ and $S_2$ respectively, $s_{ij} \in QAM$ constellations represents the symbol transmitted by the source $i$ during the time slot $j$. These messages are mapped to two codewords $x_1$ and $x_2$ respectively, given by:

$$
x_1 = [\alpha(s_{11} + s_{12}\theta) \, \bar{\alpha}(s_{11} + s_{12}\theta)]^T$$
$$
x_2 = [\gamma\alpha(s_{21} + s_{22}\theta) \, \bar{\alpha}(s_{21} + s_{22}\theta)]^T$$

where $\alpha = 1 + i\theta \, \bar{\theta} = \frac{1 + \sqrt{\gamma}}{\sqrt{\gamma}}$, and $\gamma = i$.

3) Decoding technique: We use the MMSE-GDFE+SD decoding technique to estimate the codewords $x_1$ and $x_2$, then we construct the estimate lattice equation $\hat{\lambda} = a_1\hat{x}_1 + a_2\hat{x}_2$. A decoding Error is detected if $\hat{\lambda} \neq \lambda(= a_1x_1 + a_2x_2)$.

4) Simulation results: In Fig.8 we plot the performance of the proposed coding scheme for both the Compute-and-Forward protocol and the MAC decoding. We deduce that the coding design, although solved the problem of poor diversity order for Multiple Access Channel in [30], it is not adequate for the Compute-and-Forward strategy, and does not provide any coding gain. Much more rigorous lattice code designs have to be adapted for physical Layer network coding based on the Compute-and-Forward protocol and a closer examination of the decoding metric using ML criterion has to be made in order to derive the necessary conditions for such code constructions.
B. Higher dimensions: The Flatness Factor

As we have seen for the one-dimensional case, the probability function \( \varphi(\lambda) \) can be flat, and this flatness has to be avoided in order to get better performance and to achieve maximal diversity. For the general multidimensional lattice, Belfiore defines in [21] a parameter, called The Flatness Factor which describes the flatness of the function \( \varphi(\lambda) \) and represents the ratio between the average and the maximal value of \( \varphi(\lambda) \). This parameter is of a prime importance related to the lattice decoding for the Compute-and-Forward protocol.

VII. CONCLUSION AND PROSPECTIVES

In this work we proposed a review on the Compute-and-Forward relaying strategy and investigated promising lattice decoding approaches through both theoretical and experimental analysis. For the C&F, a relay node is required to decode a linear integer combination of the original transmitted codewords. We studied optimal lattice decoding approaches based on the ML criterion and examined suboptimal decoding techniques using the Diophantine Approximation and the MMSE-GDFE preprocessing followed by the Sphere Decoder. Our analysis allowed to characterize the behavior of the error probability as a function of the lattice equation to be decoded, and point out the relevant parameters involved in the decoding stage. We examined the limits for the case of one-dimensional finite real constellations and showed that a performance degradation and diversity order loss for the C&F are reported when the constellation size increases. This result was experimentally translated by the flatness of the error probability function. This loss of diversity order inspired us to examine the performance of the C&F for 2-dimensional lattices using a joint coding design introduced in [30] as a solution to the decreasing diversity order in Multiple Access Channel. We have shown through simulations that these constellations are not sufficient to establish optimal performance for the C&F strategy. A tight study of the error probability function, and in particular the flatness factor, is imperative to fulfill lattice constructions for reliable C&F based PLNC.
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