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Abstract—This paper deals with power extraction maximization of a doubly fed induction generator (DFIG)-based wind turbine. These variable speed systems have several advantages over the traditional wind turbine operating methods, such as the reduction of the mechanical stress and an increase in the energy capture. To fully exploit this latest advantage, many control schemes have been developed for maximum power point tracking (MPPT) control schemes. In this context, this paper proposes a second-order sliding mode to control the wind turbine DFIG according to references given by an MPPT. Traditionally, the desired DFIG torque is tracked using control currents. However, the estimations used to define current references drive some inaccuracies mainly leading to nonoptimal power extraction. Therefore, using robust control, such as the second-order sliding mode, will allow one to directly track the DFIG torque leading to maximum power extraction. Moreover, the proposed control strategy presents attractive features such as chattering-free behavior (no extra mechanical stress), finite reaching time, and robustness with respect to external disturbances (grid) and unmodeled dynamics (generator and turbine). Simulations using the wind turbine simulator FAST and experiments on a 7.5-kW real-time simulator are carried out for the validation of the proposed high-order sliding mode control approach.

Index Terms—Control, doubly fed induction generator (DFIG), second-order sliding mode (SOSM), wind turbine (WT).

I. INTRODUCTION

ACTUALLY, variable speed WTs are continuously increasing their market share, since it is possible to track the changes in wind speed by adapting shaft speed and, thus, maintaining optimal power generation. The more the variable speed WTs are investigated, the more it becomes obvious that their behavior is significantly affected by the control strategy used. Typically, they use aerodynamic controls in combination with power electronics to regulate torque, speed, and power. The aerodynamic control systems, usually variable-pitch blades or trailing-edge devices, are expensive and complex, especially when the turbines are larger [1]. This situation provides a motivation to consider alternative control approaches [2].

The main control objective of variable speed WTs is power extraction maximization. To reach this goal, the turbine tip speed ratio should be maintained at its optimum value despite wind variations. Nevertheless, control is not always aimed at capturing as much energy as possible. In fact, in previously rated wind speed, the captured power needs to be limited. Although there are both mechanical and electrical constraints, the more severe ones are commonly on the generator and the converter. Hence, regulation of the power produced by the generator is usually intended and this is the main objective of this paper for a DFIG-based WT using an SOSM [3]. Experiments on a 7.5-kW real-time simulator are carried out for the validation of the proposed high-order sliding mode control approach.

II. WT MODELING [4]

The global scheme for a grid-connected WT is given in Fig. 1.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_g</td>
<td>Generator electromagnetic torque (N·m).</td>
</tr>
<tr>
<td>J_t</td>
<td>Turbine total inertia (kg·m²).</td>
</tr>
<tr>
<td>K_t</td>
<td>Turbine total external damping (N·m/rad-s).</td>
</tr>
<tr>
<td>d, q</td>
<td>Synchronous reference frame index.</td>
</tr>
<tr>
<td>s, (r)</td>
<td>Stator (rotor) index.</td>
</tr>
<tr>
<td>V (I)</td>
<td>Voltage (current).</td>
</tr>
<tr>
<td>P (Q)</td>
<td>Active (reactive) power.</td>
</tr>
<tr>
<td>ϕ</td>
<td>Flux.</td>
</tr>
<tr>
<td>T_e</td>
<td>Electromagnetic torque.</td>
</tr>
<tr>
<td>R</td>
<td>Resistance.</td>
</tr>
<tr>
<td>L (M)</td>
<td>Inductance (mutual inductance).</td>
</tr>
<tr>
<td>σ</td>
<td>Leakage coefficient, σ = 1 − M²/L_s L_r.</td>
</tr>
<tr>
<td>θ_r</td>
<td>Rotor position.</td>
</tr>
<tr>
<td>ω_r, (ω_s)</td>
<td>Angular speed (Synchronous speed).</td>
</tr>
<tr>
<td>s</td>
<td>Slip.</td>
</tr>
<tr>
<td>p</td>
<td>Pole pair number.</td>
</tr>
</tbody>
</table>
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A. Turbine Model

The turbine modeling is inspired from [4]. In this case, the aerodynamic power \( P_a \) captured by the WT is given by

\[
P_a = \frac{1}{2} \pi \rho R^2 C_p(\lambda) v^3
\]

where

\[
\lambda = \frac{\omega_{mr}}{v}.
\]

The \( C_p-\lambda \) characteristics, for different values of the pitch angle \( \beta \), are illustrated in Fig. 2. This figure indicates that there is one specific \( \lambda \) at which the turbine is most efficient. Normally, a variable speed WT follows the \( C_{p_{max}} \) to capture the maximum power up to the rated speed by varying the rotor speed to keep the system at \( \lambda_{opt} \). Then, it operates at the rated power with power regulation during high wind periods by active control of the blade pitch angle or passive regulation based on aerodynamic stall.

The rotor power (aerodynamic power) is also defined by

\[
P_a = \omega_{mr} T_a.
\]

According to [4], the following simplified model is adopted for the turbine (drive train) for control purposes:

\[
J_\omega \dot{\omega}_{mr} = T_a - K_\omega \omega_{mr} - T_g.
\]

B. Generator Model

The WT adopted generator is the DFIG (see Fig. 3). DFIG-based WT will offer several advantages including variable speed operation (±33% around the synchronous speed), and four-quadrant active and reactive power capabilities. Such system also results in lower converter costs (typically 25% of total system power) and lower power losses compared to a system based on a fully fed synchronous generator with full-rated converter. Moreover, the generator is robust and requires little maintenance [5].

The control system is usually defined in the synchronous \( dq \) frame fixed to either the stator voltage or the stator flux. For the proposed control strategy, the generator dynamic model written in a synchronously rotating frame \( dq \) is given by

\[
\begin{align*}
V_{sd} &= R_s I_{sd} + \frac{d\phi_{sd}}{dt} - \omega_s \phi_{sq} \\
V_{sq} &= R_s I_{sq} + \frac{d\phi_{sq}}{dt} + \omega_s \phi_{sd} \\
V_{rd} &= R_r I_{rd} + \frac{d\phi_{rd}}{dt} - \omega_r \phi_{rq} \\
V_{rq} &= R_r I_{rq} + \frac{d\phi_{rq}}{dt} + \omega_r \phi_{rd} \\
T_{em} &= -pM (I_{rd} I_{sq} - I_{rq} I_{sd})
\end{align*}
\]

For simplification purposes, the \( q \)-axis is aligned with the stator voltage and the stator resistance is neglected [6]. These will lead to

\[
\begin{align*}
\frac{dI_{rd}}{dt} &= \frac{1}{\sigma L_r} \left( V_{rd} - R_r I_{rd} + s\omega_s \sigma L_r I_{rq} - \frac{M}{L_s} \frac{d\phi_{sd}}{dt} \right) \\
\frac{dI_{rq}}{dt} &= \frac{1}{\sigma L_r} \left( V_{rq} - R_r I_{rq} - s\omega_s \sigma L_r I_{rd} - s\omega_s \frac{M}{L_s} \phi_{sd} \right) \\
T_{em} &= -pM \phi_{sd} I_{rq}.
\end{align*}
\]

III. CONTROL OF THE DFIG-BASED WT

A. Problem Formulation

WTs are designed to produce electrical energy as cheaply as possible. Therefore, they are generally designed so that they yield maximum output at wind speeds around 15 m/s. In case
of stronger winds, it is necessary to waste part of the excess energy of the wind in order to avoid damaging the WT. All WTs are, therefore, designed with some sort of power control. This standard control law keeps the turbine operating at the peak of its $C_p$ curve

$$T_{ref} = k \omega^2, \text{ with } k = \frac{1}{2} \pi \rho R^5 \frac{C_{p_{max}}}{{\lambda_{opt}}^3}.$$  

(7)

There is a significant problem with this standard control. Indeed, wind speed fluctuations force the turbine to operate off the peak of its $C_p$ curve much of the time. Tight tracking $C_{p_{max}}$ would lead to high mechanical stress and transfer aerodynamic fluctuations in to the power system. This, however, will result in less energy capture.

To effectively extract wind power while at the same time maintaining safe operation, the WT should be driven according to the following three fundamental operating regions associated with wind speed, maximum allowable rotor speed, and rated power. The three distinct regions are shown in Fig. 4, where $v_{r_{max}}$ is the wind speed at which the maximum allowable rotor speed is reached, while $v_{cutoff}$ is the furling wind speed at which the turbine needs to be shut down for protection. In practice, there are three possible regions of turbine operation, namely the high-, constant-, and low-speed regions. High-speed operation (III) is frequently bounded by the power limit of the machine while speed constraints apply in the constant-speed region. Conversely, regulation in the low-speed region (I) is usually not restricted by speed constraints. However, the system has nonlinear nonminimum phase dynamics in this region. This adverse behavior is an obstacle to perform the regulation task [7].

A common practice in addressing DFIG control problem is to use a linearization approach [8]–[10]. However, due to the stochastic operating conditions and the inevitable uncertainties inherent in DFIG-based WTs, much of these control methods come at the price of poor system performance and low reliability. Hence, the need for nonlinear and robust control to take into account these control problems. Although many modern techniques can be used for this purpose [11], sliding mode control has proved to be especially appropriate for nonlinear systems, presenting robust features with respect to system parameter uncertainties and external disturbances. For WT control, sliding mode should provide a suitable compromise between conversion efficiency and torque oscillation smoothing [4], [12], [13].

Sliding mode control copes with system uncertainty keeping a properly chosen constraint by means of high-frequency control switching. Featuring robustness and high accuracy, the standard (first-order) sliding mode usage is, however, restricted due to the chattering effect caused by the control switching, and the equality of the constraint relative degree to 1.

High-order sliding mode approach suggests treating the chattering effect using a time derivative of control as a new control, thus integrating the switching [14]–[16].

### B. SOSMs Control Design

As the chattering phenomenon is the major drawback of practical implementation of sliding mode control, the most efficient ways to cope with this problem is higher order sliding mode. This technique generalizes the basic sliding mode idea by acting on the higher order time derivatives of the sliding manifold, instead of influencing the first time derivative as it is the case in the standard (first order) sliding mode. This operational feature allows mitigating the chattering effect, keeping the main properties of the original approach [17].

The DFIG stator-side reactive power is given by

$$Q_s = \frac{3}{2} (V_{sq} I_{sd} - V_{sd} I_{sq}).$$

(8)

For a decoupled control, a $dq$ reference frame attached to the stator flux was used. Therefore, setting the stator flux vector aligned with the $d$-axis, the reactive power can be expressed as

$$Q_s = \frac{3}{2} \frac{V_s}{L_s} (\phi_s - M I_{rd}).$$

(9)

Setting the reactive power to zero will, therefore, lead to the rotor reference current

$$I_{rd_{ref}} = \frac{V_s}{\omega_s M}.$$  

(10)

The DFIG-based WT control objective is to optimize the wind energy capture by tracking the optimal torque $T_{ref}$ (7). This control objective can be formulated by the following tracking errors:

$$\begin{align*}
\dot{e}_{I_{rd}} &= I_{rd} - I_{rd_{ref}} \\
\dot{e}_{T_{em}} &= T_{em} - T_{ref}.
\end{align*}$$

(11)

Then, we will have

$$\begin{align*}
\dot{e}_{I_{rd}} &= \frac{1}{\sigma L_r} \left( V_{rd} - R_r I_{rd} + s \omega_s L_r \sigma I_{rq} - \frac{M}{L_s} \frac{d \phi_{sd}}{dt} \right) - \dot{I}_{rd_{ref}} \\
\dot{e}_{T_{em}} &= -p \sigma L_r \frac{M}{L_s} \phi_s \\
&\times (V_{rq} - R_r I_{rq} - s \omega_s L_r \sigma I_{rd} - s \omega_s M \frac{M}{L_s} \phi_{sd}) - \dot{T}_{ref}.
\end{align*}$$

(12)
If we define the functions $G_1$ and $G_2$ as follows:

$$
\begin{align*}
G_1 &= \frac{1}{\sigma L_r} \left( s \omega_s \sigma L_r I_{r,q} - \frac{M}{L_s} \frac{d \phi_{sd}}{dt} - R_r I_{r,d} \right) - \dot{I}_{r,d,ref} \\
G_2 &= -p \frac{M}{\sigma L_r L_r} \phi_s \\
&\times \left( -R_r I_{r,q} - s \omega_s \sigma L_r I_{r,d} - s \omega_s \frac{M}{L_r} \phi_{sd} \right) - \ddot{T}_{ref}
\end{align*}
$$

then we have

$$
\begin{align*}
\dot{e}_{l,d} &= \frac{1}{\sigma L_r} \dot{V}_{r,d} + \dot{G}_1 \\
\dot{e}_{r,m} &= -p \frac{M}{\sigma L_s L_r} \phi_s V_{r,q} + \dot{G}_2.
\end{align*}
$$

To overcome standard sliding mode control chattering, a natural modification is to replace the discontinuous function in the vicinity of the discontinuity by a smooth approximation. Nevertheless, such a smooth approximation is not easy to carry out. This is why common approaches use current references. Therefore, a high-order sliding mode seems to be a good alternative.

The main problem with high-order sliding mode algorithm implementations is the increased required information. Indeed, the implementation of an $n$th-order controller requires the knowledge of $S, S^1, \ldots, S^{n-1}$. The exception is the super twirling algorithm, which only needs information about the sliding surface $S$ [17]. Therefore, the proposed control approach has been designed using this algorithm.

Now, let us consider the following SOSM controller based on the super twirling algorithm [17]. In the considered case, the control could be approached by two independent SOSM controllers. Indeed, the control matrix is approximated by a diagonal one. Hence, $V_{r,d}$ controls $I_{r,d}$ (reactive power) and $V_{r,q}$ controls the torque MPPT strategy

$$
\begin{align*}
\dot{V}_{r,d} &= y_1 - B_1 |e_{l,d}|^{1/2} \text{sgn}(e_{l,d}) \\
\dot{V}_{r,q} &= y_2 + \frac{B_3}{2} |e_{r,m}|^{1/2} \text{sgn}(e_{r,m}),
\end{align*}
$$

where the constants $B_1, B_2, B_3,$ and $B_4$ are defined as

$$
\begin{align*}
B_1^2 &= 2 \frac{\sigma^2 L_r^2 ((B_2/\sigma L_r) + \Phi_1)}{(B_2/\sigma L_r) - \Phi_1}, \\
B_2 &= \sigma L_r \Phi_1, \\
\left| B_3 \right| &= \frac{2 (\sigma L_r L_r)}{p M} \left( \frac{\sigma M}{\sigma L_r L_r} B_1 + \Phi_2 \right), \\
B_4 &= \frac{\sigma L_r L_r}{p M} \Phi_2.
\end{align*}
$$

**Proof:** Let us consider the case of $V_{r,d}$. In this case, we have

$$
\dot{e}_{l,d} = \frac{1}{\sigma L_r} \left( -B_2 \text{sgn}(e_{l,d}) - B_1 \frac{1}{2} |e_{l,d}|^{1/2} \right) + \dot{G}_1
$$

and, therefore, the super twirling algorithm phase trajectory is illustrated in Fig. 5.

Assume now, for simplicity, that the initial values are $e_{l,d} = 0$ and $\dot{e}_{l,d} = \dot{e}_0 > 0$ at $t = 0$. Let $e_M$ be the intersection of the curve $\dot{e}_{l,d} = -(B_2/\sigma L_r - \Phi_1)$ with $\dot{e}_{l,d} = 0$. We have then

$$
2 e_M \left( \frac{B_2}{\sigma L_r} - \Phi_1 \right) = \dot{e}_0^2
$$

(18)

Thus, the majorant curve with $e_{l,d} > 0$ may be taken as

$$
\begin{align*}
\dot{e}_{l,d}^2 &= \frac{2}{B_1} \left( \frac{B_2}{\sigma L_r} - \Phi_1 \right) (e_M - e_{l,d}) \\
&\text{with} \dot{e}_{l,d} > 0 \\
e_{l,d} &= e_M \\
&\text{with} 0 \geq e_{l,d} \geq -\frac{2}{B_1} (\sigma L_r \Phi_1 + B_2) \dot{e}_{l,d}^{1/2}
\end{align*}
$$

(19)

Let the trajectory next intersection with $e_{l,d} = 0$ axis be $e_1$. Then, it follows that

$$
\begin{align*}
\left| \frac{\dot{e}_1}{\dot{e}_0} \right| &\leq q \text{ with } \dot{e}_0 = \frac{\dot{e}_M}{\dot{e}_0} \\
&= \sqrt{2 \left( (B_2/\sigma L_r) + \Phi_1 \right) \left( (B_2/\sigma L_r) - \Phi_1 \right)}
\end{align*}
$$

(19)

Extending the trajectory into the half plane $e_{l,d} < 0$ and carrying out a similar reasoning show that successive crossings of the $e_{l,d} = 0$ axis satisfy the inequality

$$
\begin{align*}
\left| \frac{\dot{e}_{l,d} + 1}{\dot{e}_i} \right| &\leq q.
\end{align*}
$$

(19)
The $q < 1$ condition is sufficient for the algorithm convergence. Indeed, the real trajectory consists of an infinite number of segments. The function total variance is given by

$$\text{Var}(\dot{e}_{I_{rd}}) = \sum |\dot{e}_i| \leq |\dot{e}_0| \left(1 + q + q^2 + \cdots\right) = |\dot{e}_0| \frac{1}{1 - q}.$$  

(20)

Therefore, the algorithm converges.

The convergence time is to be estimated now. Consider an auxiliary variable

$$\eta = \frac{1}{\sigma_{L_r}} y_1 + G_1$$

$$\eta = \dot{e}_{I_{rd}} \text{ when } e_{I_{rd}} = 0, \text{ and } y_1 \to \sigma_{L_r} G_1 \text{ as } t \to \infty.$$ Thus, $\eta$ tends to zero. Its derivative

$$\dot{\eta} = -\frac{1}{\sigma_{L_r}} B_2 \text{sgn}(e_{I_{rd}}) + \dot{G}_1$$

satisfies the inequalities

$$0 < \frac{B_2}{\sigma_{L_r}} - \Phi_1 \leq -\dot{\eta} \text{sgn}(e_{I_{rd}}) \leq \frac{B_2}{\sigma_{L_r}} + \Phi_1.$$  

(21)

The real trajectory consists of an infinite number of segments between $\eta_i = \dot{e}_i$ and $\eta_{i+1} = \dot{e}_{i+1}$ associated with the time $t_i$ and $t_{i+1}$, respectively. Consider $t_{I_{rd}}$, the total convergence time

$$\begin{cases} 
  t_{I_{rd}} = \sum (t_{i+1} - t_i) 
  \leq \sum \frac{|\eta_i|}{(B_2/\sigma_{L_r}) - \Phi_1} 
  
  t_{I_{rd}} \leq \frac{1}{(B_2/\sigma_{L_r}) - \Phi_1} \sum |\dot{e}_i| 
  
  t_{I_{rd}} \leq \frac{1}{(B_2/\sigma_{L_r}) - \Phi_1} (1 - q). 
\end{cases}$$  

(22)

Thus, there exists finite times $t_{I_{rd}}$ and $t_{I_{rd}}$ so as

$$\begin{cases} 
  I_{d_{\text{ref}}} = I_{rd} \forall t > t_{I_{rd}} 
  
  T_{\text{ref}} = T_{em} \forall t > t_{I_{rd}}. 
\end{cases}$$  

(23)

This means that the control objective is achieved.

In practice, the parameters are never assigned according to inequalities. Usually, the real system is not exactly known, the model itself is not really adequate, and the parameters estimations are much larger than the actual values. The larger the controller parameters, the more sensitive the controller to any switching measurement noises. The right way is to adjust the controller parameters during computer simulations.

The earlier proposed SOSM control strategy for a DFIG-based WT is illustrated by the block diagram in Fig. 6.

IV. SIMULATION RESULTS USING FAST WT SIMULATOR

The proposed SOSM control strategy has been tested for validation using the NREL FAST code [4], [18], [19]. The fatigue, aerodynamics, structures, and turbulence (FAST) code is a comprehensive aeroelastic simulator capable of predicting both the extreme and fatigue loads of two- and three-bladed horizontal-axis WTs. This simulator has been chosen for validation because it is proven that the structural model of FAST is of higher fidelity than other codes [20].

An interface has been developed between FAST and MATLAB Simulink enabling users to implement advanced turbine controls in Simulink convenient block diagram form (see Fig. 7). Hence, an electrical model (DFIG, grid, control system, etc.) designed in the Simulink environment is simulated while making use of the complete nonlinear aerodynamic WT motion equations available in FAST (see Fig. 8). This introduces tremendous flexibility in WT controls implementation during simulation.

A. Test Conditions

Numerical validations, using FAST with MATLAB Simulink have been carried out on the NREL WP 1.5-MW WT. The WT and the DFIG ratings are given in the Appendix.

B. Simulation Results

Validation tests were performed using turbulent FAST wind data with 7 and 14 m/s minimum and maximum wind speeds, respectively (see Fig. 9).

As clearly shown in Figs. 10 and 11, very good tracking performances are achieved in terms of DFIG rotor current and WT torque with respect to wind fluctuations. The proposed SOMS control strategy does not induce increased mechanical

---

Fig. 7. FAST WT block.
stress as there are no strong torque variations. Indeed and as expected, the aerodynamic torque remains smooth (see Fig. 11).

To assess the effectiveness of the proposed advanced control strategy, it has been compared to more traditional techniques with the same control objectives. The first one is that using the active power as reference [21]

\[
P_{\text{ref}} = T_{\text{ref}} \omega = k \omega^3 \Rightarrow I_{rq,\text{ref}} = -\frac{L_s}{V_s M} P_{\text{ref}}.
\]  

This approach supposes that the active power is equal to the DFIG electromagnetic power. This approximation drives a difference between the desired torque given by (7) and the generated torque (see Fig. 12).

The second assessed approach is the one using the following reference [22]:

\[
I_{rq,\text{ref}} = -\frac{L_s}{pM \phi_s} T_{\text{ref}}.
\]  

(25)

In this case, bad tracking performances are also achieved (see Fig. 13). Indeed, the control reference is quite inaccurate due to some adopted simplifications (e.g., a constant stator flux).

In terms of power extraction and maximization, Fig. 14 shows the effectiveness of the proposed SOSM control with respect to (25) approach. This is mainly due to an inaccurate determination of \(k_{\text{opt}}\) (7). Indeed, there is no accurate way to determine \(k\), especially since blade aerodynamics can change significantly over time. This fact is, therefore, an extra justification of the proposed control strategy. If it is assumed that \(k\) can be accurately determined via simulations or experiments, Fig. 15 shows that (24) and (25) approaches bad torque tracking can be balanced by the adjustment of \(k_{\text{opt}}\). This delicate task, which requires a number of simulation tests, remains less efficient as it is illustrated in Fig. 16.
Fig. 14. Generated power: SOSM (blue) and (25) approach (green).

Fig. 15. Generated power: HOSM (blue), (24), and (25) approaches (green and red) with $k_{opt}$ adjustment.

Fig. 16. Generated energy: HOSM (blue), (24), and (25) approaches (green and red) with $k_{opt}$ adjustment.

V. EXPERIMENTAL RESULTS

A. Test Bench

The test bench presented in Fig. 17 allows the physical simulation of the WT power system. The WT is emulated by a dc motor, which reproduces the torque and the inertia with respect to wind speeds and turbine rotational speed. The dc motor is coupled to a 7.5-kW DFIG (see the Appendix) [14].

B. Experimental Tests

Figs. 18 and 19 show experimental control performances of the emulated DFIG-based WT. These results show very good tracking performances in terms of the DFIG torque and rotor current. Indeed, Fig. 18 illustrates good tracking of the desired torque given by the MPPT. This is an indication that the WT power capture is optimized.
For comparison purposes, a classical PI control, using current references, has been tested. Figs. 20 and 21 show the achieved performances. In this case, poor torque tracking performances are achieved (see Fig. 20).

In the case of $I_{rd}$ tracking, which allows the reactive power minimization, one can observe chattering with SOSM control (see Fig. 19). This is mainly due to measurements as it is confirmed by PI control (see Fig. 21). It should be mentioned that this phenomenon is largely amplified by Park transform.

For illustration, Fig. 22 shows the generated power.

**VI. CONCLUSION**

This paper dealt with an SOSM control of doubly fed induction-based WT. Its main features are a chattering-free behavior, a finite reaching time, and robustness with respect to external disturbances (grid) and unmodeled dynamics (DFIG and WT). The proposed SOSM control the WT DFIG according to references given by an MPPT. In this case, the DFIG torque is directly tracked, therefore leading to maximum power extraction.

The proposed control strategy has been tested using the NREL FAST simulator on a 1.5-MW three-blade DFIG-based WT. Moreover, experiments on a 7.5-kW real-time simulator have been carried out. The obtained results clearly show the SOSM approach effectiveness in terms of power extraction maximization compared to more traditional techniques. Moreover, it has been confirmed that there is no mechanical extra stress induced on the WT drive train as there are no strong torque variations.

**APPENDIX**

**CHARACTERISTICS OF THE SIMULATED WT:**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of blades</td>
<td>3</td>
</tr>
<tr>
<td>Rotor diameter</td>
<td>70 m</td>
</tr>
<tr>
<td>Hub height</td>
<td>84.3 m</td>
</tr>
<tr>
<td>Rated power</td>
<td>1.5 MW</td>
</tr>
<tr>
<td>Turbine total inertia</td>
<td>$4.4532\times10^7$ kg·m²</td>
</tr>
</tbody>
</table>

**PARAMETERS OF THE SIMULATED DFIG**

$R_1 = 0.005 \ \Omega, \ L_1 = 0.407 \ \text{mH}, \ R_2 = 0.0089 \ \Omega, \ L_2 = 0.299 \ \text{mH}$

$M = 0.016 \ \text{mH}, \ p = 2$

**CONTROL PARAMETERS**

$B_1 = 10, \ B_2 = 20000, \ B_3 = 7, \ B_4 = 500$

**PARAMETERS OF THE EMULATED WIND TURBINE**

$R = 1.5 \ \text{m}, \ J = 0.1 \ \text{kg·m}^2, \ \omega_{mot} = 0.4760, \ \lambda = 7$

**PARAMETERS OF THE DC MOTOR**

$6.5 \ \text{kW}, \ 3850 \ \text{rpm}, \ 310 \ \text{V}, \ 24.8 \ \text{A}$

$R_s = 78 \ \Omega, \ R_r = 0.78 \ \Omega, \ L_r = 3.6 \ \text{H}, \ J = 0.02 \ \text{kg·m}^2$

**PARAMETERS OF THE TESTED DFIG**

$R_r = 0.325 \ \Omega, \ L_r = 4.75 \ \text{mH}, \ R_s = 0.13 \ \Omega, \ L_s = 1.03 \ \text{mH}$

$M = 57.3 \ \text{mH}, \ p = 2$
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