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We consider the PageRank Optimization problem in which one seeks to maximize (or minimize) the PageRank of a node in a graph through adding or deleting links from a given subset. The problem can be modeled as a Markov Decision Process and has recently received much attention. We provide provably efficient methods to solve the problem on large graphs for a number of cases of practical importance and we show using perturbation analysis that for a close variation of the problem, the same techniques have exponential worst case complexity.
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1 Introduction

In search engines, it is critical to be able to compare webpages according to their relative importance, with as few as possible computational resources. This is done by computing the PageRank of every webpage from the web [BP98]: pages with higher PageRank will then appear higher in the list of results. See [Ber05] for a survey on PageRank and its applications.

The concept of PageRank has also generated a large number of questions and challenges. Among these, the problem of optimizing the PageRank of webpages raises increasing interest, as evidenced by the growing literature on the subject [AL04, MV06, dKND08, CLF09, IT09, CJB11, FABG10]. In the PageRank Optimization problem (PRO) that we study, one aims to maximize (or minimize) the PageRank of some target node when control is granted on some subset of free edges that may be chosen to be activated or deactivated.

A typical application of PRO is the so-called webmaster problem in which a webmaster tries to maximize the PageRank of one of his webpage by determining which links under his control (i.e. on his website, or on an allied website for instance) he should activate and which links he should not [AL04, dKND08]. The same tools may be used to find how much the PageRank of some nodes can vary when the presence or absence of some links is uncertain (e.g. because a link is broken, the server is down or because of traffic problems) [IT09]. Similar situations also exist in economic networks in which agents choose partners in order to increase their centrality (i.e., their PageRank) [SFS†09] or decrease the centrality of other agents. For instance, a government might want to prevent a bank from acquiring excessive influence in order to limit the sensitivity of the bank network to a possible bankruptcy, and it should therefore allow or reject some transactions [BCG09, DN07, FS09, MGGS09]. It is known that small changes in the graph can substantially
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change the ranking of the nodes in terms of their PageRank [LM05], hence the usefulness of PRO in these situations.

Csáji et al. proposed a way of modeling PRO as a Markov Decision Process (MDP), thereby showing that an exact solution of the problem could be found in weakly polynomial time using linear programming [CJB11]. (For more on MDP see, e.g., [Put94].) Yet in practice, MDPs are solved much more efficiently using algorithms adapted to their special structure. Among these algorithms, Policy Iteration (PI) [How60] performs very well in practice and is guaranteed to converge to the optimal solution in a finite number of iterations. However, even though PI usually converges in a few iterations, its actual complexity remains unclear.

There is a significant research effort for understanding the complexity of PI. Recently, an example has been proposed on which PI runs in exponential time [Fea10].

**Theorem 1** (Fearnley, [Fea10]). *There exists an infinite family of MDPs on which the number of iterations that PI takes is lower bounded by an exponential function of the size of the MDP.*

This result holds for most of the main classes of MDPs, namely total-cost, average-cost [Fea10] and discounted-cost MDPs [HDJ12]. However, special cases exist for which the example from Theorem 1 does not work, as for instance the case of discounted-cost MDPs with a fixed discount factor [Ye11, HMZ10] for which PI runs in strongly polynomial time, thereby showing that the gap between exponential and strongly polynomial time guarantees is sometimes narrow. Deterministic MDPs are another interesting case for which strongly polynomial time algorithms exist [MTZ10] and for which the highest known lower bound on the number of iterations of PI is quadratic [HZ10].

In this work, we focus on the performance of PI when it is applied to PRO. As already suggested, these problems can be modeled as MDPs with unit-costs and uniform transition probability distributions. Our first contribution is to show that the exponential complexity example from Theorem 1 in which PI needs an exponential number of iterations to converge can be extended to PRO provided both positive and negative costs are allowed (we refer to this modified version of PRO by $\pm 1$-PRO). This fact suggests that the exponential complexity example may not apply to MDPs with only positive costs, such as PROs. We provide more arguments to support this suggestion through a number of particular cases in which Policy Iteration solves PRO in polynomial time. These cases are our second contribution.

## 2. PI needs exponential time to solve $\pm 1$-PRO

First, let us define a total-cost MDP as the random process of an agent that evolves on a finite set of nodes. One of the nodes is chosen to be the initial node. At every time step, the controller of the process needs to choose one among the several actions available in the current node. The chosen action determines a transition probability distribution for the next node to reach as well as an immediate cost (or reward). The goal of the controller is to choose the right actions in each node in order to minimize the costs incurred by the agent over time until the reach of some given cost-free absorbing node that we call the target node.

A PageRank Optimization problem can be defined as an MDP with two structural constraints:

1. Transition probabilities are uniformly distributed among outgoing links and transition costs are unitary. (Note that PageRank has also been defined for non-uniform transition probabilities [NA08], but we focus on uniform PageRank.)

2. Actions consist in activating and deactivating free edges, thereby modifying the transition probabilities according to the first constraint.

The objective function of the controller is to minimize the expected return time (or cost) from the fixed target node to itself.

Our goal here is to transform the MDP example from Theorem 1 into a PRO instance in which the number of iterations of PI remains the same, and this in order to find a PRO example on which PI runs in exponential time. We show that it is possible to perform such a transformation with a polynomial number of operations, provided the first specific constraint of PRO is relaxed such that transitions can have a cost of either $+1$...
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or $-1$. The key ideas of the construction are twofold: first we translate MDP actions into the choice of activating (or deactivating) free edges, thereby handling the second constraint of PRO. Then, we use gadgets to transform transition probabilities and costs into polynomial sized sub-structures that only make use of uniform transition probabilities and $+1$ or $-1$ costs. Note that the first step of the transformation requires to perturb the initial example. Nevertheless, these perturbations can be quantified and adjusted so that the number of iterations of PI does not change.

**Theorem 2.** If $+1$ and $-1$ costs are allowed, then there exists an infinite family of PageRank Optimization problems on which the number of iterations that PI takes is lower bounded by an exponential function of the size of the problem.

Furthermore, it seems to be impossible to get rid of the negative costs in the example from Theorem 1 without losing the exponential complexity property. This gives hope for better convergence properties of PI in the case of PRO.

### 3 Does PI solve PRO in polynomial time?

We provide two particular cases of practical importance in which PI provably runs in polynomial time.

1. In many applications such as web search engines, it is assumed that the random walk used to compute PageRank can be interrupted at any time with some fixed probability and start again from an arbitrary node of the graph [Ber05]. This restarting probability is called zapping and can be interpreted as if the random surfer could get bored with performing its search with some probability and decide to start a new search from a new randomly chosen node.

**Theorem 3.** PRO with fixed non-zero zapping probability can be solved in weakly polynomial time using PI.

The proof of Theorem 3 relies on a result from [CJB11] that guarantees that PI runs in weakly polynomial time if the target node can be reached from any other node via a bounded length path.

2. If we assume that every free edge leaves either the target node or some other node of the process, PI can be shown to run in strongly polynomial time on PRO. This would for instance be the case of a webmaster controlling the links that leave his page or a friend’s page.

**Theorem 4.** If all free edges either leave some arbitrary node $w$ or the target node $v$, then PI solves PRO in strongly polynomial time.

Theorem 4 may be seen as a generalization of a result from [dKND08], which essentially provides an optimal strategy when every free edge leaves the target node. The result may possibly be extendable to larger cases through similar arguments.
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