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Abstract

Bag-of-words-based image classification approaches mostly rely on low level local shape features. However, it has been shown that combining multiple cues such as color, texture, or shape is a challenging and promising task which can improve the classification accuracy. Most of the state-of-the-art feature fusion methods usually aim to weight the cues without considering their statistical dependence in the application at hand. In this paper, we present a new logistic regression-based fusion method, called LRFF, which takes advantage of the different cues without being tied to any of them. We also design a new marginalized kernel by making use of the output of the regression model. We show that such kernels, surprisingly ignored so far by the computer vision community, are particularly well suited to achieve image classification tasks. The proposed learning-based feature fusion process clearly outperforms the state-of-the art fusion methods for image classification.

1. Introduction

During the past few years, bag-of-words approaches have allowed significant advances in image classification [6]. Most of these methods use the well-known SIFT descriptor [20]. Therefore, they are mostly based on local shape information, although it has been shown that color information can also be an efficient cue in some image classification tasks [27, 31]. However, the way to efficiently combine multiple cues is still an open problem because the relevance of each individual cue (color, shape, texture, etc.) is highly dependent on the images to classify [12, 25]. For instance, to discriminate soccer players from two teams, color information is crucial. On the other hand, the shape is essential to separate bananas from yellow apples, while we usually need both cues to discriminate most of the flowers.

Instead of using all the cues and all the visual words for all the classes (as done in [4, 12, 23, 28]), we claim that it would be more relevant to adaptively select (weight) a set of diverse and complementary visual words (color, shape or texture visual words) in order to better discriminate each class from the others. This prevents us from using confusing visual words while keeping only the most relevant ones for a given classification task. To achieve this task, we propose in this paper to first create a visual dictionary for each cue. Then, we use a Logistic Regression (LR) method [8] to deduce from the multiple dictionaries the most class-specific discriminative visual words. Finally, we take advantage of the LR outputs (not only the conditional probabilities but also some geometrical information w.r.t. the learned hyperplanes) to design a new efficient marginalized kernel [14, 16].

The rest of this paper is organized as follows: first, we present the related work and contributions in Section 2. Section 3 is devoted to the notations and definitions. Then, we present our fusion method in Section 4 and we introduce our new marginalized kernel which will be used to learn a SVM classifier. The experimental results are presented in Section 5 and a conclusion and promising lines of research in Section 6.

2. Related Work and Contributions

There exist several ways to combine multiple cues in an image classification task. When cues are combined at the pixel level, each single dimension of the descriptor (extracted from a local region) represents a mixture of the information coming from each cue. Such a combination requires the use of multiple cue descriptors, e.g. spatio-colorimetric descriptors such as the color-SIFT [1, 4, 5, 27]. These methods lead to spatio-colorimetric visual words whose each single dimension represents both color and shape information. Since an independent weighting for each cue is impossible, these models are recommended in applications where all the cues are necessary to discriminate
the classes. Moreover, because they mix multiple information, they usually require a large number of visual words to represent an object class [5, 27].

When the combination of the cues is applied at the local region level, different descriptors are extracted from each local region, each one representing only one cue. Then, they are concatenated into a local feature descriptor using a given weighting scheme. The resulting representation is then used to learn a single visual dictionary [9, 28]. Compared with the approaches that combine color and shape at the pixel level, these methods allow to weight each cue. But again, this level of combination leads to spatio-colorimetric visual words which may reduce the final classification accuracy by introducing confusing information when only one cue (or a subset of the cues in general) is relevant to learn a concept.

For example, Khan et al. [25] propose to combine color and shape at the local region level by simulating the human visual attention. They characterize each image with histograms of shape visual words (one histogram per concept) and visual words which may reduce the final classification accuracy by introducing confusing information when only one cue (or a subset of the cues in general) is relevant to learn a concept. Note that such a description somehow, they combine all the cues without neither (i) taking into account their dependence nor (ii) selecting the most relevant visual words for the classification task at hand. To overcome these drawbacks, we propose in this paper a new method which combines multiple cue information (in our experiments color and shape) by implicitly weighting the visual words belonging to different dictionaries according to their relevance for the considered classification task. These dictionaries can have been generated both at a pixel level and at a local region level that allows us to take advantage of the associated combination methods, and they are concatenated at a global level which enables us to benefit from the global combination method. Technically, our contribution is two-fold:

First, we propose to train a L1-logistic regression (LR) model for each class (versus all the others) that allows us to deduce in a sparse way the most discriminative visual words from multiple dictionaries. The main advantage of a LR model is that it does not assume that the unlabeled data follow the same class distribution as the labeled training examples. Note that regression models have already been used for different purposes in computer vision [32, 33]. And more recently, some interest has been shown in group sparsity [19, 33] in regression models.

Second, we make use of these class-specific LR models to design a new performing marginalized kernel [16] which takes into account not only the probability for two images to belong to the same class, but also an image-to-class similarity measuring in a way the margin between the images and the learned hyperplanes. Surprisingly, unlike Fischer kernels which have been widely used in image classification [17, 24], marginalized kernels have been almost ignored by the computer vision community (except, e.g., [2] and [18]). In this paper, we show experimental evidences that our kernel is very effective and by using both non-linear (the conditional probabilities given by the discriminative LR model) and linear (the distance to the hyper-plane) information in the calculation of the similarity, allows us to improve the classification accuracy.

3. Notations and Definitions

Let us consider we have a training set $S = \{(I_i, y_i)\}_{i=1}^{m}$ of $m$ labeled images, where each image $I_i$ belongs to some image space $\mathcal{X}$ and each label $y_i$ is in the set $\mathcal{Y} = \{1, \ldots, N\}$. For each image, we consider that a set of key-points is extracted, each of them being mapped in $n$ different descriptor spaces. For each of the $n$ descriptor spaces, we assume that a visual word dictionary is learned of size $d_1, \ldots, d_n$ respectively. Usually, a bag-of-words model consists in assigning to each key-point the closest visual word in the considered descriptor space. In our case, each extracted key-point is assigned to $n$ visual words, one for each dictionary. Applying this principle for all the key-points extracted from a given image $I$, it is then possible to represent $I$ in the form of a set of $n$ normalized feature vectors $x^i = (x^i_1, \ldots, x^i_n), i = 1 \ldots n$, where $\sum_j x^i_j = 1$ and where each component $x^i_j$ represents the normalized occurrence frequency of the $j^{th}$ visual word of the $i^{th}$ dictionary.
in the image. Finally, the $n$ vectors are merged to obtain a single feature vector $x$ of size $d = \sum_i d_i$ which will constitute the input data of our algorithm. Our objective is to fuse multiple cues utilizing the most relevant visual words w.r.t. the image classification task at hand and to use these discriminative words to classify images using a new marginalized kernel. We suggest in this paper to learn the relative importance of each visual word by means of a regularized logistic regression model [8]. Logistic regression assumes, for a binary classification task (i.e. $y \in \{-1, 1\}$), that the following relation holds:

$$
\log\left( \frac{p(y = 1|x; \alpha, \beta)}{p(y = -1|x; \alpha, \beta)} \right) = \alpha + \sum_{j=1}^{d} \beta_j x_j,
$$

(1)

where $\alpha$ and $\beta$ are the parameters to learn. From Eq.(1), we deduce that

$$
p(y = 1|x; \alpha, \beta) = \frac{1}{1 + \exp(-[\alpha + \sum_{j=1}^{d} \beta_j x_j])}.
$$

(2)

Note that $p(y = -1|x; \alpha, \beta) = 1 - p(y = 1|x; \alpha, \beta)$. Roughly speaking, logistic regression consists in modeling the posterior probability of the class membership using a linear function. $\alpha$ is known as the bias parameter and $\beta$ as the weight vector of the function. By considering that $\alpha = \beta_0$ and $x_0 = 1$, Eq.(2) can be rewritten as $p(y = 1|x; \beta) = 1/(1 + \exp(-[\beta^T x]))$. The optimal parameters $\hat{\beta}$ of the logistic regression model are usually obtained by optimizing the conditional log-likelihood $L$ [22], such that:

$$
\hat{\beta} = \arg \max_{\beta} \log \prod_i p(y_i|x_i; \beta) = \arg \min_{\beta} \sum_i \log(1 + \exp(-y_i \beta^T x_i)).
$$

(3)

4. Feature Fusion Algorithm

4.1. Regularized logistic regression-based method

Most of the feature fusion approaches apply a single weight for all the visual words of the same cue and whatever the classification problem [4, 12, 23, 28], whereas the importance of the visual words can vary within a cue and between the binary classification tasks. In the following, we propose an alternative by learning the relative importance of each visual word derived from a dictionary for each underlying binary classification task. We use a logistic regression model in order to assess the ability of each visual word to separate a class from all the others. However, the dimensionality of the resulting vector $x$ is the cumulative sum of the different sizes of the visual dictionaries. Consequently, the optimization problem described by Eq.(3) can lead to an overfitting phenomenon if the log-likelihood is optimized without any regularization. To prevent overfitting, a $L_2$-regularization term is usually used that boils down to restricting large value components [13]. In our case, we not only aim to avoid overfitting (due to the large number of features) but also to control the number of visual words involved in the classification. To do this, we suggest in this paper to resort to a $L_1$-regularization which creates sparse answers. Therefore, the objective function of Eq.(3) can be rewritten as follows:

$$
\hat{\beta} = \arg \min_{\beta} \left( \sum_i \log(1 + \exp(-y_i \beta^T x_i)) + \lambda |\beta|_1 \right)
$$

(4)

where $\lambda > 0$ is the regularization parameter. Unlike the $L_2$-regularization which restricts large values, the $L_1$-regularization term penalizes all factors equally. Note that the non-differentiability of the $L_1$-norm in Eq.(4) can be efficiently treated by interior-point methods.

4.2. Logistic Regression Marginalized Kernel

Once the parameters $\beta$ have been learned for each class $y$ (versus the others), hereafter denoted by $\beta_y$, we suggest in our approach to take advantage of the output of the regression model to design a new efficient kernel. As reported in [25], a standard approach in image classification consists in using the intersection kernel that usually allows us to obtain good results with SVMs [30]. This kernel is defined as follows: $K(x, x') = \sum_{i=1}^{m} \min(x_i, x'_i)$. We claim that this kernel is not well suited to our logistic regression context. In the following, we rather make use of the information provided by our model to design a new marginalized kernel [14, 16], which is defined in its original form as follows:

$$
K(x, x') = \sum_y \sum_{y'} P(y|x)P(y'|x') K_{x}(z, z'),
$$

(5)

where $y, y' \in Y$ and $K_{x}(z, z')$ is a joint kernel over labeled examples $z = (x, y)$. In our specific framework of logistic regression, we define a new marginalized kernel from the following joint kernel:

$$
K_{x}(z, z') = S(y, y') \times \beta_y^T x \times \beta_{y'}^T x',
$$

(6)

where $S(y, y')$ is the similarity between two classes $y$ and $y' (0 \leq S(y, y') \leq 1)$. $K_{x}(z, z')$ takes into account not only the similarity between the classes of $x$ and $x'$ but also the image-to-class similarities in the form of $\beta_y^T x$. The image-to-class distances are already efficiently used in [3, 26] in nearest-neighbor based image classification approaches. Roughly speaking, this means that $K_{x}(z, z')$ will return a high similarity for two images located on the same side (i.e. leading to a positive product $\beta_y^T x \times \beta_{y'}^T x'$) of the hyperplanes associated to classes $y$ and $y'$ that are
similar (i.e., \( S(y, y') \) is close to 1). The intuition behind \( K_z(z, z') \) is graphically described in Figure 1. According to our joint kernel, the two images (represented by the circle and the cross) will be considered as similar if (i) the two classes (solid and dashed lines) are similar and (ii) the images are located on the same side and almost at the same distance from their corresponding separators.

For a general kernel function to be valid, it needs to be positive semi-definite (PSD). Since the class of PSD kernels are closed under addition and multiplicity, a marginalized kernel is PSD as long as the joint kernel \( K_z(z, z') \) is PSD itself. According to the Mercer’s theorem, any valid kernel function admits a representation as a simple inner product between suitably defined feature vectors, i.e., \( K_z(Z, Z') = \phi_Z^T \phi_{Z'} \), where the feature vectors come from some fixed mapping \( Z \rightarrow \phi_Z \). In our case, a simple way to satisfy the PSD constraint consists in setting \( S(y, y') = 1 \) when \( y = y' \) and 0 otherwise\(^1\). Therefore, in this case, \( \phi_Z = \beta_y^T x \) and \( K_z(Z, Z') = \phi_Z^T \phi_{Z'} \); hence \( K_z(Z, Z') \) is PSD. Plugging \( K_z(Z, Z') \) in Eq. (5) boils down to only considering the cases where \( y = y' \) leading to the following marginalized kernel for multi-class classification problems, called LRFF.

\[
K(x, x') = \sum_{y \in Y} p(y|x, \beta_y) \times p(y|x', \beta_y) \times \beta_y^T x \times \beta_y^T x'.
\]

(7)

Beyond the fact that considering that \( S(y, y') = 1 \) if \( y = y' \) (and 0 otherwise) allows us to design a valid joint kernel, it also enables us to make use of our kernel without any information about the label of \( x \) and \( x' \), that is crucial in an image recognition task. Moreover, note that our new kernel considers both non-linear (the conditional probabil-

\[\text{Algorithm 1: Pseudo-code of LRFF.}\]

The pseudo-code of our algorithm, called LRFF (for Logistic Regression-based Feature Fusion), is presented in Algorithm 1. LRFF takes as input a training set of labeled images \( S = \{ (x_k, y_k) \}_{k=1}^m \). Then, for each binary problem represented by its corresponding set of images \( S' \) for a

![Figure 1. Graphical explanation of our joint kernel. The two labeled images \( z = (x, y) \) and \( z' = (x', y') \) (represented by the circle and the cross) will be considered as similar if (i) the two classes (solid and dashed lines) are similar and (ii) the images are located on the same side and almost at the same distance from their corresponding separators.](image1)

![Figure 2. Graphical explanation of our marginalized kernel. While the similarities \( K(A, B) \) and \( K(B, C) \) are the same with an intersection kernel, the location of the points w.r.t. to the hyperplanes allows our marginalized kernel to state that \( K(A, B) > K(B, C) \).](image2)
given class \( i \) (step 1), a L1-regularized logistic regression model is learned by solving equation (4). The output of this model is the conditional probability for an image to belong either to the class \( y_i \) or to any other possible class (step 2). The regularization term ensures that the model is sparse in terms of the considered visual words. A high value \( \beta \) implies that the corresponding visual word contributes a lot to the positive class. On the other hand, a high negative value means that the considered visual word contributes a lot to the negative class. Any other visual word with a very small weight does not contribute significantly to discriminate positive from negative examples. The conditional probabilities are then exploited in our marginalized kernel which is used to train a SVM classifier \( H \) (step 3).

4.4. Sparse and class-specific visual words

Figure 3 shows the weights learned for some categories of the Flower-17\(^2\) dataset. The X axis represents the visual words where the numbers 1 to 1000 represent shape words and 1001 to 1300 color words.

5. Experiments

To assess the relevance of our fusion method, we carry out in this section a series of experiments on three datasets and compare LRFF with some state-of-the-art approaches. After having presented the method we use to create the bag-of-visual words (BoW), we give some details about the datasets and the experimental setup. Finally, we present the results that show the effectiveness of our approach.

5.1. BoW models: feature detection, feature description and codeword generation

In our experiments, we use a standard BoW creation technique in which the key-points are extracted using multiple key-point detectors (Harris-Laplace key-point detector and dense sampling). The visual dictionaries are constructed using the K-means clustering algorithm [21]. Feature vectors (bag-of-word histograms) are built for each cue separately by using the corresponding visual dictionary. In this series of experiments, we use two visual cues: the shape and the color. Shape information is extracted from SIFT descriptors (which are the most used in the literature), and color information is extracted from Hue-histograms [28] (written “Hue.”) and Color Name (CN) descriptors [29]. For each dataset, we also use the best known color-shape descriptors: HSV-SIFT [27], C-SIFT [5] or Opponent-SIFT [27].

5.2. Experimental setup

We first present baseline results which consist in classifying the data using single cue descriptors (shape or color): SIFT for shape, Hue and CN for color. We compare our proposed method, LRFF, with the following three methods:

(i) HSV-SIFT, C-SIFT or Opponent-SIFT which are pixel level fusion approaches
(ii) the standard late fusion method (SLF) which concatenates the individual dictionaries in a global level, and
(iii) the Color Attention (CA) mechanism presented in [25] which is a local region based approach.

We evaluate all these methods using three datasets: the PASCAL-VOC-2007 [11], the Soccer\(^3\) and the Flower-17 datasets. All the reported results (except for LRFF) are obtained using a SVM [30] learned from the feature vectors of the different methods with the same cost parameter \( C = 1 \) and using an intersection kernel. For LRFF, we use the marginalized kernel of Eq.(7). Note that we use the mean average precision (M. AP. in the results) as evaluation criterion for the PASCAL-VOC-2007 dataset as it is the measure commonly used in the literature while we use the standard accuracy rate (Score in the results) for the two other datasets. Finally, we analyze in Section 5.6, the relevance of the new kernel compared to a multiple kernel (MKL) method and a standard intersection kernel.

5.3. Results on the PASCAL-VOC-2007 dataset

(shape dominant)

This dataset contains 20 object classes, 5,011 training images, 4,952 test images and is known to be shape dominant. The experimental results are shown in Table 1 where the column Dictionary indicates the number of visual words used in the experiments and column Descriptors indicates the type of descriptors used for fusion.

\(^2\)http://www.robots.ox.ac.uk/~vgg/data/flowers/

\(^3\)http://lear.imrialpes.fr/people/vandeweijer/soccer/soccer_data.tar
We use C-SIFT as the pixel level fusion method for this dataset because it has been shown to obtain the best results [27].

Despite the fact that this dataset is shape dominant, we suggest to add step by step color information to assess the ability of the fusion methods to improve the baseline results. We can note (with descriptors SIFT+Hue.) that our fusion method LRFF is able to more efficiently take advantage of the color information to improve the results (50.19 versus 49.15 and 43.18 for CA and SLF respectively). This is confirmed when adding the CN descriptor. The same remark can be made when we merge all the dictionaries (SIFT+Hue.+CN+C-SIFT). LRFF significantly outperforms SLF (53.81 versus 47.04)\(^4\). To obtain state-of-the-art results using our method on PASCAL, it is necessary to include spatial information and more advanced encoding methods [6], but this is not the aim of this experiment.

As expected, the shape descriptors are less relevant than the color ones to classify soccer images. For example, the single Color Name descriptor with a very small dictionary of 300 words gives a rather good (0.71) classification rate, while the SIFT descriptor provides a poor performance (0.49). Moreover, we can note that once again, LRFF outperforms all the other methods. Indeed, it efficiently makes use of the shape information to improve the results of the color-based methods. On the other hand, it is worth noting that the pixel-level method HSV-SIFT, gives the worst results among all the fusion approaches for this dataset (72%) even with a large dictionary of 1,000 words.

Our method is able to take advantage of color dominant dimensions and to fuse useful shape information leading to very good results (0.86 using Hue.+SIFT descriptors and of 0.94 using CN+Hue.+SIFT). When SIFT is combined with CN+Hue.+OPP.SIFT, LRFF achieves a superior classification score of 0.96.

5.5. Results on the Flower dataset (both color and shape dominant)

This dataset contains 17 categories of flowers, 1,020 training examples and 340 test images which require both shape and color information to be correctly classified. The results obtained for this dataset are shown in Table 3.

Whatever the descriptors, LRFF improves the results of SLF and CA (by 4 and 1 points respectively using SIFT+Hue.+CN+Hue.). These results provide an experimental evidence that our fusion method is very useful to combine different sources of information by selecting the most relevant color, shape and color-shape visual words for a given classification problem. To reinforce this claim on this specific dataset which requires to use both shape and color information, we also compare our method with SLF using the state-of-the art Color-opponent-SIFT (OPP.SIFT) descriptor [27]. Once again the results suggest that the proposed LRFF method has the ability to take advantage of all levels of feature fusion where LRFF reports a superior classification score of 0.93 on this challenging dataset.

\(^4\)It is not recommended to use color-shape descriptors (Pixel Level fusion methods) such as C-SIFT with the CA method [15].
5.6. Evaluation of the new kernel on classification

One of the interesting contributions of this paper is the proposed new logistic regression marginalized kernel (LRMK). We claim that this kind of kernels is extremely effective and relevant in computer vision. To evaluate the performance of LRMK, we compare our final classification results (for a given set of descriptors) with those obtained using: (i) the Logistic Regression (LR) outputs \( y^* = \arg\max_{y} p(y|x) \), (ii) a standard late fusion and a multiclass SVM with an intersection kernel (MSIK), (iii) the sub-kernel \( K(x, x') = \sum_{y \in Y} p(y|x, \beta_y) \times p(y|x', \beta_y) \) (CPK) corresponding to the first part of Eq. (7). This allows us to estimate the discriminative contribution of the conditional probabilities; (iv) the sub-kernel \( K(x, x') = \beta_T x \times \beta_T x' \) (ICSK) corresponding to the second part of Eq. (7). This allows us to estimate the discriminative contribution of the image-to-class similarities; (v) A multiple kernel learning (MKL) method [12, 23] where \( K(x, x') = \sum_{\alpha_f} \alpha_f K_f(x, x') \), \( \alpha_f \geq 0 \), \( \sum_{\alpha_f} \alpha_f = 1 \) and \( \alpha_f \) is the weight of the \( f \)th cue\(^3\) and \( K_f(x, x') \) is the corresponding kernel for the \( f \)th cue (here we use intersection kernels again).

From the results of Table 4, we can make the following remarks: first, our marginalized kernel outperforms all the other kernels that confirms that exploiting the information provided by the logistic regression is a good way to improve the discriminative power of the visual words; second, the results confirm that the best behavior is obtained by combining in our kernel not only the conditional probabilities but also the image-to-class similarities. Taken alone, each of these parts leads to poorer performances; finally, our kernel outperforms a multiple kernel method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Vector Size</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>700</td>
<td>72</td>
</tr>
<tr>
<td>MSIK</td>
<td>700</td>
<td>79</td>
</tr>
<tr>
<td>CPK</td>
<td>700</td>
<td>77</td>
</tr>
<tr>
<td>ICSK</td>
<td>700</td>
<td>84</td>
</tr>
<tr>
<td>MKL</td>
<td>700</td>
<td>80</td>
</tr>
<tr>
<td>LRMK</td>
<td>700</td>
<td>86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Vector Size</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>1600</td>
<td>78</td>
</tr>
<tr>
<td>MSIK</td>
<td>1600</td>
<td>86</td>
</tr>
<tr>
<td>CPK</td>
<td>1600</td>
<td>88</td>
</tr>
<tr>
<td>ICSK</td>
<td>1600</td>
<td>90</td>
</tr>
<tr>
<td>MKL</td>
<td>1600</td>
<td>88</td>
</tr>
<tr>
<td>LRMK</td>
<td>1600</td>
<td>91</td>
</tr>
</tbody>
</table>

Table 4. Comparison between different kernels.

6. Conclusion and Future Work

In this paper we presented a new approach to fuse multiple cues by adaptively weighting a set of diverse and complementary visual words for a given class using a sparse logistic regression model and a new marginalized kernel. This kernel takes into account not only the learned conditional probabilities of the LR model, but also the image-to-class similarity to define the similarity between 2 images. We compared our method (called LRF) with other feature fusion approaches on three datasets and showed that it outperforms the state-of-the-art methods.

So far, we did not take advantage of the similarity \( S(y, y') \) between two classes \( y \) and \( y' \) by stating that \( S(y, y') = 1 \) only if \( y = y' \). We plan to use metric learning approaches to capture background knowledge from the training data in order to assess the proximity between two different classes. For example, in the Soccer dataset, the visual categories AC - Milan and PSV seem more similar than AC - Milan and Chelsea, so their similarity score should be higher. Learning automatically this type of prior information could reduce the confusions at the classification step.
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