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Abstract

We consider a functional linear model where the explicative variables are stochastic processes taking values in a Hilbert space, the main example is given by Gaussian processes in $L^2([0, 1])$. We propose estimators of the Sobol indices in this functional linear model. Our estimators are based on $U$-statistics. We prove the asymptotic normality and the efficiency of our estimators and we compare them from a theoretical and practical point of view with classical estimators of Sobol indices.
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Introduction

Many mathematical models encountered in applied sciences involve a large number of poorly-known parameters as inputs. It is important for the practitioner to assess the impact of this uncertainty on the model output. An aspect of this assessment is sensitivity analysis, which aims to identify the most sensitive parameters, that is, parameters having the largest influence on the output. In global stochastic sensitivity analysis (see for example [17] and [19] and references therein) the input variables are assumed to be independent random variables. Their probability distributions account for the practitioner’s belief about the input uncertainty. This turns the model output into a random variable, whose total variance can be split down into different partial variances (this is the so-called Hoeffding decomposition see [24]). Each of these partial variances measures the uncertainty on the output induced by each input variable uncertainty. By considering the ratio of each partial variance to the total variance, we obtain a measure of importance for each input variable that is called the Sobol index.
or sensitivity index of the variable [20]: the most sensitive parameters can then be identified and ranked as the parameters with the largest Sobol indices.

Once the Sobol indices have been defined, the question of their effective computation or estimation remains open. In practice, one has to estimate (in a statistical sense) those indices using a finite sample of evaluations of model outputs [6]. Many Monte Carlo or quasi Monte Carlo approaches have been developed by the experimental sciences and engineering communities. This includes the FAST methods (see for example [3], [23] and references therein) and the Sobol pick-freeze (SPF) scheme (see [20, 22]). Nevertheless, those methods require many evaluations of model outputs which can be a strong limitation when those evaluations are expensive. Many approaches have been developed to overcome this issue. The most popular are Bayesian approach (see for example [17]) or the construction of metamodels. As mentioned in Kleijnen [11] (see equation (1) page 121) one can use functional linear regression as metamodel. In this paper, we study the particular context of the functional linear regression and propose a different way of estimation. We consider nonparametric estimators of quadratic functionals by projection methods, which are related to the procedures developed by Laurent (see [12, 13]) in a density model and by Da Veiga and Gamboa in [4] in a regression model. This method allows us to estimate simultaneously all the Sobol indices with a single sample of reasonable size.

More precisely we consider a separable Hilbert space \( H \) endowed with the scalar product \( <,> \) and \( X^1, \ldots, X^p \), \( p \) independent centered, \( H \)-valued, stochastic processes. The model that we consider is a linear regression model:

\[
Y = \mu + \sum_{k=1}^{p} <\beta^k, X^k > + \varepsilon.
\]

where \( \beta_i, 1 \leq i \leq p \) are elements of \( H \), \( \mu \) is in \( \mathbb{R} \) and \( \varepsilon \) is a centered noise independent of the processes \( X^1, \ldots, X^p \).

Our approach is based on the so-called Karhunen-Loève decomposition of the processes \( X^k \) ([16, 1]). Thanks to this decomposition we construct natural estimators of the Sobol indices for whom we prove asymptotic normality and efficiency. (Asymptotic efficiency is a natural property which generalizes the notion of minimum variance unbiased estimator, see [24] chapters 8 and 25 or [8] for more details.)

This paper is organized as follows: in the first section, we set up the notations for the model, review the definition of Sobol indices and present our estimators. In the second section, we prove asymptotic normality and efficiency when we consider a simple functional linear regression model. These two properties are generalized in the third section in the general setting of the multiple functional linear regression. In Section 3, we also compare this method with the classical SPF. The fourth section gives numerical illustrations on a benchmark model.

1 Setting and notations

Let \( H \) be a separable Hilbert space endowed with the scalar product \( <,> \) and let \( X^1, \ldots, X^p \) be \( p \) independent centered, \( H \)-valued, stochastic processes.
The generic model that we consider is the following

\[ Y = \mu + \sum_{k=1}^{p} \beta_k <X^k, X> + \epsilon, \quad (1) \]

where \( \beta_k, 1 \leq k \leq p \) are elements of \( \mathbb{H} \), \( \mu \) is in \( \mathbb{R} \) and \( \epsilon \) is a centered noise with variance \( \eta^2 \) independent of the processes \( X_1, \ldots, X_p \), and with finite fourth order moment.

We define, as usual in a finite dimensional setting, the Sobol index with respect to the entry ( explicative variable ) number \( k \):

\[ S_k = \frac{\text{Var}(E(Y|X^k))}{\text{Var}(Y)}. \]

From the observation of \( \{(X^k_i, Y_i)\}_{1 \leq i \leq n} \) i.i.d. obeying to Model (1), our aim is to estimate the vector \( (S^1, \ldots, S^p) \). Since \( \text{Var}(Y) \) can be easily estimated by the empirical variance based on \( (Y_1, \ldots, Y_n) \), the main purpose of the paper is to estimate for all \( k \) the quantity

\[ V^k = \text{Var}(E(Y|X^k)). \]

We will assume that we know the distributions of the input processes \( (X^k)_{1 \leq k \leq p} \).

In the next section we consider the simple case where \( p = 1 \). In this setting the Sobol index is of less interest, but the computations then easily extend to the generic model.

## 2 Simple functional linear regression model

Using the same notations as in Section 1, we consider, in this section, the case \( p = 1 \), which leads to the model

\[ Y = \mu + <\beta, X> + \epsilon. \quad (2) \]

We observe a \( n \)-sample of \( (X, Y) \), that we denote \( (X_i, Y_i) \), \( 1 \leq i \leq n \).

We have \( E(Y|X) = \mu + <\beta, X> \) and \( V^X = \text{Var}(E(Y|X)) = \text{Var}(<\beta, X>). \)

The Sobol index \( S^X \) is defined by

\[ S^X = \frac{V^X}{\text{Var}(Y)}. \]

We assume that \( E(\|X\|^2) < \infty \), so that the covariance operator defined for all \( f \in \mathbb{H} \) by \( \Gamma(f) = E[<X, f>X] \) is Hilbert-Schmidt and is diagonalizable via the Karhunen-Loève expansion in an orthonormal basis of eigenfunctions \( (\varphi_l, 1 \leq l \leq l) \), with decreasing eigenvalues \( \lambda_l, 1 \leq l \) such that \( \sum_{l=1}^{\infty} \lambda_l < \infty \). See e.g. [14, 15, 10]. We set \( <X, \varphi_l> = \sqrt{\lambda_l} \xi_l \). The variables \( (\xi_l)_{l \geq 1} \) are centered, uncorrelated, with variance 1. When \( X \) is a Gaussian process, the variables \( (\xi_l)_{l \geq 1} \) are i.i.d. standard Gaussian variables.

**Example 2.1** (Examples of Karhunen-Loève expansions ([16, 1])).
1. Let $B = (B_t)_{t \in [0,1]}$ a Brownian motion and $H = \mathbb{L}^2([0,1], dt)$. Then
\[ \lambda_l = \frac{1}{\pi(l - \frac{1}{2})^2} \quad \text{and} \quad \varphi_l(t) = \sqrt{2} \sin \left( \frac{t}{\sqrt{\lambda_l}} \right), \quad l \geq 1. \]

2. Let $W = (W_t)_{t \in [0,1]}$ a Brownian bridge and $\mathbb{H} = \mathbb{L}^2([0,1], dt)$. Then
\[ \lambda_l = \frac{1}{\pi l^2} \quad \text{and} \quad \varphi_l(t) = \sqrt{2} \sin (\pi t), \quad l \geq 1. \]

3. Let $X = (X_t)_{t \in [0,1]}$ a fractional Brownian motion with Hurst exponent $H$. Then the asymptotic of the eigenvalues is given by
\[ \lambda_l = \frac{\pi l}{\sin(\pi H) \Gamma(2H + 1)} \left( \frac{1}{l \pi} \right)^{2H + 1} + o \left( \frac{1}{l \pi} \right)^{4H + 3}. \]

In the case $H = 1/2$, the Brownian case, the result agrees with the exact result $\lambda_l = \frac{1}{\pi(l - 1/2)^2}$.

In the basis $\{\varphi_l\}_{l \geq 1}$, $\beta$ has the expansion $\beta = \sum_{l=1}^{\infty} \lambda_l \gamma_l \varphi_l$, and we have:
\[ \mathbb{E}(YX) = \mathbb{E}(<X, \beta > X) = \Gamma(\beta) = \sum_{l=1}^{\infty} \lambda_l \gamma_l. \]

Setting $g = \sum_{l=1}^{\infty} \lambda_l \gamma_l \varphi_l$, we have: $\gamma_l = <g, \varphi_l> / \lambda_l$.

The index $V^X$ is then given by
\[ V^X = \text{Var} \left( \mathbb{E}(Y|X) \right) = \mathbb{E} \left( \mathbb{E}(Y|X)^2 \right) = \mathbb{E}(<\beta, X> <\beta, X> - <\beta, \Gamma(\beta)>) >. \]

which expands $V^X = \sum_{l=1}^{\infty} \lambda_l \gamma_l^2$.

We consider the empirical unbiased estimator of $\gamma_l$:
\[ \hat{\gamma}_l = \frac{1}{\lambda_l} \frac{1}{n(n-1)} \sum_{i=1}^{n} <X_i, \varphi_l > Y_i. \]

For all $m \in \mathbb{N}^*$, we introduce the $U$-statistics of order $2$:
\[ \hat{V}_m^X = \sum_{l=1}^{m} \frac{1}{\lambda_l} \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} <X_i, \varphi_l > Y_i <X_j, \varphi_l > Y_j. \quad (3) \]

We have $\mathbb{E} \hat{V}_m^X = \sum_{l=1}^{m} \lambda_l \gamma_l^2$, hence $\hat{V}_m^X$ is a biased estimator of $V^X$, with bias $\mathbb{B}_m = \sum_{l=m+1}^{\infty} \lambda_l \gamma_l^2$.

In the following section, we study the asymptotic behaviour of $\hat{V}_m^X$, for a suitable choice of the parameter $m$. 
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2.1 Central limit theorem

Using Hoeffding’s decomposition of the U-statistics $\hat{V}_m^X$ (see [7]), we straightforwardly get the following result.

**Proposition 1.** $\hat{V}_m^X$ can be rewritten as the sum of a totally degenerated U-statistics of order 2, a centered linear term and a deterministic term in the following way:

$$\hat{V}_m^X = U_nK + P_nL + \sum_{l=1}^{m} \gamma_l^2 \lambda_l$$  \hspace{1cm} (4)

where

$$U_nK := \sum_{l=1}^{m} \frac{1}{\lambda_l} \frac{1}{n(n-1)} \sum_{1 \leq i,j \leq n} (Y_i < X_i, \varphi_l > -\gamma_l \lambda_l) (Y_j < X_j, \varphi_l > -\gamma_l \lambda_l)$$

$$P_nL := \frac{2}{n} \sum_{l=1}^{m} \sum_{i=1}^{n} \gamma_l (Y_i < X_i, \varphi_l > -\gamma_l \lambda_l).$$

As a consequence, we have

$$\sqrt{n}(\hat{V}_m^X - V^X) = U_nK + P_nL - \sum_{l>m} \gamma_l^2 \lambda_l = U_nK + P_nL - B_m.$$  \hspace{1cm} (6)

**Theorem 2.** Let $(X_i, Y_i)_{1 \leq i \leq n}$ be i.i.d. observations with the same distribution as $(X, Y)$ from Model (2). We assume that $E(||X||^4) < +\infty$ and that $E(\varepsilon^4) < +\infty$. We consider the Karhunen-Loève expansion of $X$:

$$X = \sum_{l \geq 1} \sqrt{\lambda_l} \xi_l \varphi_l.$$  \hspace{1cm} (5)

We assume

$$\sup_{l \geq 1} E(\xi_l^4) < +\infty.$$  \hspace{1cm} (5)

We consider the estimator $V_m^n$ of $V^X$ defined by (3) with $m = m(n) = \sqrt{n}h(n)$, where $h(n)$ satisfies: $h(n) \to 0$ and $\forall \alpha > 0, h(n) \to +\infty$ as $n \to +\infty$.

We assume that there exist $C > 0$ and $\delta > 1$ such that

$$\forall l \geq 1, \lambda_l \leq Cl^{-\delta}$$

Then we have

$$\sqrt{n}(\hat{V}_m^X - V^X) \xrightarrow{n \to \infty} \mathcal{N}(0, 4\text{Var}(Y < X, \beta)).$$  \hspace{1cm} (6)

**Comments :**

1. We may assume that $h(n) = 1/\log(n)$, and hence $m(n) = \sqrt{n}/\log n$, to fill the condition

$$\forall \alpha > 0, \lim_{n \to \infty} n^\alpha h(n) = +\infty.$$

The estimator $\hat{V}_m^X$ converges at the parametric rate $1/\sqrt{n}$, for any $\beta$.  
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2. The nature of the problem of estimating the quadratic functional $V_m^X$ is completely different from the estimation of the signal $\beta$, where nonparametric rates are obtained (see for example [2] for the estimation of $\beta$ in a circular functional linear model).

3. We will prove in the next section the asymptotic efficiency of the estimator $\hat{V}_m^X$.

4. Note that the condition (5) is verified when $X$ is a Gaussian process, since in the case, the variables $(\xi_t)_{t \geq 1}$ are i.i.d. standard Gaussian variables.

5. In Theorem 2 we have assumed that there exist $C > 0$ and $\delta > 1$ such that

$$\forall l \geq 1, \quad \lambda_l \leq C l^{-\delta}.$$  

Let us recall that since $\mathbb{E}(\|X\|^2) < +\infty$, $\sum_{l \geq 1} \lambda_l < +\infty$ hence this assumption is not very strong.

**Proof.** In order to prove (6), we will show that

$$\begin{cases}
\mathbb{E}^2_{m} = o(1/n) \\
\mathbb{E}(U_n K)^2 = o(1/n) \\
\sqrt{n}P_n L \xrightarrow{n \to \infty} N(0, 4\text{Var}(Y < X, \beta)).
\end{cases}$$

**a) Bias term**

Since we have assumed that $\forall l \geq 1, \quad \lambda_l \leq C l^{-\delta}$ for some $C > 0$ and $\delta > 1$, and since $\sum_{l \geq 1} \gamma^2_l < +\infty$, we get

$$\mathbb{B}_m = \sum_{l > m} \gamma^2_l \lambda_l \leq C \sum_{l > m} \gamma^2_l l^{-\delta} \leq m^{-\delta} \sum_{l > m} \gamma^2_l.$$  

Recalling the definition of $m = m(n)$, we obtain

$$\mathbb{B}^2_{m} = o\left(\frac{1}{n}\right).$$

**b) Term $U_n K$**

One has $\mathbb{E}(U_n K)^2 = \mathbb{E}_1 + \mathbb{E}_2 + \mathbb{E}_3$ where

$$\mathbb{E}_1 = \frac{2}{(n(n-1))^2} \sum_{l_1, l_2 = 1}^m \sum_{1 \leq i_1 < j_1 \leq n} \mathbb{E} \left[ (Y_{i_1} < X_{j_1}, \varphi_{l_1} > -\lambda_{l_1} \gamma_{l_1} ) (Y_{j_1} < X_{i_1}, \varphi_{l_2} > -\lambda_{l_2} \gamma_{l_2} ) \right].$$

$$\mathbb{E}_2 = \frac{4}{(n(n-1))^2} \sum_{l_1, l_2 = 1}^m \sum_{1 \leq i_1 < j_1, i_2 < j_2 < n} \mathbb{E} \left[ (Y_{i_1} < X_{j_1}, \varphi_{l_1} > -\lambda_{l_1} \gamma_{l_1} ) (Y_{j_1} < X_{i_1}, \varphi_{l_2} > -\lambda_{l_2} \gamma_{l_2} ) \right].$$

$$\mathbb{E}_3 = \frac{1}{(n(n-1))^2} \sum_{l_1, l_2 = 1}^m \sum_{1 \leq i_1 < j_1, j_2, i_2 < j_2 < n} \mathbb{E} \left[ (Y_{i_1} < X_{j_1}, \varphi_{l_1} > -\lambda_{l_1} \gamma_{l_1} ) (Y_{j_1} < X_{i_1}, \varphi_{l_2} > -\lambda_{l_2} \gamma_{l_2} ) \right].$$
One easily see that
\[ E_2 = 0 \quad \text{and} \quad E_3 = 0, \]
since the variables \((Y < X, \varphi_l > -\lambda_l \gamma_l)\) are centered and independent.

Let us now compute \(E_1\). Denote \(\bar{Z}_{j,k} := Y_j < X_j, \varphi_k > -\lambda_k \gamma_k\).

\[
E_1 = \frac{2}{n(n-1)^2} \sum_{l,k=1}^{m} \frac{1}{\lambda_l \lambda_k} \sum_{1 \leq i,j \leq n} \mathbb{E} \left[ \bar{Z}_{1,l} \bar{Z}_{2,l} \bar{Z}_{1,k} \bar{Z}_{2,k} \right] \\
= \frac{2}{n(n-1)} \sum_{l,k=1}^{m} \frac{1}{\lambda_l \lambda_k} \mathbb{E} \left[ \bar{Z}_{1,l} \bar{Z}_{2,l} \bar{Z}_{1,k} \bar{Z}_{2,k} \right] = \frac{2}{n(n-1)} \sum_{l,k=1}^{m} \frac{1}{\lambda_l \lambda_k} \mathbb{E}^2 \left[ \bar{Z}_{1,l} \bar{Z}_{1,k} \right] \\
\leq \frac{2}{n(n-1)} \sum_{l,k=1}^{m} \frac{1}{\lambda_l \lambda_k} \mathbb{E} \left[ (Y < X, \varphi_l >)^2 \right] \mathbb{E} \left[ (Y < X, \varphi_k >)^2 \right] \\
= \frac{2}{n(n-1)} \sum_{l,k=1}^{m} \mathbb{E} [Y^2 \xi_l^2] \mathbb{E} [Y^2 \xi_k^2] \leq \frac{2}{n(n-1)} \mathbb{E} [Y^4] \sum_{l,k=1}^{m} \mathbb{E} [\xi_l^4]^{1/2} \mathbb{E} [\xi_k^4]^{1/2} \\
\leq \frac{2}{n(n-1)} \mathbb{E} [Y^4] \left( \sum_{l=1}^{m} \mathbb{E} [\xi_l^4]^{1/2} \right)^2
\]

By assumption (5) we know that \(\sup_k \mathbb{E}(\xi_k^4) \leq K\), hence we have
\[
E_1 \leq \frac{2Km^2}{n(n-1)} \mathbb{E} (Y^4)
\]
and we still obtain that \(\mathbb{E} ((U_n K)^2) = o \left( \frac{1}{n} \right)\).

c) Term \(P_n L\)

First, let
\[
P_n L' := \frac{2}{n} \sum_{i=1}^{n} \left[ Y_i < X_i, \beta > -\mathbb{E}(Y < X, \beta >) \right] \tag{7} \\
= \frac{2}{n} \sum_{i=1}^{n} \left[ Y_i < X_i, \beta > - \sum_{l \geq 1} \gamma_l^2 \lambda_l \right] \tag{8}
\]
since
\[
\mathbb{E}(Y < X, \beta >) = \mathbb{E}(< X, \beta >^2) = \mathbb{E} \left( \left( \sum_{l=1}^{\infty} \gamma_l \sqrt{\lambda_l} \xi_l \right)^2 \right) = \sum_{l=1}^{\infty} \gamma_l^2 \lambda_l,
\]
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we write

\[ P_n L = \frac{2}{n} \sum_{i=1}^{m} \sum_{l=1}^{n} \gamma_l (Y_i < X_i, \varphi_l > -\gamma_l \lambda_l) \]

\[ = \frac{2}{n} \sum_{i,l} \left( Y_i < X_i, \beta > -m \sum_{l=1}^{m} \gamma_l^2 \lambda_l \right) \]

\[ = P_n L' + (P_n L - P_n L'), \]

where \( < X_i, \beta >_m \) denotes \( \sum_{l=1}^{m} \gamma_l < X_i, \varphi_l > \). In the one hand,

\[ P_n L' - P_n L = \frac{2}{n} \sum_{i=1}^{n} Y_i \left( < X_i, \beta > - < X_i, \beta >_m \right) - 2 \sum_{l>m} \gamma_l^2 \lambda_l \]

\[ = \frac{2}{n} \sum_{i=1}^{n} \sum_{l>m} \gamma_l \left( Y_i < X_i, \varphi_l > -\gamma_l \lambda_l \right) \]

Let \( Z := \sum_{l>m} \gamma_l [Y < X, \varphi_l > -\gamma_l \lambda_l] \) and let us give an upper bound for \( \text{Var}(Z) \).

\[ \text{Var}(Z) = \text{Var} \left( \sum_{l>m} \gamma_l [Y < X, \varphi_l > -\gamma_l \lambda_l] \right) \]

\[ = \text{Var} \left( \sum_{l>m} \gamma_l Y < X, \varphi_l > \right) \]

\[ \leq E \left( Y^2 \left( \sum_{l>m} \gamma_l < X, \varphi_l > \right)^2 \right) \]

\[ = E \left( Y^2 < X, \beta >_m \right) \]

\[ \leq E \left( Y^2 ||X||_{m^\perp} ||\beta||_{m^\perp}^2 \right) \quad \text{by Cauchy-Schwarz inequality} \]

\[ \leq E \left( Y^2 ||X||^2 ||\beta||^2_{m^\perp} \right), \]

where \( < X, \beta >_{m^\perp} \) and \( ||\beta||_{m^\perp} \) respectively denote \( \sum_{l>m} \gamma_l < X_i, \varphi_l > \) and \( \sum_{l>m} \gamma_l^2 \). The first expectation does not depend on \( n \) and the second term tends to 0 when \( n \) (and therefore \( m \)) tends to \( \infty \). As a consequence,

• \( \text{Var}(Z) = o(1) \),

• \( \text{Var}(P_n L - P_n L') = o \left( \frac{1}{n} \right) \),

• \( P_n L - P_n L' = o_p \left( \frac{1}{\sqrt{n}} \right) \).

In the other hand, we establish a central limit theorem for \( P_n L' \), since it is an empirical sum of iid centered variables. As a conclusion,

\[ \sqrt{n} P_n L' \xrightarrow{n \to \infty} N(0, 4\text{Var}(Y < X, \beta >)) \] (9)

and by Slutsky theorem since \( P_n L - P_n L' = o_p \left( \frac{1}{\sqrt{n}} \right) \),

\[ \sqrt{n} P_n L \xrightarrow{n \to \infty} N(0, 4\text{Var}(Y < X, \beta >)). \] (10)
This concludes the proof.

Our aim is to estimate the Sobol index $S^X$ which is defined by $S^X = \hat{V}^X / \text{Var}(Y)$. It is therefore natural to introduce the estimator of $S^X$ defined by $\hat{V}_m^X / \hat{V}$, where $\hat{V}$ is the empirical variance estimating $\text{Var}(Y)$:

$$\hat{V} := \frac{1}{n-1} \sum_{i=1}^{n} (Y_i - \bar{Y}_n)^2.$$

In the following theorem, we obtain the asymptotic behaviour of this estimator.

**Theorem 3.** Under the same assumptions as in Theorem 2, we have

$$\sqrt{n} \left( \hat{V}_m^X - S^X \right) \xrightarrow{n \to \infty} N \left( 0, \frac{\text{Var}(U)}{\text{Var}(Y)^2} \right)$$

where $U := 2Y < X, \beta > - S^X(Y - E(Y))^2$.

**Proof.** (i) First, let $W_i = (2[Y_i < X_i, \beta > - E(Y < X, \beta >)]$, $Y_i^2, Y_i)^t$ ($i = 1, \ldots, n$) and $W = (2[Y < X, \beta > - E(Y < X, \beta >)], Y^2, Y)^t$. Then

$$\bar{W}_n = \frac{1}{n} \sum_{i=1}^{n} W_i = (P_n, \bar{Y}^2, \bar{Y})$$

and $E_W := E(W) = (0, E(Y^2), E(Y))$.

Now from the Central Limit Theorem,

$$\sqrt{n} \left( \bar{W}_n - E_W \right) \xrightarrow{n \to \infty} N_3 (0, \Sigma)$$

with

$$\Sigma = \begin{pmatrix}
4\text{Var}(Y < X, \beta >) & 2\text{Cov}(Y_i < X, \beta >, Y^2) & 2\text{Cov}(Y < X, \beta >, Y) \\
2\text{Cov}(Y < X, \beta >, Y^2) & \text{Var}(Y^2) & \text{Cov}(Y^2, Y) \\
2\text{Cov}(Y < X, \beta >, Y) & \text{Cov}(Y^2, Y) & \text{Var}(Y)
\end{pmatrix}$$

(ii) Then let $W'_i = W_i + K + (P_n L - P_n L') + \sum_{l=1}^{m} \gamma_l \lambda_l, 0, 0)$. We have

$$\bar{W}'_n = \frac{1}{n} \sum_{i=1}^{n} W'_i = (\bar{V}^X, \bar{Y}^2, \bar{Y}).$$

Since, $U + (P_n L - P_n L') + \sum_{l=1}^{m} \gamma_l \lambda_l = o_p \left( \frac{1}{n} \right)$, we still have a Central Limit Theorem

$$\sqrt{n} \left( \bar{W}' - E_{W'} \right) \xrightarrow{n \to \infty} N_3 (0, \Sigma)$$

where $E_{W'} = (E(Y < X, \beta >), E(Y^2), E(Y))$.

(iii) Let $\Phi$ the mapping from $\mathbb{R}^3$ to $\mathbb{R}$ defined by $\Phi(x, y, z) = \frac{x}{y-z}$. We want to apply the Delta method (cf. [24]) to $W'$ and $\Phi$. Easily,

$$\begin{cases}
\frac{\partial \Phi}{\partial x}(x, y, z) = \frac{1}{y-z} \\
\frac{\partial \Phi}{\partial y}(x, y, z) = -\frac{x}{(y-z)^2} \\
\frac{\partial \Phi}{\partial z}(x, y, z) = \frac{2yz}{(y-z)^2}
\end{cases}$$

$$\begin{cases}
\frac{\partial \Phi}{\partial x}(E_{W'}) = \frac{1}{\text{Var}(Y)} \\
\frac{\partial \Phi}{\partial y}(E_{W'}) = -\frac{E(Y < X, \beta >)}{\text{Var}(Y)^2} \\
\frac{\partial \Phi}{\partial z}(E_{W'}) = \frac{2E(Y < X, \beta >)E(Y)}{(\text{Var}(Y))^2}
\end{cases}$$

9
so that

\[ \sqrt{n} \left( \Phi(W_n) - \Phi(EW') \right) \xrightarrow{n \to \infty} N \left( 0, \Phi'(EW') \Sigma \Phi'(EW')' \right). \]

But \( \Phi(W_n) = \frac{\hat{V}_n}{\sigma} \), \( \Phi(EW') = S \) and

\[ \Phi'(EW') \Sigma \Phi'(EW')' = \frac{4 \text{Var}(Y < X, \beta >)}{(\text{Var}(Y))^2} + \frac{2 \left[ 4E(Y)\text{Cov}(Y < X, \beta >, Y) \\
-2E(Y < X, \beta >, Y^2) + 2[\text{Var}(Y)]^2E(Y < X, \beta >) \right]}{(\text{Var}(Y))^4} \]

One can check that

\[ \Phi'(EW') \Sigma \Phi'(EW')' = \frac{\text{Var}(U)}{(\text{Var}(Y))^2}. \]

\[ \square \]

**Remark 2.1.**

1. In the case where the variance of \( Y \) is known and plug in the estimator, the result is

\[ \sqrt{n} \left( \frac{\hat{V}_n}{\sigma} - S \right) \xrightarrow{n \to \infty} N \left( 0, 4 \frac{\text{Var}(Y < X, \beta >)}{(\text{Var}(Y))^2} \right). \] (12)

2. In the general case where the variance of \( Y \) is unknown and \( Y \) is centered, we thus have an extra term due to the estimation of the variance, namely the difference between the two asymptotic variances is

\[ \frac{\text{Var}(U) - 4\text{Var}(Y < X, \beta >)}{(\text{Var}(Y))^2} = \frac{\mathbb{E}(Y < X, \beta >)}{(\text{Var}(Y))^4} \left[ \mathbb{E}(Y < X, \beta >)\text{Var}(Y^2) - 4\text{Var}(Y)\text{Cov}(Y < X, \beta >, Y^2) \right]. \]

It is worth to notice that this term is not always positive. Namely, if \( < X, \beta > \) is a centered variable with second moment \( s^2 \) and fourth moment \( k_1 s^4 \) and if \( \varepsilon \) is a centered variable with second moment \( \eta^2 \) and fourth moment \( k_2 \eta^4 \), then the latter extra term is

\[ \frac{-6s^4}{(s^2 + \eta^2)^2} + \frac{s^4}{(s^2 + \eta^2)^4} \left( (3 - k_1)(3s^4 + 4\eta^2 s^2) - (3 - k_2)\eta^4 \right). \]

In particular, when \( < X, \beta > \sim N(0, s^2) \) and \( \varepsilon \sim N(0, \eta^2) \), \( k_1 = k_2 = 3 \) and one gets an extra term equal to

\[ \frac{-6s^4(s^2 + \eta^2)^2}{(\text{Var}(Y))^4}. \]

In this particular case, the asymptotic variance of the estimator of the Sobol index is smaller when the variance of \( Y \) is estimated that when it is known and plug in the estimator.
2.2 Asymptotic efficiency

In this section we prove that \( \hat{V}^X_m / \hat{V} \) is asymptotically efficient for estimating the Sobol index \( S^X \) (see [24], Section 25 for the definition of asymptotic efficiency). This notion somewhat extends the notion of Cramér-Rao bound and enables to define a criterion of optimality for estimators, called asymptotic efficiency.

**Proposition 2.1** (Asymptotic efficiency). Under the same assumptions as in Theorem 2, \( \hat{V}^X_m / \hat{V} \) is asymptotically efficient for estimating \( S \).

*Proof.* Note that \( S = \Phi(V^X, \text{Var}(Y)) \) and \( \hat{V}^X_m \) is asymptotically efficient for estimating \( V^X \). The result directly comes from decomposition (4) and the Hoeffding’s decomposition \( \hat{V}^X_m - V^X = U_n K + P_n L - B_m \). \( P_n L \) is asymptotically efficient (example 25.24 [efficiency of the empirical distribution]), the other terms are \( o \left( \frac{1}{\sqrt{n}} \right) \). From which we conclude the asymptotic efficiency of \( \hat{V}^X_m \).

Second using again example 25.24, we get the asymptotic efficiency of \( \hat{V} \) for estimating \( \text{Var}(Y) \).

Then theorem 25.50 (efficiency in product space) in [24] gives that \( (\hat{V}^X_m, \hat{V}) \) is asymptotically efficient for estimating \( (V^X, \text{Var}(Y)) \).

Now since \( \Phi \) is differentiable in \( \mathbb{R}^2 \setminus \{y = 0\} \) then by theorem 25.47 (efficiency and Delta method), \( (\Phi(\hat{V}^X_m, \hat{V}))_n \) is asymptotically efficient for estimating \( \Phi(V^X, \text{Var}(Y)) \). \( \square \)

3 Multiple functional linear regression model

We recall the model (1):

\[
Y = \mu + \sum_{k=1}^{p} \langle \beta^k, X_k \rangle + \varepsilon.
\]

In this setting we observe a \( n \)-sample \( (Y_i, X^1_i, \ldots, X^p_i) \) of \( (Y, X^1, \ldots, X^p) \).

3.1 Estimation by U-statistics of order 2

We assume that the processes \( (X^k_{1})_{1 \leq k \leq p} \) are independent. Under this assumption, the previous section whole applies and the Sobol indices can be estimated from the \( U \) statistics of order 2. For all \( m \geq 1 \), let

\[
\hat{V}^k_m = \sum_{l=1}^{m} \frac{1}{n} \frac{1}{n(n-1)} \sum_{1 \leq i \neq j \leq n} < X^k_i, \varphi_l > Y_i < X^k_j, \varphi_l > Y_j.
\]

For a suitable choice of \( m = m(n) \), \( \hat{V}^k_m \) is a consistent estimators of \( V^k \). Actually by independence

\[
E(Y|X^k) = \langle \beta^k, X^k \rangle,
\]
We have \( \sum_{j=1, j \neq k}^p \beta^j, X^j > +\varepsilon \), we retrieve the simple regression model.

In fact we can obtain a central limit theorem for \( \hat{V}_m \) where

\[
\hat{V}_m = (\hat{V}_1, \hat{V}_2, \ldots, \hat{V}_m)^T.
\]

Let \( V^j = \text{Var}(E(Y|X^j)), j = 1 \ldots p \) and \( V = (V^1, V^2, \ldots, V^p)^T \).

**Theorem 4.** Let \((Y_i, X_i^1, \ldots, X_i^p)\) be i.i.d. observations from Model (1).

We assume that for all \( 1 \leq j \leq p \), \( E(\|X^j\|^4) < +\infty \) and that \( E(\varepsilon^4) < +\infty \). We consider the Karhunen-Loève expansion of \( X^j \):

\[
X^j = \sum_{t \geq 1} \sqrt{\lambda_t} \xi_t^j.
\]

We assume

\[
\forall 1 \leq j \leq p, \sup_{t \geq 1} E(\|\xi_t^j\|^4) < +\infty.
\]

We consider the estimator \( \hat{V}_m \) of \( V \) defined by (13) with \( m = m(n) = \sqrt{n}h(n) \), where \( h(n) \) satisfies: \( h(n) \to 0 \) as \( n \to +\infty \) and \( \forall \alpha > 0, n^\alpha h(n) \to +\infty \) as \( n \to +\infty \).

We assume that

\[
\forall 1 \leq j \leq p, \forall l \geq 1, \lambda_t^j \leq C_j l^{-\delta_j}
\]

for some \( C_j > 0 \) and \( \delta_j > 1 \).

The following result holds:

\[
\sqrt{n}(\hat{V}_m - V) \xrightarrow{n \to \infty} \mathcal{N}_p \left( 0, 4 \left( \text{Cov}(Y < X^k, \beta^k >, Y < X^j, \beta^j >) \right)_{k,l = 1 \ldots p} \right).
\]

**Proof.** Using the same decomposition

\[
\hat{V}_m - V = U_n K + P_n L - \mathbb{B}_m
\]

and the fact that \( \|U_n K\|, \|P_n L - P_n L'\| \) and \( \|\mathbb{B}_m\|^2 \) are \( o_p \left( \frac{1}{n} \right) \) and \( o \left( \frac{1}{n} \right) \), we just need to check that \( P_n L' = (P_n L^1, P_n L^2, \ldots, P_n L^p)^T \) converges in distribution towards a \( \mathcal{N}_p \left( 0, 4 \left( \text{Cov}(Y < X^k, \beta^k >, Y < X^j, \beta^j >) \right)_{k,l = 1 \ldots p} \right) \).

We have

\[
P_n L' = \frac{2}{n} \sum_{i=1}^n W_i
\]

where \( W_i = (W_i^1, \ldots, W_i^p)^T \) and \( W_i^k = Y_i < X_i^k, \beta^k > - \text{E}(Y_i < X_i^k, \beta^k >) \). Since the \( W_i \)s are i.i.d., the result follows from the central limit theorem in \( \mathbb{R}^p \).

Now define \( \hat{S}_m \) as \( \hat{S}_m/\hat{V} = (\hat{V}_1/\hat{V}, \ldots, \hat{V}_m/\hat{V})^T \), where \( \hat{V} \) denotes the empirical estimator of the \( \text{Var}(Y) \). Let us remind that \( S = V/\text{Var}(Y) = (S^1, \ldots, S^p)^T \).

Using once again the Delta method, we easily get the following result.

**Proposition 3.1.** Under the same assumptions as in Theorem 4, we have

\[
\sqrt{n} \left( \hat{S}_m - S \right) \xrightarrow{n \to \infty} \mathcal{N}_p \left( 0, \left( \frac{\text{Cov}(U^k, U^j)}{\text{Var}(Y)^2} \right)_{k,l = 1 \ldots p} \right).
\]

where \( U^k := 2(Y - \text{E}(Y)) < X^k, \beta^k > - S^k(Y - \text{E}(Y))^2 \).
3.2 Comparison with Sobol estimators

Sobol [21] proposed an empirical method, based on a particular design of experiments, to estimate Sobol indices. This method called Sobol Pick and Freeze (SPF) is also studied in [18]. In [9, 5], the authors prove asymptotic normality and efficiency of Sobol estimators. In this section, our aim is to compare the method proposed in this paper, which is based on U statistics of order 2, and the method proposed by Sobol in order to see which experimental set up should be used by the practitioner. It is important to notice that the two procedures are not based on the same design of experiments. Both methods lead to asymptotically normal and efficient estimators, but the asymptotic variances are different due to the designs of experiments. We therefore want to compare the asymptotic variances obtained by the two methods, for a similar number of experiments in both cases. Let us first recall the design of experiments and the estimators proposed by Sobol.

Let \((X, Y)\) obey the model (1), where \(X = (X^1, \ldots, X^p)\). Let \(X' = (X'^1, \ldots, X'^p)\) an i.i.d. copy of \(X\). For all \(k \in \{1, \ldots, p\}\), let \(Y^k\) be defined by

\[
Y^k = < X^k, \beta^k > + \sum_{j=1, j \neq k}^p < X'^j, \beta^j > + \epsilon',
\]

where \(\epsilon'\) is an i.i.d. copy of \(\epsilon\). Let \((Y_1, \ldots, Y_n)\) be i.i.d. copies of \(Y\) and for all \(k \in \{1, \ldots, p\}\) let \((Y^k_1, \ldots, Y^k_n)\) be i.i.d. copies of \(Y^k\). The estimator proposed by Sobol to estimate \(V^k = \text{Var}(E(Y|X^k))\) is defined by

\[
\hat{V}^k_{\text{SPF}} = \frac{1}{n} \sum_{i=1}^n Y_i Y_i^k - \left( \frac{1}{n(p+1)} \sum_{i=1}^n [Y_i + Y_i^1 + \ldots + Y_i^p] \right)^2.
\]

Now let \(\hat{S}_{\text{SPF}} = \hat{V}_{\text{SPF}}/\hat{V} = (\hat{V}^1_{\text{SPF}}/\hat{V}, \ldots, \hat{V}^p_{\text{SPF}}/\hat{V})^T\), where \(\hat{V}\) is the estimator of \(\text{Var}(Y)\) in the S.P.F. method defined by

\[
\hat{V} = \frac{1}{n(p+1)} \sum_{i=1}^n \left( (Y_i)^2 + (Y_i^1)^2 + \ldots + (Y_i^p)^2 \right) - \left( \frac{1}{n(p+1)} \sum_{i=1}^n [Y_i + Y_i^1 + \ldots + Y_i^p] \right)^2.
\]

**Theorem 5.** We have (see [9, 5])

\[
\sqrt{n} \left( \hat{S}_{\text{SPF}} - S \right) \overset{\mathcal{D}}{\underset{n \to \infty}{\longrightarrow}} N_p \left( 0, \left( \frac{\text{Cov}(V^k, V^l)}{(\text{Var}(Y))^2} \right)_{k,l=1,\ldots,p} \right). \tag{17}
\]

where \(V^k := YY^k - S^k [Y^2 + \sum_{k=1}^p (Y^k)^2] / (p + 1)\).

The asymptotic variance appearing in the central limit theorem for the estimator \(\hat{S}_{\text{SPF}} = (\hat{S}^1_{\text{SPF}}, \ldots, \hat{S}^p_{\text{SPF}})\) (resp. \(\hat{S}_m = (\hat{S}^1_m, \ldots, \hat{S}^p_m)\)) is denoted by \((\text{Var}(Y))^{-2} \Gamma_{\text{SPF}}\) (resp. \((\text{Var}(Y))^{-2} \Gamma\) (cf. (15)). Our aim is to compare \(\Gamma\) and \(\Gamma_{\text{SPF}}\).

For sake of simplicity we assume \(\epsilon = 0\). Then we define \(W_i = < X^i, \beta^i >, \sigma_i^2 = \text{Var}(W_i), \sigma^2 = \sum_{i=1}^p \sigma_i^2\) and \(S = \sigma^2 / \sigma^2\). After computations, one obtains
that \( \Gamma \) is defined by

\[
\forall k, \Gamma(k, k) = \frac{\sigma_k^4}{\sigma_k^4} \sum_{i=1}^{p} \left[ \mathbb{E}(W_i^4) - 3\sigma_i^4 \right] + 4 \frac{\sigma_k^2 - \sigma_i^2}{\sigma_k^2} \mathbb{E}(W_i^4) + 4 \sigma_k^2 \sigma_i^2 + 12 \frac{\sigma_k^6}{\sigma_k^2} - 14 \sigma_k^4
\]

\[
\forall k \neq l, \Gamma(k, l) = -\frac{2}{\sigma_k^2} \left[ \mathbb{E}(W_k^4) \sigma_l^2 + \mathbb{E}(W_l^4) \sigma_k^2 \right] + 2 \sigma_k^2 \sigma_l^2 \left[ \frac{3 \sigma_k^2 + \sigma_l^2}{\sigma_k^2} - 1 \right] + \frac{\sigma_k^2 \sigma_l^2}{\sigma_k^2} \sum_{i=1}^{p} \left[ \mathbb{E}(W_i^4) - 3\sigma_i^4 \right]
\]

and \( \Gamma_{SPF} \) by

\[
\forall k, \Gamma_{SPF}(k, k) = \left( 1 - \frac{4}{p+1} \left( \frac{\sigma_k^2}{\sigma_k^2} \right) \right) \mathbb{E}(W_k^4) + \frac{\sigma_k^4}{\sigma_k^4} \left( \frac{p^2 - 2p + 5}{(p+1)^2} \right) \sum_{i=1}^{p} \mathbb{E}(W_i^4)
\]

\[
+ \frac{\sigma_k^2}{(p+1)^2} \left( 4 + \frac{\sigma_k^2}{\sigma_k^2} \left( -2p^2 + 5p - 13 \right) \right) \sum_{i=1}^{p} \sigma_i^4
\]

\[
+ \sigma_k^4 + \frac{-p^2 - 7p + 6}{(p+1)^2} \sigma_k^4 + \frac{4}{p+1} \sigma_k^6 - \frac{4}{p+1} \sigma_k^2 \sigma_l^2
\]

\[
\forall k \neq l, \Gamma_{SPF}(k, l) = -\frac{2}{p+1} \left( \frac{\sigma_k^2 \mathbb{E}(W_k^4) + \sigma_l^2 \mathbb{E}(W_l^4)}{\sigma_k^2} \right)
\]

\[
+ \frac{\sigma_k^2 \sigma_l^2}{(p+1)^2} \left( \frac{p^2 - 2p + 5}{(p+1)^2} \right) \sum_{i=1}^{p} \mathbb{E}(W_i^4)
\]

\[
+ \frac{2}{p+1} \left( 2\sigma_k^2 + \sigma_l^2 \right) - \frac{2p^2 - 5p + 13}{(p+1)^2} \left( \sigma_k^2 + \sigma_l^2 \right)
\]

\[
+ \frac{2}{p+1} \frac{\sigma_k^2 \sigma_l^2}{\sigma_k^2} (\sigma_k^2 + \sigma_l^2)
\]

The Sobol experiment requires \((p+1)n\) observations (or computations of the black-box code) to estimate the \(p\) indices. In order to have a fair comparison of both methods, we consider that we have \(n(p+1)\) i.i.d. observations from Model (1) to estimate the Sobol indices by our methods. With \(n(p+1)\) observations instead of \(n\), the asymptotic variance matrix \(\Gamma_m\) is divided by \(p+1\), hence, we have to study the matrix

\[
D := (p+1)\Gamma_{SPF} - \Gamma
\]

In order to compare the two methods, we evaluate the eigenvalues of the matrix \(D\) in order to determine whether it is positive-definite or not. If not we study only the sign of the diagonal terms of \(D\) that correspond to the difference of the asymptotic variances obtained with both methods.

**First example:** We assume that for \(i = 1, \ldots, p\) with \(p \geq 2\)

\[
<X^i, \beta^i > \sim \mathcal{N}(0, 1).
\]
We have
\[ D_{i,i} = \frac{p^5 + 2p^4 - 5p^3 - 2p^2 + 6p - 6}{p(p+1)} > 0 \quad \forall \ 1 \leq i \leq p, \]
\[ D_{i,j} = \frac{p^5 + 4p^4 + 3p^3 + 2p - 6}{p(p+1)} \quad \forall \ 1 \leq i \neq j \leq p. \]

Let \( \alpha = p^5 + 2p^4 - 5p^3 - 2p^2 + 6p - 6, \) \( \beta = p^5 + 4p^4 + 3p^3 + 2p - 6. \) The eigenvalues of \( D \) are \( \frac{\alpha - \beta}{|p(p+1)|} \) of order \( p - 1 \) and \( \frac{\alpha + (p-1)\beta}{|p(p+1)|} \) of order 1. But
\[ \alpha - \beta = 2p(-p^3 - 4p^2 - p + 2) < 0 \quad \forall p \geq 2, \]
and
\[ \alpha - \beta + p\beta = p(p^5 + 4p^4 + p^3 - 8p^2 - 2) > 0 \quad \forall p \geq 2. \]
For \( p \geq 2, \) the matrix \( D \) is not positive nor negative. Hence, as mentioned before, we simply study the sign of the diagonal terms of the matrix \( D. \) Since \( D_{i,i} > 0 \) for any \( p \geq 2 \) and \( i = 1 \ldots p, \) the asymptotic variance of each estimator of Sobol indices with SPF method is larger than the one obtained by the method proposed in this paper using the same number of observations.

**Second example:** In the case \( p = 2 \) and \( \sigma^2 = \sigma_1^2 + \sigma_2^2 = 1, \) the model is
\[ Y = < X^1, \beta^1 > + < X^2, \beta^2 >. \]

Then if \( W_1 = < X^1, \beta^1 > \) and \( W_2 = < X^2, \beta^2 >, \)
\[ D_{1,1} = E(W_1^4) \left( -1 + \frac{2}{3} \sigma_1^4 + \frac{2}{3} \sigma_1^2 \right) + 3 + 8 \sigma_1^3 + 10 \sigma_1 + 8 \sigma_1^2 - 8 \sigma_2^2 + 2 \left( \sigma_1^4 + \sigma_2^4 \right) \left( 4 - \frac{2}{3} \sigma_2^2 \right) \]
\[ D_{2,2} = E(W_2^4) \left( -1 + \frac{2}{3} \sigma_2^4 + \frac{2}{3} \sigma_2^2 \right) + 3 + 8 \sigma_2^3 + 10 \sigma_2 + 8 \sigma_2^2 + 2 \left( \sigma_1^4 + \sigma_2^4 \right) \left( 4 - \frac{2}{3} \sigma_1^2 \right) \]
\[ D_{2,1} = \sigma_1^2 \sigma_2^2 \left( \frac{2}{3} (E(W_1^4) + E(W_2^4)) + 3 + \left( \sigma_1^4 + \sigma_2^4 \right) \left( \frac{7}{3} + 3 \sigma_1^2 \sigma_2^2 \right) \right) - 2 \]

In the particular case where \( W_1 \sim \mathcal{N}(0, x) \) and \( W_2 \sim \mathcal{N}(0, 1 - x), \) for some \( x \in [0, 1], \) we obtain
\[ D_{1,1}(x) = 3 - 4x + \frac{1}{3} \left( x^2 - 8x^3 + 8x^4 \right), \]
\[ D_{2,2}(x) = 3 - 4(1-x) + \frac{1}{3} \left( (1-x)^2 - 8(1-x)^3 + 8(1-x)^4 \right), \]
\[ D_{1,2}(x) = \frac{1}{3} + \frac{10}{3} x - \frac{40}{3} x^2 + 20x^3 - 10x^4. \]

Let \( \lambda_1(x) \) and \( \lambda_2(x) \) be the eigenvalues of \( D(x) \) and \( x_1 \) and \( 1-x_1 \) the real zeros of its determinant \( (x_1 \approx 0.6701). \) Then
\[
\begin{array}{cccc}
\hline
x & 0 & 1-x_1 & x_1 & 1 \\
\hline
\lambda_1(x) + \lambda_2(x) & + & + & + & + \\
\lambda_1(x)\lambda_2(x) & - & 0 & + & 0 \\
\hline
\end{array}
\]
For $x \in [x_1, x_2]$, the matrix $D(x)$ is positive-definite. We can also study the signs of the diagonal terms of the matrix $D(x)$ for $x \in [0, 1]$.

Now let $x_0$ the zero of $D_{1,1}(x)$ ($x_0 \approx 0.6738$). The following tabular gives the signs of the diagonal terms of the matrix $D(x)$:

<table>
<thead>
<tr>
<th>$x$</th>
<th>$0$</th>
<th>$1 - x_0$</th>
<th>$x_0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{1,1}(x)$</td>
<td>$+$</td>
<td>$+$</td>
<td>$0$</td>
<td>$-$</td>
</tr>
<tr>
<td>$D_{2,2}(x)$</td>
<td>$-$</td>
<td>$0$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
</tbody>
</table>

We deduce from this tabular that for $x \in [1 - x_0, x_0]$, our method leads to smaller variances for both estimators.

4 Numerical experiments

We perform a simulation study to evaluate the performances of the procedure proposed in this paper for estimating Sobol indices in a functional linear model, and to compare this procedure with Sobol’s procedure.

We consider the model:

$$Y_i = \sum_{k=1}^{p} \beta^k, X_k^i > + \varepsilon_i,$$  

(18)

where for all $k = 1, \ldots, p$, $X^k$ and $\beta^k$ are defined from the coefficients of their expansions onto an orthonormal basis of $L^2([0, 1])$. For all $k$, we consider the basis corresponding to the eigenfunctions of the Karhunen-Loève expansion of the process $X^k$ and we define the function $\beta^k$ by the coefficients of its expansion onto this basis. For the simulations, the basis that we consider is either the one associated to the Karhunen-Loève expansion of the Brownian motion (that has been recalled in Section 2) or the one associated to the fractional Brownian motion. It is important to recall that the processes $X^k$ and the related functions $\beta^k$ are expanded onto the same basis and that the estimators proposed in this paper will perform well in the case where the coefficients of the functions $\beta^k$ in those basis are non-increasing. The variables $\varepsilon_i$ are i.i.d. Gaussian centered variables with variance $\sigma^2$.

4.1 First example

4.1.1 Using Karhunen-Loève expansion of the Brownian motion

We consider the model (18) with $p = 2$ and $\varepsilon_i = 0$ for all $i$. The processes $X^1$ and $X^2$ are given by a truncated expansion of the Brownian motion onto its Karhunen-Loève basis, with coefficients:

$$\lambda_l = \frac{1}{\pi(l - 1/2)^2}, \ 1 \leq l \leq L;$$

$$\lambda_l = 0, \ l > L.$$

Concerning the functions $\beta^1, \beta^2$, they are respectively characterized by the coefficients $(\gamma_l)_{l \geq 1}$ of their expansion onto the same basis:
1. First Model: let \((\gamma_l^1)\) and \((\gamma_l^2)\) be defined as
\[
\gamma_l^1 = l^{-1/2-1/100}, \quad 1 \leq l \leq L, \quad \gamma_l^1 = 0, \quad l > L;
\gamma_l^2 = l^{-1}, \quad 1 \leq l \leq L, \quad \gamma_l^2 = 0, \quad l > L.
\]
2. Second Model: we suppress the two first coefficients of \(\gamma\) defined as in the first model.
Let \((\gamma_{l}^{(1)})\) and \((\gamma_{l}^{(2)})\) be defined by \(\gamma_{l}^{(1)} = \gamma_{l+2}^{1}\) and \(\gamma_{l}^{(2)} = \gamma_{l+2}^{2}.
3. Third Model: we replace the fourth first coefficients of \(\gamma\) defined as in the first model by 0.
Let \((\gamma_{l}^{(1)})\) and \((\gamma_{l}^{(2)})\) be defined by \(\gamma_{l}^{(1)} = \gamma_{l}^{1}\) and \(\gamma_{l}^{(2)} = \gamma_{l}^{2}.

We denote by \(S = (S^1, S^2)\) the vector of Sobol indices. We perform \(N_{sim} = 5000\) simulations, we set \(L = 100\) and we study the influence of the parameter \(n\) with \(n = 10^2\) or \(10^3\). We compare the estimator \(\hat{S}_m\) of the vector \(S\) defined in Section 3.1 with the SPF estimator defined in Section 3.2. Both estimators are based on \(3n\) observations. The observations are i.i.d. for the estimator \(\hat{S}_m\) and obey to the design described in Section 3.2 for \(\hat{S}_{SPF}\). We set \(m = \lfloor \sqrt{3n/\log 3n} \rfloor\) (i.e. \(m = 7\) or 19) in the definition of the estimator \(\hat{S}_m\).

In the following tables we report an empirical estimator of the bias (\(\text{Bias}(\hat{S}_m)\) and \(\text{Bias}(\hat{S}_{SPF})\)), of the standard deviation (\(\text{Std}(\hat{S}_m)\) and \(\text{Std}(\hat{S}_{SPF})\)) and of the square root of the Mean Squared Error (\(\text{RMSE}(\hat{S}_m)\) and \(\text{RMSE}(\hat{S}_{SPF})\)) for each estimator.

<table>
<thead>
<tr>
<th>(n)</th>
<th>Bias((\hat{S}_m))</th>
<th>Bias((\hat{S}_{SPF}))</th>
<th>Std((\hat{S}_m))</th>
<th>Std((\hat{S}_{SPF}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10*</td>
<td>10^{-4}[6.80, 0.55]</td>
<td>10^{-4}[5.38, 3.79]</td>
<td>10^{-4}[2.26, 2.20]</td>
<td>10^{-4}[2.79, 2.83]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n)</th>
<th>Bias((\hat{S}_m))</th>
<th>Bias((\hat{S}_{SPF}))</th>
<th>Std((\hat{S}_m))</th>
<th>Std((\hat{S}_{SPF}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10*</td>
<td>10^{-1}[1.72, 0.37]</td>
<td>10^{-1}[0.67, 0.61]</td>
<td>10^{-1}[8.04, 5.43]</td>
<td>10^{-1}[7.78, 9.90]</td>
</tr>
<tr>
<td>10*</td>
<td>10^{-1}[7.76, 7.04]</td>
<td>10^{-1}[7.96, 3.52]</td>
<td>10^{-1}[2.92, 1.71]</td>
<td>10^{-1}[2.42, 1.33]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n)</th>
<th>Bias((\hat{S}_m))</th>
<th>Bias((\hat{S}_{SPF}))</th>
<th>Std((\hat{S}_m))</th>
<th>Std((\hat{S}_{SPF}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>10*</td>
<td>10^{-2}[2.91, 0.29]</td>
<td>10^{-2}[2.44, 0.73]</td>
<td>10^{-2}[7.94, 3.89]</td>
<td>10^{-2}[7.11, 0.94]</td>
</tr>
<tr>
<td>10*</td>
<td>10^{-2}[3.93, 0.17]</td>
<td>10^{-2}[5.71, 6.25]</td>
<td>10^{-2}[2.52, 1.27]</td>
<td>10^{-2}[2.24, 3.17]</td>
</tr>
</tbody>
</table>

Those simulations show that as expected the method of the paper provides better MSE as soon as the signal is concentrated on the first terms of the basis.
which is considered. If it is not the case as in the third model, the SPF can be more efficient. Models 2 and 3 are unfavorable to our estimator, but it is worth to notice that in many cases, considering the linear functional regression model, when a signal has weak components on the first elements of the Karhunen-Loève basis it tends to make the influence on the model (Sobol index) smaller.

4.1.2 Using Karhunen-Loève expansion of the fractional Brownian motion

We consider the model (18) with \( p = 2 \) and \( \varepsilon_i = 0 \) for all \( i \). The processes \( X^1 \) and \( X^2 \) are defined by the coefficients of their expansion onto the Karhunen-Loève basis of the fractional Brownian motion (we use an approximation of the eigenvalues):

\[
\lambda_l = \frac{\sin(\pi H)\Gamma(2H + 1)}{(l\pi)^{2H + 1}}, \quad 1 \leq l \leq L; \\
\lambda_l = 0, \quad l > L.
\]

Note that no close form of the Karhunen-Loève basis of the fractional Brownian motion is known but we don’t need it for the simulations, we simply use the fact that \( \langle X^1, \varphi_l \rangle = \sqrt{\lambda_l} \xi_l \), where the variables \( \xi_l \) are i.i.d. standard normal variables.

Concerning the functions \( \beta^1, \beta^2 \), they are respectively characterized by the coefficients of their expansion onto the same basis:

1. First Model: let \( (\gamma_l^1)_l \) and \( (\gamma_l^2)_l \) be defined as

\[
\gamma_l^1 = l^{-1/2 - 1/100}, \quad 1 \leq l \leq L, \quad \gamma_l^1 = 0, \quad l > L; \\
\gamma_l^2 = l^{-1}, \quad 1 \leq l \leq L, \quad \gamma_l^2 = 0, \quad l > L.
\]

2. Second Model: we suppress the two first coefficients of \( \gamma \) defined as in the first model.

Let \( (\gamma_l^{1'})_l \) and \( (\gamma_l^{2'})_l \) be defined by \( \gamma_l^{1'} = \gamma_{l+2}^{1} \) and \( \gamma_l^{2'} = \gamma_{l+2}^{2} \).

We perform \( N_{sim} = 5000 \) simulations, \( L = 100 \) and study the influence of the parameter \( n \). We set \( H = 1/8, \ m = \lfloor \sqrt{3n}/\log(3n) \rfloor \) in the definition of \( \hat{S}_{n} \) and denote by \( S = (S^1, S^2) \) the vector of Sobol indices.

In the following tabulars we report the simulation results.

<table>
<thead>
<tr>
<th>( n )</th>
<th>First Model: ( S = (0.5551, 0.4448) )</th>
<th>Bias(( \hat{S}_{n} ))</th>
<th>Bias(( \hat{S}_{\text{SPF}} ))</th>
<th>Std(( \hat{S}_{n} ))</th>
<th>Std(( \hat{S}_{\text{SPF}} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^4 )</td>
<td>( 10^{-2}[2.55, 0.39] )</td>
<td>( 10^{-3}[5.55, 6.94] )</td>
<td>( 10^{-2}[7.28, 6.91] )</td>
<td>( 10^{-2}[8.79, 9.32] )</td>
<td></td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>( 10^{-3}[6.78, 0.15] )</td>
<td>( 10^{-3}[8.22, 2.63] )</td>
<td>( 10^{-3}[2.30, 2.16] )</td>
<td>( 10^{-3}[2.74, 2.91] )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n )</th>
<th>Second Model: ( S = (0.7875, 0.2127) )</th>
<th>Bias(( \hat{S}_{n} ))</th>
<th>Bias(( \hat{S}_{\text{SPF}} ))</th>
<th>Std(( \hat{S}_{n} ))</th>
<th>Std(( \hat{S}_{\text{SPF}} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^4 )</td>
<td>( 10^{-3}[6.84, 0.56] )</td>
<td>( 10^{-3}[5.15, 5.15] )</td>
<td>( 10^{-3}[7.89, 5.04] )</td>
<td>( 10^{-3}[7.54, 9.37] )</td>
<td></td>
</tr>
<tr>
<td>( 10^5 )</td>
<td>( 10^{-3}[2.06, 0.07] )</td>
<td>( 10^{-3}[3.59, 4.08] )</td>
<td>( 10^{-3}[2.60, 1.60] )</td>
<td>( 10^{-3}[2.37, 3.13] )</td>
<td></td>
</tr>
</tbody>
</table>
The same conclusion holds: if the signal is not concentrated on the first terms of the basis which is considered, then the SPF can be more efficient. When this is not the case, our estimator has better performances than the SPF for a similar number of observations.

4.2 Second example

4.2.1 Using Karhunen-Loève expansion of the Brownian motion

We consider the model (18) with \( p = 4 \) and \( \varepsilon_i = 0 \) for all \( i \). The processes \( X^k_i \) for \( 1 \leq k \leq p \) and \( 1 \leq i \leq n \) are i.i.d. and defined as \( X^2 \) and \( X^2 \) in Section 4.1.1.

1. First Model: concerning the functions \( \beta^k \) for \( k = 1, \ldots, 4 \), they are respectively characterized by their coefficients \( (\gamma^k_i)_l \)'s \( k = 1, \ldots, 4 \) of their expansion onto the same basis:

\[
\gamma^1 = (l + 1)^{-1/2 - 1/100}, \quad 1 \leq l \leq L, \quad \gamma^1 = 0, \quad l > L;
\]

\[
\gamma^2 = (l + 1)^{-1}, \quad 1 \leq l \leq L, \quad \gamma^2 = 0, \quad l > L;
\]

\[
\gamma^3 = (l + 1)^{-2}, \quad 1 \leq l \leq L, \quad \gamma^3 = 0, \quad l > L;
\]

\[
\gamma^4 = (l + 1)^{-3/2}, \quad 1 \leq l \leq L, \quad \gamma^4 = 0, \quad l > L.
\]

2. Second Model: we replace the first coefficient of \( \gamma \) defined as in the first model by 0.

Let for \( k = 1, \ldots, 4 \), \( (\gamma'^k_i)_l \) be defined by \( \gamma'^k = 0 \) and for \( l \geq 2 \) by \( \gamma'^k = \gamma^k \).

3. Third Model: we suppress the two first coefficients of \( \gamma \) defined as in the first model.

Let for \( k = 1, \ldots, 4 \), \( (\gamma''_i)_l \) be defined by \( \gamma''_i = \gamma''_i \).

We perform \( N_{sim} = 5000 \) simulations, \( L = 100 \) and we study the influence of the parameter \( n \), where 5n observations are used for both methods. We set \( m = |\sqrt{5n}/\log(5n)| \) in the definition of \( \hat{S}_m \) and denote by \( S = (S^1, S^2, S^3, S^4) \) the vector of Sobol indices.

In the following tabulars we report the simulation results. We see here that the method based on \( U \)-statistics always leads to better results than the SPF method. This is due to the fact that the SPF method needs 5n simulations to estimate the four Sobol indices. With the same number of simulations, the method proposed in the paper performs better, even in the second and third model. Let us recall that a drawback of the method proposed in this paper is that the distribution of the input processes \( X^1, \ldots, X^p \) is assumed to be known which is not necessary for the method SPF.
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