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Abstract
Brain oscillatory correlates of spatial navigation were investigated using blind source separation (BSS) and standardized low resolution electromagnetic tomography (sLORETA) analyses of 62-channel EEG recordings. Twenty-five participants were instructed to navigate to distinct landmark buildings in a previously learned virtual reality town environment. Data from periods of navigation between landmarks were subject to BSS analyses to obtain source components. Two of these cortical sources were found to exhibit significant spectral power differences during navigation with respect to a resting eyes open condition and were subject to source localization using sLORETA. These two sources were localized as a right parietal component with gamma activation and a right medial-temporal–parietal component with activation in theta and gamma bandwidths. The parietal gamma activity was thought to reflect visuospatial processing associated with the task. The medial-temporal–parietal activity was thought to be more specific to the navigational processing, representing the integration of ego- and allo-centric representations of space required for successful navigation, suggesting theta and gamma oscillations may have a role in integrating information from parietal and medialtemporal regions. Theta activity on this medial-temporal–parietal source was positively correlated with more efficient navigation performance. Results are discussed in light of the depth and proposed closed field structure of the hippocampus and potential implications for scalp EEG data. The findings of the present study suggest that appropriate BSS methods are ideally suited to minimizing the effects of volume conduction in non invasive recordings, allowing more accurate exploration of deep brain processes.
Introduction

Medial temporal lobe (MTL) structures, the hippocampus in particular, have been implicated in the process of spatial navigation. After identifying ‘place cells’ in the rodent hippocampus which fired based on position in the environment, O’Keefe and colleagues postulated a cognitive map of the environment stored within the hippocampus (O’Keefe & Nadel, 1978). Single-unit recordings have since demonstrated the presence of hippocampal cells with similar properties in primates (Hori et al., 2005; Matsumura et al., 1999) and humans (Ekstrom et al., 2003). Hippocampal place cells interact with cells from surrounding structures including grid cells of the entorhinal cortex (Hafting et al., 2005) to provide a representation of space (Moser et al., 2008). Functional neuroimaging has enabled exploration of brain processes involved in human spatial navigation, using virtual reality (VR) tasks to simulate navigation through realistic three-dimensional environments. This research has consistently shown increased activity in the right MTL, as well as parietal regions, among a network of active areas during navigation (Grön et al., 2000; Hartley et al., 2003; Iaria et al., 2007; Maguire et al., 1998). Further, neuropsychological testing of humans with damage to the hippocampus, and surrounding MTL has demonstrated a number of spatial processing and memory deficits (Astur et al., 2002; Bohbot et al., 1998; Lee et al., 2005; Nunn et al., 1999; Parslow et al., 2005).

Recent models of spatial processing have integrated findings from rodent research, functional neuroimaging and neuropsychological deficits in humans, working to highlight a role for MTL and parietal regions. The hippocampus and surrounding MTL structures are thought to be important for long-term allocentric (world-centred) representations of the environment, whilst the parietal lobe has been proposed as providing short-term egocentric (self-centred) representations within the environment.
(Burgess, 2008; Byrne et al., 2007; Whitlock et al., 2008). In reviewing recent progress in the understanding of the MTL in spatial processing, Moser et al. (2008) highlight the gap in understanding as to how spatial representations of the MTL interact with other regions, such as the parietal lobe, also important for spatial navigation. In line with rodent findings, Byrne et al. (2007) propose the theta rhythm is ideally suited to facilitate communication between MTL and parietal regions. However the importance of gamma, as well as theta, oscillations in long-term representations of space in the rodent hippocampus has been demonstrated (for a review, see Lisman, 2005). Further, recordings from rodent hippocampus and neocortex suggest neocortical gamma phase is modulated by hippocampal theta (Sirota et al., 2008), and theta/gamma coupling has been proposed as a neural coding system beyond the hippocampus (Lisman, 2005; Lisman and Buzsáki, 2008). From this, one may speculate that theta and gamma activity facilitate the information transfer of different spatial representations required for successful navigation.

Much of the research exploring oscillatory correlates of human spatial navigation has utilized intracranial EEG (iEEG) recordings, due to the difficulties in recording activity from the implicated deep medial temporal regions. Using iEEG recordings from epileptic patients during VR maze navigation, task dependent theta bursts have been identified in subdural grid electrodes in neocortex (Caplan et al., 2001; Kahana et al., 1999). Expanding on these findings, Caplan et al. (2003) found navigation-related theta activity across cortical sites during VR town navigation, which was later shown to covary with navigation-related hippocampal theta (Ekstrom et al., 2005). While supporting the hypothesized role for theta integrating allocentric information from the hippocampus with
other cortical regions required for successful navigation, work from this research group has also highlighted navigation-related activity in numerous frequency ranges – including gamma oscillations (Caplan et al., 2001; Ekstrom et al., 2005; Jacobs et al., 2009).

Non-invasive techniques such as EEG and MEG provide an opportunity to explore this relationship in larger samples of healthy volunteers. EEG studies of maze navigation have reported increased theta power (Bischof and Boulanger, 2003), and increased theta coherence between right parietal and temporal regions (Mackay et al., 2001). However, such analyses do not facilitate any real conclusions as to the involvement of the MTL in spatial navigation. Complicating matters further, the hippocampus has traditionally been viewed as a closed field structure (e.g. Fernández et al., 1999) - isopotentially zero external to the hippocampus proper due to its cellular architecture (Lorente de Nô, 1947) - making any inferences as to hippocampal activity from non-invasive recordings difficult. Whilst some reports have challenged the notion of the hippocampus as a closed field structure; anatomically and electrophysiologically realistic modelling of the hippocampus and other deep structures suggests non-invasive EEG and MEG may in fact be capable of localizing such activity (Attal et al., 2009), and hippocampal theta has been reported using MEG (Tesche and Karhu, 2000), direct evidence is lacking which would allow firm conclusions as to hippocampal contribution to surface recorded EEG. Regardless, it has been proposed that task induced scalp theta activity may provide an indirect ‘window’ with which to view cortico-hippocampal communication (Bastiaansen & Hagoort, 2003).

Elevated theta power associated with VR navigation has been demonstrated using MEG (Cornwell et al., 2008; de Araújo et al., 2002). Using a VR town navigation task, a
strong increase in theta power during periods of navigation was localized to temporal and parietal regions using a single current dipole model; the authors concluding that more sophisticated source modelling could provide more definitive evidence of medial temporal involvement (de Araújo et al., 2002). Using a beamformer spatial filtering technique, elevated theta activity during navigation using a modified VR Morris water maze was observed in left hippocampal and parahippocampal regions (Cornwell et al., 2008). This left medial temporal lobe activity was found to correlate with successful navigation. Subsequent exploratory analysis of the whole brain volume revealed theta sources were largely confined to left temporal and frontal regions. The use of an ‘aimless movement’ control condition may have understated the role of other important parts of the navigation network, given previous reports of virtual movement suggest the presence of ‘movement-related theta’ (Ekstrom et al., 2005). If a significant portion of the network is active during any virtual movement, the use of such a condition for contrast may explain why theta source activity was only observed in left medial temporal regions, in contrast with much of the navigation literature showing either bilateral or right lateralised involvement.

Given that the magnetic field of a deep dipolar source will fall off at a rate greater than the equivalent electric field (Nunez and Srinivasan, 2006), EEG may represent a more natural candidate for the study of deep regions such as the medial-temporal lobe. Still, deep sources represent a challenging scenario for EEG source localization techniques, as observed EEG is the sum of activity from widespread brain sources (plus artifacts) as a result of volume conduction (Nunez and Srinivasan, 2006), and superficial or strong sources make deeper or weaker sources difficult to localize with popular source
localization techniques such as standardized Low Resolution Electromagnetic Tomography (sLORETA; see for example Wagner et al., 2004). Recently, data independent and data driven spatial filters have been applied to EEG data as a means of minimising the effects of volume conduction, thus enhancing the sensitivity of source localization techniques (Congedo, 2006; Onton et al., 2006).

Blind Source Separation (BSS) is a group of processing techniques which seek to identify source activity from a mixed signal, and has been employed in a variety of fields including speech processing (Jang et al., 2002), face recognition (Yuen and Lai, 2002), wireless communication (van der Veen et al., 1997), radar applications (Fiori, 2003), and with a range of biomedical signals (James and Hesse, 2005). In EEG data BSS has been used for the identification and removal of artifacts (Delorme et al., 2007a; Romero et al., 2008) and to provide source identification prior to a source localization step (Mutihac and Mutihac, 2007). After decomposing the observed EEG into a number of elementary additive sources subsequent source localization is more reliable, typically capable of exact localization of single equivalent dipoles. BSS techniques have been used to enhance source localization efforts with ERP data (Marco-Pallarés et al., 2005; Grau et al., 2007), ictal EEG in epilepsy (Leal et al., 2007; 2008), and task-related time-frequency domain EEG (Onton et al., 2005; Delorme et al., 2007b; Huang et al., 2008).

Several BSS methods, including independent component analysis (ICA), exist. Based on physiological and statistical consideration the Approximate Joint Diagonalization of Fourier Cospectral matrices (AJDC) has been suggested as a method well suited to EEG data (Congedo et al., 2008). In its basic form AJDC seeks a linear transformation of the data jointly diagonalizing Fourier cospectral matrices at multiple
frequencies. As these matrices hold in the off-diagonal part the in-phase covariance of all pair-wise EEG sensors, their diagonalization produces spatial filters extracting uncorrelated sources. Since the diagonalization set includes several frequencies, one is assured to extract source components as long as they have non-proportional power-spectra, whereas each isolated component may involve either focal or distributed regions oscillating synchronously (in-phase with same or opposite sign) at the same frequencies. Using this AJDC approach components obtained from scalp EEG recordings have demonstrated high correlations with simultaneously recorded subdural iEEG in a study on tinnitus (van der Loo et al., 2007). More recently, the AJDC method has been extended to group data analysis to obtain a common set of filters describing the sample under study (Congedo et al., 2010).

The aim of the present work was to pursue this line of inquiry, exploring the generators of brain oscillatory activity in spatial navigation, using group-BSS to identify sources which could then be subject to source localization methods. Based on recent models of spatial cognition, and research using iEEG and MEG, it was hypothesized that navigation would be associated with increased medial temporal lobe and parietal lobe activity, particularly in the theta frequency band. The novelty of the present study in the context of the existing literature on spatial navigation resides in the use of a group-BSS method applied to scalp EEG to visualize MTL activity.
Methods

Participants

The sample consisted of 25 healthy right-handed volunteers with normal or corrected-to-normal vision and no history of head injury, epilepsy or psychiatric diagnoses (13 Female ($M = 24.62, SD = 4.84$); 12 Male ($M = 24.75, SD = 4.83$)). All participants reported experience with computer and video games, the majority rating themselves as ‘occasional users’. Written informed consent was obtained from all participants, in accordance with the Swinburne University Research Ethics Committee.

EEG Acquisition

EEG activity was recorded using an electrode cap with 62 scalp electrodes positioned according to the extended 10-10 system (Quik-Caps; Neuro Scan Inc., Abbotsford, VIC, AUS). On-line recordings were referenced to an electrode positioned between Cz and Cpz, with a ground electrode between Fz and Fpz. In order to monitor eye movement and blinks, additional electrodes were placed on the infraorbital and supraorbital regions of the left eye, as well as a bipolar channel located at the outer canthi of each eye. Recordings were also taken from both left and right mastoids, to facilitate a linked mastoid reference in off-line analysis. Electrode impedance at all sites was maintained below 5kΩ. EEG recordings were digitized at 500Hz with a band-pass filter between 0.1Hz and 70Hz and a notch filter at 50Hz (single-pole Butterworth, 6dB down at cut-offs) using the SynAmps2 amplifier system and Scan 4.3 Acquisition software (Neuroscan, Inc.).

Procedure
Participants were seated 60cm from a 17 inch LCD monitor in a dimly lit room. Baseline eyes open (2.5 minutes, fixation on centre of blank screen) and eyes closed (2.5 minutes) recordings were obtained, followed by completion of an EOG calibration task comprising a series of blinks, and left, right, up and down eye movements (calibration data was not utilized for this study). At this time, participants were given 10 minutes to learn the layout of the virtual reality town where no active instructions or buttons were present within the town (see town description below). Participants were instructed to try and form a mental representation of the layout of the town, paying particular attention to the landmark buildings. Pilot testing indicated 10 minutes was sufficient time to successfully learn the layout of the town (pilot participants were allowed to navigate through the town for as long as desired, until they felt they knew the location of all landmarks, after which time they were given a generic topographic map with the same street and building layout as the town, only with blank buildings. Participants were required to indicate where each of the landmarks were located; 10 minutes ensured correct identification of landmark locations). After the learning period, an unrelated simplified navigation task was carried out where subjects were required to move themselves within a small virtual room so as to face a particular orientation with respect to a central landmark (used in Seixas et al., 2006). The primary purpose of this period was to provide a delay of at least 5-7 minutes between learning the town layout and beginning the navigation task. Recordings were then made whilst participants completed the navigation task.

Virtual town navigation
Using the high resolution adaptation of Duke Nukem 3D (Duke Nukem 3D: 3D Realms Entertainment, Apogee Software Ltd.; High Resolution Pack: GNU General Public Licence), the virtual reality town was created using the associated map editor software (BUILD, Ken Silverman, 3D Realms Entertainment). Resolution of the enhanced version is 1280 x 1024; four times the resolution of the original. As with recent town navigation studies, a simple town was deemed appropriate to facilitate completion of the task in similar times across participants and ensure comparison of accurate navigation only (de Araújo et al., 2002). The town consisted of a five by four grid of streets and a series of buildings, including six city landmarks: a Cinema, Aquarium, Restaurant, Fire Station, Pyramid and Bar (Figure 1a). Participants navigated from a 3D first-person (see Figure 1b) view using the four arrow keys on a standard computer keyboard, and used the space bar to press a button located at each landmark. At the beginning of the navigation condition, participants were required to push a button at their start location, at which time instructions appeared to navigate to one of the landmark buildings. Upon arrival at that landmark, they were again required to find and push a button located on the landmark, then follow further instructions to navigate to another landmark building. Participants navigated to each of the six landmark buildings once, pushing a button located on the target building which provided instructions to move onto another landmark. Navigation task completion was recorded and reviewed to quantify performance.

****Insert Figure 1a****

****Insert Figure 1b****

*EEG Data pre-processing*
Baseline and navigation recordings were re-referenced to a linked mastoid reference, and band-pass filtered (FIR, 24dB/Octave) in the range 1-44 Hz using Scan 4.3 Edit Software (Neuroscan, Inc.). The first eight seconds of navigation to each of the six landmarks were selected for each participant. Eight seconds corresponded to the minimum time for a participant to travel the distance between the closest two landmarks, ensuring the participant was actively navigating throughout the selected period. This resulted in 48-seconds of navigation data for each participant (six landmarks x eight seconds). Baseline eyes open data of the same length was selected from approximately 20-seconds into the resting eyes open recording. To facilitate further computation all data were down-sampled to 128 Hz using a natural cubic spline interpolation routine (Congedo et al., 2002). Both segments of navigation and baseline data, including the 62 EEG electrodes as well as the two vertical EOG channels were concatenated into a single file for each participant.

For each participant the data was then decomposed using AJDC (Congedo et al., 2008), whereupon the most energetic EOG component and EMG component were identified and removed from the data by linear filtering using ICoN software\(^1\). The AJDC algorithm consisted of estimating 1-Hz resolution Fourier cospectral matrices (Bloomfield, 2000; p. 207) by Fast Fourier Transform (FFT) averaging over 50% overlapping 1-second epochs as per the well-established Welch method (Welch, 1967). A Welch tapering window was multiplied to each epoch to reduce side-lobe effects in FFT estimations. Then, the approximate joint diagonalization (AJD) for average cospectra in the range 1 to 28 Hz was obtained using the algorithm proposed by Tichavský and Yeredor (2009). Following our previous studies, this upper limit for the diagonalization

---

\(^1\) Available for free download at http://www.lis.inpg.fr/pages_perso/congedo/MC_Software.html
set (28 Hz) followed the analysis of grand-average cospectral structures. For frequencies above 28 Hz it was verified in our data that the cospectral matrices become more and more diagonal, indicating a dropping of the signal-to-noise ratio. Thus, limiting the AJD to lower frequency effectively allows a more noise-resistant estimation of the spatial filters. Nonetheless, such spatial filters apply equally well to all frequencies due to the assumption of a linear instantaneous mixing model (Congedo et al., 2008; 2010).

**Group Analysis**

Group BSS analysis followed four steps: (a) source identification using BSS, (b) testing for sources demonstrating spectral power differences from baseline to navigation, (c) source localization of those source components demonstrating spectral power changes, (d) correlating spectral power with navigation performance for those sources and bands showing significant task-related activity. The group-AJDC algorithm diagonalizes the grand average cospectral matrices. Since we are interested in brain activity related to spatial navigation, the grand-average (N=25) was computed on navigation data only. The AJDC algorithm specifications were as previous, but in this case a subspace reduction by truncated whitening limited the estimated components to 36, allowing more than 99% of explained variance to be preserved in the solution (Mean Square Representation Error = 0.0093). Such a subspace reduction strategy improves the signal-to-noise ratio while preserving the data of interest and makes the ensuing analysis more easily interpretable.

For each of the group source components obtained from the navigation condition, log transformed spectral power in the range 1-44 Hz was computed in 1-Hz frequency bins for both navigation and baseline condition, for each subject separately. Finally, a
rank-transformed permutation t-max test (Westfall and Young, 1993) was used to determine frequency bands where navigation and baseline source power significantly differed (30k random permutations). This method automatically corrects for the number of simultaneously tested null hypotheses (multiple comparisons) along frequencies within each component, whilst a Bonferroni adjusted significance threshold of $p=0.00139$ was used to control for multiple comparisons across the 36 components (0.05/36). Source components displaying significant results were localized in cortical space by applying the sLORETA inverse solution, after centering (referencing to the common average, which is necessary for sLORETA estimations; Congedo et al., 2008), the corresponding column of the estimated BSS mixing matrix. For the sLORETA inverse solution (Pascual-Marqui, 2002) the regularization parameter (Tikhonov regularization, see Congedo, 2006) was set to $10^3$. We used the head model of the Key-Institute for Brain-Mind Research (Zurich, Switzerland), which incorporates a 3-shell spherical head model co-registered to the anatomical brain atlas of Talairach and Tournoux (1988), and makes use of standard EEG electrode coordinates derived from cross-registration between spherical and realistic head geometry (Towle et al., 1993). The solution space is restricted to cortical gray matter using the digitized probability atlas of the Brain Imaging Center at the Montreal Neurological Institute (Collins, Neelin, Peters, & Evans, 1994), divided in 2394 voxels measuring 7 x 7 x 7 mm.

Spectral power estimates for scalp electrode sites were obtained from the same navigation and resting eyes open datasets used in the group BSS analysis. These spectral estimates followed the same procedure as that used to derive spectral estimates used as part of the group-BSS analysis. The same rank-transformed permutation t-max test
(Westfall and Young, 1993) was used to determine frequency bands where navigation and baseline scalp electrode spectral power significantly differed. This analysis used the same significance testing strategy as for the group BSS sources, where the t-max test controls for multiple comparisons across frequencies, and Bonferroni correction was used to control for the comparisons across all electrodes (0.05/62 = 0.0008). Scalp maps of t-scores contrasting grand average power spectra during navigation versus eyes open baseline condition were also generated to explore those electrode locations where power in the theta band increased beyond baseline levels.

**Results**

Task performance was quantified as the summed latency (in seconds) from initiation of each block of navigation to arrival at each landmark. Whilst the task was designed to be relatively easy, variable performance was apparent across participants (mean latency = 151.64 seconds, $SD = 11.67$). As walking speed within the task was uniform, greater latency reflects greater distance travelled in order to reach landmarks, and thus less efficient navigation. This performance could then be correlated with those measures of brain activity which show modulation by the task.

*Group BSS results*

Three source components showed frequency bandwidths which significantly differed from baseline to navigation at the strict level of significance$^2$: Components Two, 

---

$^2$ At a less stringent level of significance ($p<.05$), a number of other sources displayed spectral power differences from baseline to navigation. These included a posterior alpha source (maximal in precuneus) demonstrating significantly greater 9-13 Hz activity during baseline than navigation. Further, a source localised to left precentral regions showed greater relative power from 9-12 Hz during baseline, and significantly elevated 43-44 Hz absolute power during navigation. This likely reflected motor processing associated with right-hand keyboard presses required for navigation.
Five and Six (Table 1). Component Six was deemed to be an artifactual component, thus will be discussed separately.

**Insert Table 1**

Component Two was localized to right parieto-occipital regions, showing greater beta and gamma power during navigation. Whilst the significant voxels comprised an extended area, the sLORETA solution shows a focal right parietal distribution, centered in inferior parietal gyrus. Component Five was largely localized to right parietal and medial temporal lobe regions, with significantly elevated theta power during navigation. As with de Araújo et al. (2002), peak theta activity was at the low end of the traditionally defined bandwidth. Unlike Component Two, the sLORETA solution demonstrated multiple sources, with both right parietal and medial temporal regions implicated. Using a less stringent significance threshold (0.2/36; $p = 0.0056$), the active theta bandwidth was larger and a marginally significant increase in gamma power was also noted on this component during navigation. The source localization and power spectra of the two cortical sources found to show navigation-related activity are presented in Figures 2 and 3.

**Insert Figures 2a, 2b & 3a, 3b***

Component Six demonstrated a bilateral frontal scalp distribution (F7 and F8 centered), was localized to inferior frontal regions and showed significantly greater

---

3 A complete re-analysis of the data with a broader frequency range was carried out in order to provide a confirmatory analysis of gamma findings. In order to facilitate analysis with a sampling rate of 128, data was band-pass filtered in the range 1-64Hz. Artifact reduction and group BSS were applied as described. Very similar sources, both in terms of spatial localization and spectral properties were observed as part of the BSS results. Most pertinent, Component Five showed a similar source profile, with 3 of the strongest 9 voxels localized to parahippocampal gyrus, and 3 in the precuneus. Contrasting spectral power on this source during navigation with baseline showed significantly (p<.05) increased 3-5Hz activity, as well as 44-47 Hz, 52-53 Hz & 55-63 Hz activity. These results confirmed the observation of increased gamma activity on the medial temporal/parietal source.
power in the 1-6 Hz bandwidth during navigation. This was deemed eye movement artifact; induced by exploring the visual environment presented within the task. Whilst the most energetic eye artifact component was removed during pre-processing, the removed artifact was likely eye blinks, and Component Six represents remaining lateral eye movement.

Finally, bands showing spectral power increases during navigation for Components Two and Five were correlated with navigation latency. Continuous bins to show significant increases were pooled, resulting in power estimates for four separate bands (Component Two: gamma (42-44Hz) & beta (28Hz); Component Five: theta (3-6Hz) & gamma (44Hz)), which were then log transformed. Spectral data for each band was then plotted against navigation latency, inspected for outliers, and Spearman rank correlations calculated. Two outliers were removed from the correlation analyses. A significant negative association between Component Five theta and navigation latency was observed ($r_s=-.659, p=.001$). Greater theta power on this medial temporal-parietal source was associated with more efficient navigation (see Figure 4). No association was observed between spectral data for Component Two gamma, beta, or Component Five gamma, and performance.

****Insert Figure 4****

*Scalp EEG analysis*

Average spectral power at scalp electrode sites was obtained for both baseline and navigation conditions. Representative power spectra at a number of scalp sites are presented for the navigation condition (Figure 5a). Results of the permutation t-max tests showed that only increased power at 1Hz and 2Hz was observed at electrodes F7, F4, and
F6. This is presumably the result of such a strict significance threshold and the lower signal-to-noise ratio of scalp analyses. To further probe scalp sites showing theta power differences during navigation, scalp maps of t-scores obtained from contrasting spectral power during navigation with that of baseline spectral power were obtained. Scalp maps of these t-scores in the lower theta band are shown in Figure 5b. Sites where theta power increased from baseline to navigation were largely confined to parieto-occipital regions. The increased theta in lateral frontal sites is likely the same EOG artifact isolated in Component Six of the BSS solution. Thus, while theta power was maximal around the frontal midline, theta power in this region did not increase from the resting eyes open condition; rather it was theta power in more posterior regions that increased during navigation.

**Insert Figure 5a & 5b**

**Discussion**

The present study utilized blind source separation and source localization of high density EEG recordings to further explore brain correlates of spatial navigation. In line with predictions two source components showed significant navigation-related activity: a right parietal source with elevated beta and gamma activity, and a right medial temporal-parietal source with increased theta and gamma activity. Theta activity from this source was correlated with navigation performance, where greater theta activity was associated with more efficient navigation. These findings are in agreement with the bulk of the literature exploring navigational processing, further supporting recent models of spatial cognition in highlighting the role of parietal and medial temporal lobe regions (Byrne et al., 2007; Burgess, 2008; Whitlock et al., 2008). That such results were obtained using
scalp-recorded EEG suggests non-invasive techniques such as this may offer legitimate tools for the investigation of complex cognitive processes involving generators beyond those immediately proximal to the surface.

**Gamma activity in the right parietal region**

The right inferior parietal source with activation in beta and gamma bands likely reflects visuo-spatial processing induced by the task. Right lateralized gamma activity has also been reported in a recent iEEG study using virtual town navigation associated with movement- and search-related processing, particularly in temporal, parietal and occipital electrode placements (Jacobs et al., 2010). Given the role of the parietal lobe in numerous aspects of spatial cognition, including basic visuo-spatial processing and egocentric representations of space, gamma activity in this region likely reflects the importance of these processes during spatial navigation.

**Theta/gamma activity in right medial temporal-parietal regions**

Given that the BSS method we employed (AJDC) specifically seeks uncorrelated components with non-proportional power-spectra, multiple regions identified on a single component can be conceived as a network oscillating in-phase (with same or opposite sign) at the same frequency. Thus, in the present research a medial temporal-parietal network emerged during spatial navigation displaying in-phase theta activity, as well as in-phase gamma activity. Whilst the medial temporal lobe has long been implicated in allocentric representations of the environment, and the precuneus of the parietal lobe thought to be important for egocentric representations of environment, our findings suggest a coupling between the two regions during navigation. Such coupling will form the object of a dedicated investigation.
Whilst the use of a resting eyes-open contrast condition does not control for non-specific factors, the observation that this theta activity is correlated with navigation performance links this activity with efficient navigation. Gamma and theta oscillations have been linked with numerous aspects of human spatial navigation using iEEG (Caplan et al., 2001; Ekstrom et al., 2005; Jacobs et al., 2009) and MEG (Cornwell et al., 2008; 2010; de Araújo et al., 2002). Our findings replicate observed theta and gamma oscillations within parietal and medial temporal regions during spatial navigation. We speculate that the theta and gamma oscillations are coherent, providing a mechanism by which medial temporal and parietal brain regions communicate during navigation; an important piece of the puzzle currently missing from the spatial navigation literature (Moser et al., 2008). Interestingly, it has been suggested that findings from spatial navigation research may provide insights into other aspects of cognitive brain function (Buzsáki, 2005), and mounting evidence suggests a functional link between theta and gamma oscillatory activity and cortico-hippocampal communication as part of a broader mechanism of processing within the brain (Babiloni et al., 2009; Lisman and Buzsáki, 2008; Sirota et al., 2008).

_Hippocampal activity, the theta rhythm, and scalp EEG_

Whilst medial temporal activity reported herein included activity in medial temporal voxels, there exists a view that the hippocampus is a closed field structure and thus does not contribute to scalp recorded EEG. Owing to its cylindrical structure, it has been proposed that neurons of the hippocampus form a radially symmetric field, and there is evidence to suggest some aspects of hippocampal activity are not detected immediately beyond the structure itself (Fernández et al., 1999; 2002; Rosburg et al.,
However, early modelling on which this notion was based employed a simplified closed sphere of simultaneously active neurons not designed to simulate the hippocampus (Klee and Rall, 1977), and more recent modelling of deep brain structures, including the hippocampus, challenge the notion that hippocampal activity cannot be detected using EEG and MEG recordings (Attal et al., 2009). Given these unresolved issues, combined with the use of a standard head model, we take the conservative view that the medial temporal lobe activity reported herein reflects parahippocampal theta activity. Given the strength of afferent and efferent hippocampal projections with the surrounding parahippocampal regions (indeed, parahippocampal cortex “accounts for the large majority of the cortical input to the hippocampus”, Burwell, 2000, p.25), such activity may provide an ideal window on hippocampal function using non-invasive recordings. Future research incorporating task-related intracranial EEG from hippocampal regions and surface EEG recordings will enable greater insights as to the contribution of hippocampal activity in surface recorded EEG.

Source localization with AJDC and sLORETA

EEG recordings from a given electrode sensor represent the summed activity of multiple source signals, plus extra-cerebral sources (eg. EOG), as a result of volume conduction (see Congedo et al., 2008 for a review). When exploring deeper cortical sources these effects are exacerbated, making source localization attempts from EEG even more difficult (eg. Wagner et al., 2004). BSS methods such as AJDC may be a suitable method for counteracting volume conduction effects which lead to the ‘poor spatial resolution’ of EEG recordings. Whilst source localization of ERP data has provided suggestive evidence of memory-related medial temporal lobe activity, averaged
responses across many trials are required to enhance signal-to-noise ratio (Alhaj et al., 2006). BSS techniques combined with source localization provide a useful tool for exploring task-related EEG (eg. Delorme et al., 2007b), as well as applications in real-time EEG fields such as neurofeedback and brain-computer interfaces (Congedo, 2006) and clinical studies comparing patients to normative databases (Congedo et al., 2010).

Limitations and conclusions

The use of a resting eyes open ‘baseline’ condition for comparison is a common method adopted in a variety of fields in cognitive neuroscience, but is not without problems (eg. Stark and Squire, 2001). Pre-task resting conditions have been shown to have their own electrophysiological correlates (Chen et al., 2008; González-Hernández et al., 2005), suggesting caution is necessary when interpreting analyses with a resting eyes open comparison condition. While a line-following control condition has been used in fMRI and PET navigation studies (eg. Hartley et al., 2003; Iaria et al., 2007), EEG studies have reported theta and gamma activity associated with a number of behaviours associated with virtual movement (Caplan et al., 2003; Jacobs et al., 2009), suggesting a line-following control is inappropriate in such studies. de Araújo et al. (2002) explored an appropriate control condition in an MEG study of human navigation, focussing on theta activity. These researchers excluded frontal midline theta, the motor demands of the task, and passive viewing of the visual environment as factors explaining enhanced theta in virtual town navigation, albeit using MEG sensors largely distributed over temporal regions. Finally, after reporting no differences between eyes open resting and stationary route-planning conditions, navigation data was compared to a pooled control condition using both of these stationary conditions. Scalp maps of theta activity associated with
navigation in the present study also indicated that increased theta activity originated from posterior scalp sites, and not frontal midline locations. While the present findings require replication and extension, viewed in light of the correlation between the observed theta activity and navigation performance, the use of an eyes open resting condition for comparison appears sufficient.

A further limitation of our study is the use of a standard head model and standard electrode coordinates, which lowers the spatial resolution and precision of our analysis. A better procedure would be to use individual head models and actual electrode coordinates to compute the inverse solution in each individual and then co-register the result in a standard head model.

Brain oscillatory activity associated with human spatial navigation has been difficult to study due to the depth of implicated brain regions, and the limited information gained from traditional analysis of non-invasive recording techniques. Using AJDC coupled with source localization, two source components were found to show navigation-related activity: a right parietal source largely with gamma activation, and a right medial temporal-parietal source with theta and gamma activation. These findings further suggest theta activity is involved in integrating information from medial temporal and parietal regions active during spatial processing, while also implicating gamma activity in this role. Developing analysis techniques, such as AJDC coupled with source localization procedures, may enable insights into deeper brain processes from surface EEG recordings.
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Table 1

Overview of source components with significant differences from Baseline to Navigation

<table>
<thead>
<tr>
<th>Frequency Bandwidths</th>
<th>Most Significant Voxels</th>
<th>Talairach Coords</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Navigation &gt; Control)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Component 2  *** 28 Hz; 42 – 44 Hz</td>
<td></td>
<td>60   -39  29</td>
<td>Inferior Parietal (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-59  -60  36</td>
<td>Supramarginal Gyrus (L)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32   -88  29</td>
<td>Superior Occipital (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-59   -4  29</td>
<td>Precentral Gyrus (L)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-31  -88  36</td>
<td>Precuneus (L)</td>
</tr>
<tr>
<td>Component 5  *** 3 - 4 Hz</td>
<td></td>
<td>4    -60  50</td>
<td>Precuneus (R)</td>
</tr>
<tr>
<td>*3 – 6 Hz; 44Hz</td>
<td></td>
<td>32  -53  50</td>
<td>Superior Parietal (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32  -25  15</td>
<td>Insula (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4   -11  -6</td>
<td>Parahippocampal Gyrus (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18  -11 -13</td>
<td>Parahippocampal Gyrus (R)</td>
</tr>
<tr>
<td>Component 6  *** 1 – 6 Hz</td>
<td></td>
<td>-38   17  -13</td>
<td>Inferior Frontal (L)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>39   45  1</td>
<td>Inferior Frontal (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25   52  1</td>
<td>Superior Frontal (R)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-24   45  15</td>
<td>Medial Frontal (L)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-24   52  1</td>
<td>Superior Frontal (L)</td>
</tr>
</tbody>
</table>

*** p = 0.00139, * p = 0.0056
Figure 1. Navigation task. (a) Layout of the town with stars indicating location of landmarks. (b) First-person view from within the town.
Figure 2. (A) sLORETA source map of Component 2, from left to right: axial, sagittal, and coronal sections. A = anterior, P = posterior, L = left, R = right. (B) Power spectra for Component 2 during navigation and baseline conditions.
Figure 3. (A) sLORETA source maps for Component 5, from left to right: axial, sagittal, and coronal sections. A = posterior, P = posterior, L = left, R = right. (B) Power spectra for Component 5 during navigation and baseline conditions.
Figure 4. Scatterplot of navigation latency against Component 5 theta (3–6 Hz) power during navigation.
Figure 5. (A) Representative grand average power spectra for scalp electrode sites Fz and CPz during navigation. (B) Scalp maps of t scores for average spectral power from 3 to 6 Hz during navigation contrasted with baseline spectral power. Positive t scores indicate greater power in navigation condition.
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