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Abstract

In this paper we introduce the Drag’n Go technique to navigate in multi-scale virtual 3D environment. This new technique takes its root from the point of interest (POI) approach where the user selects a target to reach. The biggest difference between the two is that with Drag’n Go the user keeps full control of its position relative to the target as well as its traveling speed. The technique requires only a 2D input and consequently, can be used with a large amount of devices like mouse, touch or pen screen. We conducted preliminary experiment that highlights that Drag’n Go is an efficient and appreciated method for touch-based device and a competitive approach for mouse-based device.

Index Terms: I.3.6 [Computing Methodologies]: Computer Graphics—Methodology and Techniques; H.5.2 [Information Systems]: Information Interfaces and presentation—User Interfaces

1 Introduction

Navigation is one of the elementary tasks of 3D virtual environment. It is composed of two parts: locomotion where there is a physical control of the camera and the wayfinding where a path is found through the environment. Despite being widely studied, there is still need for more efficient and simple techniques. In the meantime there is an increasing number of user applications based on 3D environment and thus the demand for such navigation technique is high. We would like navigation to be intuitive and easy to use as well as efficient, allowing the user to achieve his task in short time.

In this article we introduce the Drag’n Go locomotion technique that exhibits a nice compromise between all these desired properties. It combines the advantages of point of interest [10] with features of direct manipulation [14]: reversibility of movement, no delay between interaction and result. Drag’n Go is based on a traveling path between the avatar position and the target position. Standard POI approaches offer limited and indirect control of the advancement speed, Drag’n Go allows users to control avatar progression along the path with simple movements on the interaction area (e.g. screen in the case of multi-touch displays).

To highlight the advantages of directness and POI approach of Drag’n Go, we carried out a pilot experiment where three navigation types were set against Drag’n Go: POI approach, a 3D navigation from game and a touch navigation technique.

The paper is organized as follows: after presenting related works on virtual navigation, we describe our technique in section 3. In section 4, we present the pilot experiment we designed to test Drag’n Go. In section 5, we discuss problems related to our technique. Finally, in section 6, we conclude and give possible directions for future work.

2 Previous works

Locomotion in a virtual environment is the task of controlling the degrees of freedom (DoF) of the camera within the 3D scene. In most cases only six extrinsic camera parameters (translation and rotation, as opposed to intrinsic parameters such as pixel resolution, and lense) are controlled during interaction. We refer the reader to [4] for a good overview of existing navigation techniques. We can find a large amount of approaches in literature, that we categorize into two classes: approaches that map the device input to the camera parameters (either using position or speed), and approaches based on gesture recognition systems. The techniques may either be context-sensitive or context-insensitive, depending on whether or not they take advantage of the scene content to improve interaction. They may also be direct or indirect, following Shneiderman’s approach [14]. Directness on its spatial aspect is closely connected to the world in hand technique introduced by [17].

Approaches based on simple mapping between the user input DoFs and the camera DoFs are the most popular ones. They implement real navigating objects like the flying vehicle or the walking metaphor [17] and do not yield significant latency between user action and application reaction. Such techniques are also context insensitive and are controlled either by position or speed. An option to improve navigation speed is to use hybrid control as in RubberEdge [2], an alternative solution is to use context sensitive techniques as the Point-of-Interest (POI for the remainder of this article)[10]. With POI, the user specifies a target and selects whether the avatar is going forward or backward. A logarithmic speed function connects the camera traveling speed with its distance to the target. The result is a fast movement when far away from the target, and a slow movement when close. A slightly similar approach is proposed in Ware et al [16], in which distance between camera and target specifies the camera movement speed of a flying movement. Tan [15] extends POI technique by including information about the user and the environment to specify final position and orientation according to the target. He couples a flying metaphor to move in direction of the target and an orbit to spec-
ify final position and orientation. Based on a different calculus but with very similar results to POI are camera positioning techniques that use screenspace constraints as presented in [6] and improved in [13]. A recent work done in [11] also addresses the issue of fast and precise navigation in multi-scale 3d environment. This approach shares its goals with our method but with a much less direct set of controls. Other context-sensitive approaches exist like Hovercam [9] or Stylecam [1] but they seem designed for more specific tasks than navigating in virtual environments.

Gesture-based approaches can also be a very natural way to navigate in 3d environment but they also induce delay, due to duration of the gesture realization. Among the gesture based techniques, in [8] the user draws a trajectory and at the end of the interaction, this trajectory is used for navigation. More recently, [7] introduces an interaction widget called Navidget defining precisely the target position and camera orientation. In addition, [7] uses a sketch-based interface to interact with the camera and during the navigation, the camera moves on a trajectory while respecting a constant duration of 100 key-frames (c.a. 3 seconds).

3 Drag’n Go navigation technique

Drag’n Go provides direct control of the avatar’s progression using a walking path built at the beginning of the interaction. The user controls the progression of the navigation by the position of his cursor using the line between its initial position and the bottom border of the screen as a slider.

![Figure 2: Example of Drag’n Go navigation, the percentage widget is for illustration purposes only.](image)

3.1 Design space

Drag’n Go is based on a screen space design, i.e. the cursor (a touch, a mouse, a pen) should move in the same direction as the on-screen optical flow. This choice provides a very good stimulus-response compatibility and gives a strong sense of directness in the interaction. Some possible mappings between cursor movements and possible camera movements are given in table 1. However, such a screen-space guideline is incomplete, as the cursor movement may map to several camera movements sharing close optical flow. We carried out an experiment in which we tested different mappings between the input DoFs and the cameras DoFs. The experiment led us to the conclusion that for best performance and user satisfaction, moving forward/backward should be combined with turning left/right as primary mode while tilt and sidestepping should be a secondary mode (see table 2).

<table>
<thead>
<tr>
<th>Camera movements</th>
<th>Optical Flow field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tilt up/down, Move up/down</td>
<td>↑/↑</td>
</tr>
<tr>
<td>Turn left/right, Sidestep left/right</td>
<td>←/→</td>
</tr>
<tr>
<td>Move forward/backward, Zoom in/out</td>
<td>↑/↑ and ←/→</td>
</tr>
</tbody>
</table>

Table 1: Relations between camera movements and resulting optical flow.

3.2 Implementation

The implementation of Drag’n Go is, from a complexity point of view, comparable to that of the POI technique. With Drag’n Go the control of the avatar’s progression is done through a walking path by mapping the progression along the path with the edge passing by the cursor and reaching the border of the screen. Drag’n Go is decomposed in three steps:

- on cursor down (activation): from the cursor screen position Ci cast a ray to identify the target destination T in world space. Then, compute a path between the target destination T and the current position of the avatar A.
- on cursor move (interaction): for the y component, move the avatar position along the path using the current cursor position Cc relative to its initial position Ci. The ratio $(Ci_y - Cc_y)/Ci_x$ parameterizes the amount of displacement along the path. For the x component, a new ray is cast from $Cc$; the angle between this ray and the previously casted ray is the amount of rotation to apply in order to have the picked pixel to stay under the cursor. A control-display gain (cd gain) can be further applied on the angle to allow larger rotation with a reduced hand movement. A value between 1 and 2 seems good candidate.
- on cursor up (termination).

The simplest solution for the walking path needed by Drag’n Go is to use a straight line between source and target. This solution has the advantage of being very simple to implement and also seems to provide good user feedback. A straight line is a good solution for large empty space, but we expect that more sophisticated methods for path calculation could be used to improve displacement aesthetics or more realistic movements.

4 Experiment

To evaluate and improve the Drag’n Go technique we conducted a pilot experiment in which we evaluate learning time, ease of use of the method and its efficiency, compared to other direct navigation techniques. We also wanted to gain insight into the impact of the input device on the technique performance.

4.1 Method

The pilot experiment consists in a long loop corridor with corners (see Figure 3a) that the user has to cross as fast as possible. Green arrows placed on walls and ground indicate the direction to follow (see Figure 3b). The experiment has two conditions, according to the input device: (1) keyboard and/or mouse and (2) multitouch screen. In condition 1, we compare three techniques: a) a FPS navigation where arrow keys control the camera position and the mouse controls the camera orientation, b) the POI technique as described by Mackinlay [10] and c) Drag’n Go with a straight-line path. In condition 2, we compared Drag’n go with two techniques: a) a local navigation in which one finger controls the pan and dolly in/out movement and two fingers control the tilt and sidestep movement, inspired from [5], b) an adaptation of POI for touch screens.

4.2 Apparatus and Procedure

Our experimental setup consists in: standard keyboard and mouse, and a 22-inch 3M multi-touch screen with a 6 ms latency. Eight subjects participated in this experiment (8 males, average age = 25),
all of them are frequent users of computers and video games. The techniques appear with a randomized ordering pattern, and at each change of technique a training session is proposed. During this session, a caption (see the right-bottom corner in Figure 3b) informs the subject about which device and input DoFs they can use but not how this input DoF are mapped to the camera DoFs. At the end of a training session, the subject can continue practicing or start the real task. Each condition is composed of three blocks. The duration of each repetition as well as the duration of the training session are recorded. After the last block the subjects are invited to fill in a questionnaire with Likert scales. Five questions are asked in both conditions:
1. Was the interaction technique easy to understand?
2. Was the interaction technique easy to use?
3. Did you perceive interaction as free?
4. Did you perceive interaction as accurate?
5. Did you perceive interaction as fast?
To each question, the subject rates his agreement between 0 to 6.

4.3 Results

Quantitative data resulting from the measurement are in Table 3. Our quantitative datum fails to pass normality and homogeneity tests (Shapiro and Bartlett tests); consequently we used a non-parametric method, the Friedman’s test, to evaluate the significance of means differences. Despite being less powerful, Friedman’s test already reports significant effects. In the touch screen condition, the choice of a technique has a significant impact on completion time ($\chi^2(2) = 8.2, p=0.016$), as well as a significant difference in the training time ($\chi^2(2) = 6.2, p=0.04$). Post-hoc analysis is done using a pairwise comparison of Wilcoxon rank test. On the task completion time the means difference is explained by Drag’n Go vs Local ($p=0.006$) and POI vs local ($p=0.082$) more than Drag’n Go vs POI ($p=1.0$). For the training time, difference is explained by POI vs Local ($p=0.065$), more than Drag’n Go vs Local ($p=0.232$) and POI vs Drag’n Go ($p=1.0$). Moreover, in Table 3, we see that the local navigation required more time than other techniques and Drag’n Go has a short training time and a good efficiency.

In the keyboard+mouse condition there is a significant difference between means for the training time ($\chi^2(2) = 7, p=0.03$) but not for the task completion time ($\chi^2(2) = 3, p=0.22$). It results from this that studied techniques do not require similar learning time but are equivalent for task completion. Post-hoc analysis of the training time shows that the difference between FPS vs POI ($p=0.022$) and Drag’n Go vs POI ($p=0.054$).

Based on answers to questionnaires (see Figure 4), in the keyboard+mouse condition, we noticed that the FPS navigation is the most appreciated technique but there are no significant differences for a $p$-value=0.05. In touch screen condition, the choice of a technique has a significant impact on the ease to use ($\chi^2(2) = 7.7, p$value=0.021) and the perception of a fast navigation ($\chi^2(2) = 7.6, p$value=0.021). For other questions, ranks of Drag’n Go are high showing that the subjects appreciate our technique.

In addition to quantitative and qualitative results, we noticed that some subjects were not initially able to distinguish between Drag’n Go and POI in both conditions.

5 Discussion

The analysis of the questionnaires shows that the general usability of Drag’n go is good. The subjects do not have difficulties when using the technique and the Drag’n go technique seems to be the preferred solution on the touch screen, as well as a competitive technique when using the keyboard and mouse (see Figure 4). This is confirmed by the significant difference in the training time. Experiment carried out may need to be enriched with more subjects to increase result significance. It is also important to notice that the tested subjects were experienced users of 3d softwares. And thus there is a possible bias, in the proposed experiment results, in favor of FPS navigation. Having a second group of novice subjects would add important insight to the behavior of the Drag’n Go technique. We also think that the conducted experiment is based on a very specific task and that it may not reflect all the properties of the Drag’n Go technique. For example, with Drag’n Go it is possible to control the traveling speed and the final position, which is not possible with other context base methods like POI or Navidget. The results obtained by the Drag’n Go against POI, FPS and Local navigation are promising but do not allow to draw general conclusions about the technique. For example it would be interest-
ing to experiment how the method would perform against indirect techniques like Navidget [7] (Our experiment uses a questionnaire inspired from [7]), against The Follow my Finger technique and against the multi-scale approach of [11].

Doing such experiment is also very useful as it allows us to observe how the users discover and perceive the interaction techniques. We observe that some subjects mimic the Drag’n Go technique while working with POI and still do so when informed it is useless. By doing so they make the two techniques look very similar. With Drag’n Go the user’s movement is equivalent to a pointing action following the Fitt’s law and thus a movement similar to the one generated programmatically by the POI approach. With POI the control of the distance to the target is done through duration. A possible explanation as to why users continue to mimic Drag’n Go is that this gesture may be a way to self-measure efficiency through perception of interaction duration. Nevertheless we see this as an indirect confirmation that the Drag’n Go is appreciated by the users as they even try to give to POI the same screen-space flavor. Some subjects also commented that FPS navigation is less demanding in terms of cognitive load and that they can navigate without thinking about it. Of course this is strongly dependent on how experienced the subjects are. It may also be partially explained by the fact that the other techniques require to regularly clutch the cursor to move forward. This may have an impact on the user’s fatigue and it may also force the user to remain focused on the navigation task.

We also observed user experiencing a two-finger gesture to turn in a similar way to the one used to rotate photos on mobile phones. We further investigated user intend on this point, to know if the subjects wanted to turn around themselves or if they preferred to orbit the camera. The answer given depends on the situation, and movement expected by user seems to be correlated with the location of the finger with minimal movement. In the case where that finger is located near the bottom-center of the screen the user wants to rotate around himself; in all other cases, point of view shall turn around the picked object.

6 Conclusion and Future Work

We proposed a new navigation technique called Drag’n Go. The main idea of Drag’n Go is to provide a direct way to control the camera in multi-scale virtual environments. The method is simple to implement, requires a reduced amount of input degree of freedom and can be used on a large range of devices. We conducted pilot experiment revealing that Drag’n Go is an efficient and appreciated method.

One possible improvement to the presented method would be to handle additional movement (as orbiting) to facilitate inspection tasks. Doing such on touch screen should probably follow the two-finger rotation gesture done by the subjects of the experiment. On other device it is still unclear what should be the simplest and most direct gesture to control of the orbit.

A second improvement would be to add a navigation mode which requires less attention from the user in a way similar to the fly mode [11]. It should be possible, if the cursor stays static to make the avatar continues his travel at a constant speed. Another possible way to improve the proposed technique would be to propose some other path models (following [3] or [12]). Nevertheless the practical impact of the path on the navigation task is not obvious yet, and it is an opened question to experiment the impact of path shape on navigation.

References


