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Abstract: Ultrahigh-resolution full-field optical coherence tomography (FF-OCT) is demonstrated in the 800 nm and 1200 nm wavelength regions simultaneously using a Silicon-based (Si) CCD camera and an Indium Gallium Arsenide (InGaAs) camera as area detectors and a halogen lamp as illumination source. The FF-OCT setup is optimized to support the two broad spectral bands in parallel, achieving a detection sensitivity of ~90 dB and a micrometer-scale resolution in the three directions. Images of ex vivo biological tissues are presented (rabbit trachea and Xenopus laevis tadpole) with an increase in penetration depth at 1200 nm. A color image representation is applied to fuse both images and enhance spectroscopic property visualization.

© 2008 Optical Society of America

OCIS codes: (170.4500) Optical Coherence Tomography; (170.3880) Medical and biological imaging; (170.3890) Medical optics instrumentation; (170.6510) Spectroscopy, tissue diagnostics; (180.3170) Interference microscopy.
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1. Introduction

Optical coherence tomography (OCT) is a well-established optical imaging technique that uses low-coherence interferometry to produce micrometer-scale resolution images of biological media [1-2]. Since its first application in examination of pathologic changes of the retina morphology [3], the range of applications of OCT has largely increased especially in the biomedical field [4-5].

Full-field optical coherence tomography (FF-OCT), also sometimes referred to as full-field optical coherence microscopy, was introduced a few years ago as an alternative method to conventional OCT using an interference microscope and a camera as an array detector combined with a low-coherence illumination source for parallel acquisition of en-face oriented tomographic images [6-9]. FF-OCT is a technique of choice for noninvasive three-dimensional imaging of ex vivo biological tissues with ultra-high (~ 1 µm) spatial resolution [10]. FF-OCT is based on phase-shifting interferometry: several interferometric images (frames) are acquired with an image sensor, a phase-shift being introduced between each of these frames by using, for example, the displacement of the reference mirror. The amplitude of the interference signal, i.e., the fringe envelope, is calculated by combination of these frames. A number of phase-shifting methods have been proposed using 2, 4 or 7 frames with steps or sinusoidal phase modulations [7, 9-12].

Recent developments in OCT technology have been carried out in order to exploit the spectroscopic response of the imaged sample. This technique, referred to as spectroscopic OCT, detects and processes the interferometric signal to provide spatially-resolved spectroscopic information. It can be used to enhance image contrast, permitting better differentiation of tissues through their spectroscopic properties and providing additional information on the sample composition [13-16]. An alternative method to take advantage of the spectroscopic response of the sample is to image at several distinct wavelengths. Recently,
dual-band OCT was demonstrated at ~800 nm and ~1200-1300 nm using supercontinuum generation in non-linear crystal fibers [17-20].

In this paper, we report on dual-band ultrahigh-resolution FF-OCT in the 800 nm and 1200 nm wavelength regions simultaneously, by use of two area cameras and a halogen lamp as low coherence illumination source. Silicon-based (Si) cameras are commonly used in FF-OCT to probe the 600 - 1000 nm wavelength region [6-7]. For wavelengths larger than 1000 nm, Si cameras are replaced by Indium Gallium Arsenide (InGaAs) cameras because of their efficient wavelength response in the 900 - 1700 nm band [8-9]. We present the full-field OCT setup, which supports both wavelength bands in parallel with a micrometer-scale imaging resolution. The performances of our system in terms of spatial resolution and detection sensitivity are reported. A highly-contrasted object embedded in a scattering medium and several biological tissues have been imaged in both wavelength regions simultaneously.

2. Methods

2.1 Experimental setup

The experimental setup of our simultaneous dual-band ultrahigh-resolution full-field OCT system is represented schematically in Fig. 1.

![Fig. 1. Schematic representation of the dual-band FF-OCT setup. BS, broadband beam splitter; MO, vertically-positioned microscope objectives; L1, L2, aplanetic doublet achromat lenses (300-mm focal length, L1 infrared optimized and L2 near-infrared optimized); DM dichroic mirror, D density; PZT, piezoelectric stage actuator.](image)

The setup is based on a Michelson interferometer with identical water-immersion microscope objectives in both arms. This configuration is referred to as the Linnik interference microscope [21-22]. The use of water-immersion microscope objectives avoids focusing adjustments between the coherence plane and the focal plane [9], minimizes dispersion mismatch in the interferometer arms [7], reduces light reflection from the sample surface, and also preserves the biological sample. The microscope objectives used in our experiment (10x, 0.3 numerical aperture and 3 mm working distance, from Olympus) are not optimized in the 1200 nm wavelength region. Their transmission drops from 81% at 800 nm to 59% at 1200 nm. Moreover, optical aberrations are not well corrected, which degrades the image contrast and resolution. The light source is a 100 W tungsten halogen lamp, with a
stabilized power supply, incorporated in a Köhler illuminator setup for homogeneous illumination of the whole microscope objective fields. Light is split into the reference and sample arms by a broadband beam splitter, with a variation of the ratio transmission/reflection less than 10% in the entire wavelength region of interest (700 - 1600 nm). A polished surface of an Y_3Al_5O_12 (YAG) crystal is placed in the reference arm of the Linnik interferometer at the focus of the microscope objective. This reference surface provides 2.5% of reflectivity in water for both wavelength regions. A motorized axial translation stage in the sample arm allows axial scanning of the sample to acquire en-face images at different depths. Two achromatic lenses are used to project simultaneously the interferometric images onto two camera arrays, a silicon CCD camera (Model CA-D1 from Dalsa, 256×256 pixels, 8 bits, 180 Hz) with a maximal sensitivity at ~ 800 nm (650 – 950 nm wavelength region) and an InGaAs area scan camera (Model SU320MS from Sensors Unlimited, 320×256 pixels, 12 bits, 20 Hz) with a maximal sensitivity at ~ 1300 nm (900 – 1700 nm wavelength region). Each lens is optimized at infinite conjugate ratios for the spectral region of its associated camera (650 – 1050 nm for the lens in front of the Si camera and 1050 – 1620 nm for the lens in front of the InGaAs camera). Because of chromatic aberrations in the infrared, the microscope objectives have different focus planes for both wavelength bands. The lens L1 used to project the images onto the InGaAs camera is therefore slightly moved forward compared to the lens L2 (~ 20 mm) in order to have an image in focus simultaneously on the two cameras. This displacement causes negligible additional optical aberrations considering the depth of field of L1. An optical density is set ahead the InGaAs camera to work close to saturation simultaneously for both cameras.

2.2 Image acquisition

En-face tomographic images are produced using a phase-shifting method requiring the acquisition of only two phase-opposed interferometric images [10]. The reference mirror is mounted on a piezoelectric stage actuator (PZT) to make it oscillate at the frequency $f$. This oscillation generates a sinusoidal phase modulation of amplitude $\psi$. The signal delivered by each pixel of each camera can be expressed as a function of time as

$$ I(t) = \bar{I} + I_{coh} \cos[\phi + \psi \sin(2\pi ft)], $$

where $\bar{I}$ represents the average signal intensity, $\phi$ the optical phase and $I_{coh}$ the intensity of the coherent signal, proportional to the amplitude of light backscattered by the sample structures located in the coherence volume. $I_{coh}$ is the signal that must be extracted to produce en-face tomographic images.

In single-band FF-OCT, the camera is synchronized with the PZT oscillation and triggered at the frequency $2f$, in order to capture two images per modulation period $T = 1/f$ [10]. A number $N$ of series of two images is accumulated to increase the signal-to-noise ratio. The two accumulated images ($I_1, I_2$) correspond to $N$ times the integration of the signal over the two halves of the modulation period, in parallel for all pixels of the camera:

$$ I_1 = \eta N \int_0^{T/2} I(x, y, t) dt \quad \text{and} \quad I_2 = \eta N \int_{T/2}^{T} I(x, y, t) dt $$

where $\eta$ is the quantum efficiency of the camera.

The tomographic image is calculated from the squared difference of these two images:

$$ (I_1 - I_2)^2 \equiv I_{coh}^2 \sin^2 \phi(\eta N)^2 $$
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Actually, the fringe envelope $I_{\text{fr}}$ is not truly extracted since the phase $\phi$ is not eliminated. A phase-shifting method using a combination of more than two interferometric images is required to eliminate it, but would decrease the acquisition speed. Moreover, due to the size and distribution of the structures in most biological samples, the fringes are generally not visible in the images.

In our dual-band FF-OCT system, because the cameras do not operate at the same frequency, simultaneous imaging is not as straightforward. The frame rate and the exposure time of each camera must be adjusted to appropriate values.

For maximal operation speed, the PZT oscillation frequency is set to be equal to half the frame rate of the fastest camera (the Si camera). Since the InGaAs camera is slower than the Si camera, its frame rate has to be a multiple of the Si camera frame rate, as described schematically in Fig. 2:

$$f(Si) = nf(\text{InGaAs}) = 2f(\text{piezo}) \Leftrightarrow 2nT(Si) = 2T(\text{InGaAs}) = nT(\text{piezo}) ,$$

where $n$ is an integer. Successive images acquired by the InGaAs camera are phase-opposed only if $n$ is an odd integer (see Fig. 2(b) and 2(c)). Thus, with a proper synchronization between the PZT oscillation and the triggered signal of both cameras, the Si camera acquires $2n$ phase-opposed images during $n$ oscillations of the PZT, while the InGaAs acquires only two phase-opposed images. We selected electronically a frame rate of 180 Hz for the Si camera and 20 Hz for the InGaAs camera. With those parameters, the frequency of the PZT oscillation is 90 Hz and $n = 9$.

In continuous phase-shifting methods, the images are integrated while the phase changes, which induces a slight degradation of the interference contrast. This contrast degradation, which depends on the exposure time and not on the camera frame rate, has to be identical for both acquisition systems for fair comparison of the tomographic images. For that purpose, the exposure time is selected electronically equal to 2.05 ms for both cameras (maximal acquisition time of the fastest camera).

![Fig. 2. Timing diagram of the acquisition system of dual-band FF-OCT. The red curves correspond to the synchronization signal of cameras and the blue dotted curves correspond to the PZT oscillation. (a) Si camera. (b) InGaAs camera.](image)

### 3. System characteristics

#### 3.1 Detection sensitivity

Detection sensitivity is a crucial parameter in OCT, because it determines the imaging contrast and penetration depth. Assuming a camera operating close to saturation and being shot-noise limited, the smallest detectable reflectivity of our FF-OCT system is [7]:

$$R_{\text{min}} = \frac{(R_{\text{ref}} + R_{\text{ser}})^2}{2N_{\text{ser}}R_{\text{ref}}} ,$$
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where $\xi_{\text{sat}}$ represents the full-well capacity of the camera pixels, $N$ is the number of accumulated images, $R_{\text{ref}}$ is the reflectivity of the reference surface and $R_{\text{inc}}$ is the proportion of incoherent light, resulting essentially from backscattering and backreflection by structures within the biological media localized outside the coherence volume.

In the experiment setup, a great care was taken to minimize the incoherent light. In particular, all the optical components are antireflection coated. We have measured that the incoherent light coming from the setup without biological sample represents a reflectivity of 0.02%. When a biological sample is imaged, the reflection on the sample surface is minimized by index matching, using water-immersion objectives. The incoherent light coming from the biological sample ranges between 0.4% and 0.8% typically. Measurements of the detection sensitivity with both cameras without biological sample are reported in Fig. 3. Detection sensitivity of the order of 90 dB is easily achievable with both cameras even by considering degradation caused by the incoherent light coming from a biological sample (~ 3 dB). The straight lines correspond to the shot-noise limit calculated from Eq. (5) with a full-well capacity $\xi_{\text{sat}} \sim 1 \times 10^5$ electrons for the Si camera and $\xi_{\text{sat}} \sim 8 \times 10^5$ electrons for the InGaAs camera, a reflectivity $R_{\text{ref}} \sim 2.5\%$ for the reference surface and an equivalent reflectivity $R_{\text{inc}} \sim 0.02\%$ for the incoherent light. The difference between experimental results and shot-noise limit for the InGaAs camera (~ 2 dB) results from a residual electrical noise for this camera. For large numbers of accumulated images, we can notice a saturation of the detection sensitivity. Indeed, a large number of accumulated images corresponds to a long time acquisition, for which the setup is more sensitive to mechanical drifts.

In order to study the effect of wavelength on biological imaging, detection sensitivities have to be equal in both bands. According to Eq. (5), this can be achieved by adjusting the number of images accumulated by each camera. In the rest of the study, we have chosen a detection sensitivity of ~ 90 dB, which requires the accumulation of 250 images with the Si camera and 50 images with the InGaAs camera. These numbers of accumulated images correspond to an acquisition time of 2.5 and 5 s for the Si and InGaAs cameras respectively to produce a pair of tomographic images. Consequently, between successive tomographic images, the Si camera has to wait during 2.5 s. As said before, accumulating a greater number of images would increase the time acquisition without significant improvements in detection sensitivity, due to mechanical drift in the setup.

3.2 Axial resolution

Interference occurs only when the optical path length difference between the two interferometer arms is inferior to the coherence length of the illumination source. The axial resolution, which is generally defined as the full-width-at-half-maximum (FWHM) $\Delta z$ of the interferogram, is determined by the coherence length of the illumination source, inversely

![Fig. 3. Experimental detection sensitivity as a function of image accumulation for the Si (a) and the InGaAs (b) systems. The theoretical shot-noise limit is represented by the straight lines.](image-url)
proportional to the spectral bandwidth. Assuming the spectrum to be Gaussian-shaped and in
the absence of dispersion and absorption, the axial resolution is given by

\[
\Delta z = \frac{2 \ln 2}{n \pi} \left( \frac{\lambda^2}{\Delta \lambda} \right),
\]

where \( n \) is the refractive index of the medium, \( \lambda \) the center wavelength and \( \Delta \lambda \) the effective optical spectrum width (FWHM), which is given by the product of the halogen lamp spectrum, the spectral transmission of the system optical components and the spectral response of the camera. With the assumption of no absorption, the effective optical spectrum width is essentially imposed by the spectral response of the cameras.

According to Eq. (6), the axial resolution decreases when the wavelength increases. To keep axial resolution constant, the spectral response width of detectors should increase like the square of wavelength. However, most long-wavelength detectors do not compensate the increase in wavelength by a sufficient spectral response broadening. The theoretical axial resolutions in water of both systems are listed in Table 1, calculated from Eq. (6) using the spectral characteristics of the cameras. The refractive index of water at both wavelengths was calculated using the Sellmeier formula [24]. As expected, the axial resolution with the Si CCD is better than with the InGaAs camera.

<table>
<thead>
<tr>
<th></th>
<th>Si camera</th>
<th>InGaAs camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center wavelength (nm)</td>
<td>820</td>
<td>1300</td>
</tr>
<tr>
<td>Spectrum width (nm)</td>
<td>300</td>
<td>600</td>
</tr>
<tr>
<td>Axial resolution in water (µm)</td>
<td>0.75</td>
<td>1.0</td>
</tr>
</tbody>
</table>

When using water-immersion microscope objectives for biological sample imaging, the absorption by water cannot be neglected anymore. To study its effects on axial resolution, we have simulated the absorption by 6 mm of water (twice the working distance of our objectives), using the spectral response of both cameras and considering the optical transmission of water in these wavelength regions [23]. For the Si camera (see Fig. 4(a)), the spectrum shape is nearly unchanged by water absorption. Thus, the theoretical axial resolution in water can be calculated with Eq. (6), equal to 0.75 µm. In contrast, for the InGaAs camera (see Fig. 4(b)), water absorption limits the effective spectral range above 1400 nm (although the spectral response of the InGaAs camera extends to 1700 nm). As a consequence, the axial resolution is degraded. Simulations taking into account the effect of water absorption give an axial resolution of 1.4 µm instead of 1.0 µm calculated from Eq. (6). However, even if the absorption by water degrades the axial resolution, a configuration with water-immersion objectives is necessary to reduce dispersion mismatch and make dynamic focusing adjustments unnecessary. Indeed, with dry microscope objectives, as the object is translated in the axial direction to probe at different depths, the optical path in air is progressively replaced by an optical path in the biological sample. Thus, translation introduces dispersion between both arms of the interferometer, which degrades the axial resolution. Moreover, the image contrast is also degraded because the coherence plane moves away from the focal plane [9]. With water-immersion objectives, because the refractive index in most biological samples is close to that of water, these two phenomena are negligible.
We have measured the interferogram response of the system in water using a silver mirror in the object arm (see Fig. 5). The effective spectra are deduced from Fourier transform of the interferogram using a Hamming window for apodization. These spectra are in good agreement with the previous simulations (see Fig. 4). The wings in the InGaAs interferogram are due to the dips in the effective spectrum due to water absorption. The FWHM of the fringe envelope was found to be 0.8 µm for the Si setup and 1.5 µm for the InGaAs setup.

3.3 Transverse resolution

The transverse resolution of an imaging system is commonly defined as the FWHM of the transverse point-spread function (PSF). Assuming the optical system to be diffraction-limited, the PSF is the well-known Airy function $h(u)$. The transverse resolution $\Delta r$ is then determined by the numerical aperture (NA) of the microscope objectives and the optical wavelength:

$$ h(u) = \left| \frac{2J_1(u)}{u} \right|^2 \quad \text{where} \quad u = \frac{2\pi}{\lambda} r \text{NA} $$

$$ \Delta r = \frac{\lambda}{2\text{NA}} $$

Fig. 4. Modelization of the absorption by water on Si (a) and InGaAs (b) responsivity. The blue straight curves correspond to responsivity without absorption and the red dotted curves to spectra after absorption by water.

Fig. 5. Experimental measurements of the interferogram in water at 0.8 µm (a) and 1.2 µm (b). The effective spectrum of the system at 0.8 µm (c) and 1.2 µm (d) is calculated by Fourier transform.
Experimentally, we have measured the transverse resolution by recording an intensity profile across a cleaved mirror. Theoretically, the response is the convolution of a perfect edge and the PSF and a rectangular function (which simulates the image sampling by the camera pixels). The experimental 20 - 80 % width of this response (criteria which gives transverse resolution closed to expression (8) calculated with the center wavelength of the effective spectra) gives a theoretical transverse resolution of 1.7 µm and 2.0 µm for the Si and InGaAs setups respectively. Experimental results and theoretical calculations in water are presented in Fig 6. The experimental transverse resolutions are 1.8 and 2.5 µm for the Si and InGaAs setups respectively. The degradation between experimental and theoretical transverse resolution for the InGaAs setup is attributed to optical aberrations of the microscope objectives, which are not optimized in the 1200 nm wavelength region.

4. Simultaneous dual-band FF-OCT imaging

4.1 Imaging penetration depth

In most biological tissues, scattering and absorption of light are the dominant factors that limit the imaging penetration depth.

Scattering is due to particles contained in the biological media. The intensity of light scattered by these particles depends strongly on their size and nature. Generally, this intensity varies with the optical wavelength \( \lambda \) as \( 1/\lambda^k \) where \( k \) is a parameter which depends on the size, geometry and refractive index of the scattering particles (\( k > 1 \)). Thus the intensity of light scattered by biological samples decreases when wavelength increases [25-26].

Because water is the main constituent of biological media, absorption of light in these samples is dominated by water absorption. This absorption is minimal at the wavelength of 500 nm and globally increases with increasing wavelengths [23].

The optimal wavelength to maximize the OCT imaging penetration results from the best trade-off between absorption and scattering. Previous works have shown better penetration depth in highly scattering tissues for OCT operating in the 1200 nm wavelength region compared to 800 nm [26].

The effect of scattering on penetration depths was studied by imaging a mask for photolithography through 3 mm of 4% Intralipid solution commonly used to simulate scattering by biological tissues [27-28]. The reflection coefficient of the mask is almost independent of wavelength in the infrared region. Without Intralipid solution, images at both wavelengths have similar contrasts. When the sample is embedded in the Intralipid solution, the image contrast is considerably degraded at 800 nm whereas it is almost unaltered at 1200 nm due to the wavelength dependence of light scattering (see Fig. 7). In biological media, the situation is quite different because the intensity of light backscattered by the structures inside the imaged sample is also wavelength dependent.
4.2 Images of biological samples

A large variety of \textit{ex-vivo} animal tissues was imaged with our dual-band ultrahigh-resolution FF-OCT setup, with a drop of physiological serum inserted between the microscope objective and the samples. The experimental procedure consists of acquiring a stack of tomographic images at successive depths by moving the sample using a motorized translation stage with 1 µm steps. All the images presented here are in logarithmic scale. The black corresponds to the lowest signal and white to the highest.

Simultaneous dual-band FF-OCT imaging of the African frog tadpole \textit{Xenopus laevis} was performed. A 250 µm × 1200 µm cross-sectional (XZ) image was extracted from a three-dimensional (3D) data-set acquired in the tadpole head. Images obtained at 800 and 1200 nm are displayed in Fig. 8(a) and 8(b) respectively. Epidermis, different stages of mesenchymal cells and stomach structures are revealed. As expected, the axial and transverse resolutions are better with the Si camera, for which the membrane and nucleus morphology of cells clearly appears. As seen before, the degradation of the axial and transverse resolutions at 1200 nm is due to respectively wings in the interferogram response, whose contribution is enhanced by the logarithmic scale, and optical aberrations of the microscope objectives. This degradation yields to blurred images with the InGaAs camera compared to the Si camera, which explains the slightly apparent difference between both images. On the other hand, a higher penetration depth is achieved with the InGaAs camera, for which the scattered structures of stomach (above 800 µm of penetration depth) are revealed.

\begin{itemize}
  \item Si (0.8 µm)
  \item InGaAs (1.2 µm)
\end{itemize}
Fig. 8. Dual band FF-OCT cross sectional images of the African tadpole *Xenopus laevis*, ex vivo, representing a volume of 250 µm × 250 µm × 1200 µm at 800 nm (a) and 1200 nm (b).

As a second example, simultaneous dual-band FF-OCT of the rabbit trachea ex vivo is presented in Fig. 9, which shows a 250 µm × 400 µm cross-sectional (XZ) image. When comparing the fine structures in the single band images, like the cartilaginous ring above the epithelium, it is evident that the spatial resolution achieved at 800 nm is higher than at 1200 nm, as expected. In the other hand, there is an evident benefit in penetration depth at 1200 nm. For better visualization of the differences between both single band images, a color image representation was applied similar to the one presented in [16, 19]. We used a hue-saturation-luminance value mapping to represent the intensity and enhance the spectroscopic information content of the dual-band OCT images. To obtain this color image, both OCT images were normalized and hue-attribute was fixed (in green and red hues respectively for the 800 nm and the 1200 nm images). Then, the saturation and luminance attributes of the differential color map were set as the average OCT signal amplitude of both images. Thus, the...
structures with higher intensity at 1200 nm image appear red in the color image, while structures which are dominant at 800 nm image are colored in green. Due to the degradation of the axial and transverse resolutions at 1200 nm, great care was taken for perfect image superposition. The color image is presented in Fig. 9(c). In the superficial layer, corresponding to the trachea epithelium, the backscattered light intensity is similar for both wavelength bands. In contrast, in the medium layer, the fibrous membrane structures have various wavelength dependant properties. At deeper depth, the image color turns to red, due to a better penetration depth at 1200 nm compared to 800 nm.

5. Conclusion

This paper presents dual-band ultrahigh-resolution FF-OCT based on a setup optimized to support two broad wavelength regions in parallel. Two en-face oriented tomographic images
can be recorded simultaneously in the wavelength regions centered at 800 nm and 1200 nm, with a detection sensitivity of ~ 90 dB. A spatial resolution within tissues of 0.8 µm × 1.8 µm and 1.5 µm × 2.5 µm (axial × transverse) are achieved at 800 nm and 1200 nm respectively. Significant improvement in imaging penetration depth was demonstrated at 1200 nm compared to 800 nm. A color image representation was applied to fuse both images in one single for better comparison of wavelength effects. This technique would allow a spectroscopic study of the wavelength dependence of the imaged sample. Compared to spectroscopic FF-OCT [16], dual-band FF-OCT provides spectroscopic measurements at only two wavelengths. On the other hand, spectroscopic FF-OCT requires the acquisition and processing of the entire interferometric signal by each CCD pixel. Consequently, dual-band FF-OCT offers a dramatic reduction of time acquisition and data processing, which would make possible FF-OCT with access to spectroscopic properties of the imaged tissues in vivo.
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