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A Spectral Approach for Sifting Process in Empirical Mode Decomposition

Oumar Niang, Éric Deléchelle, and Jacques Lemoine

Abstract—In this paper, we propose an alternative to the algorithmic definition of the sifting process used in the original Huang’s empirical mode decomposition (EMD) method. Although it has been proven to be particularly effective in many applications, EMD method has several drawbacks. The major problem with EMD is the lack of a theoretical framework which leads to difficulties for the characterization and evaluation this approach. On top of the mathematical model, there are other concerns with mode mixing and transient phenomena, such as intermittency or pure tones separation. This paper follows a previous published nonlinear diffusion-based filtering to solve the mean-envelope estimation in sifting process. The major improvements made in this work are a non-iterative resolution scheme for the previously proposed partial differential equation (PDE), a new definition of the stopping function used in the PDE framework, and finally an automatic regularization approach to detect “pathological” cases. As a consequence, some of the inherent drawbacks of the original EMD algorithm. Following this work, we proposed here two major contributions. First, we give a new definition of the sifting process used in the original Huang’s EMD algorithm. Following this work, we proposed here two major contributions. First, we give a new definition of the sifting process used in the original Huang’s EMD algorithm.

Index Terms—Diffusion equations, eigenvalues, empirical mode decomposition (EMD), inverse problems, mean-envelope, mode mixing, Tikhonov regularization, transient.

I. INTRODUCTION

The empirical mode decomposition (EMD) [1] is an algorithm that produces a representation of a discrete signal in terms of elementary modes, termed intrinsic mode functions (IMFs). This nonlinear decomposition method extracts, through an iterative sifting procedure. IMFs which are conditioned on the function to be represented. These IMFs are local averages which are extracted from highest local frequencies to the lowest through an amazingly effective and simple collection of algorithms. Each IMF generated is typically completely unrelated to the ones of higher local frequency which were extracted earlier in the process. This particular representation in many cases is amenable to further analysis using the Hilbert transform.

There are many variants of the sifting procedure, many of which were suggested in [1], [2]. To date, only one variant has led to a convergence analysis, namely the B-spline method [3]. The elementary component IMF’s, as defined by Huang [1], have been characterized in terms of solutions of Sturm-Liouville equations [4] but the sifting procedure and an understanding of the decomposition process have eluded researchers. Sifting is an iterative procedure whose limit determines a special local average of the signal. The analogy with wavelets would be that this is a coarsening operation to a signal with fewer extrema (and therefore lower frequency of oscillation) and that the difference between this (nonlinear) projection and the signal would correspond to a wavelet representation at that resolution level.

The origin of EMD is essentially algorithmic in nature, and hence, the method lacks of a solid theoretical framework. In a recent paper [5], we have proposed an analytical approach for sifting process based on Partial Differential Equation (PDE). The utility of the proposed method has been successfully demonstrated with the help of several synthetic signals, which demonstrate that this approach performs as well as the classical EMD algorithm. Following this work, we proposed here two major contributions. First, we give a new definition of the characteristic points of the signal to be decomposed. Second, a non-iterative scheme to solve the coupled PDEs system for upper and lower envelopes estimation. Finally, we proposed a regularization approach to detect “pathological” cases. As a consequence, some of the inherent drawbacks of the original EMD algorithm are taken into account, and the decomposition obtained, from particular signal cases, show very good results.

II. EMD BASICS

This section presents the EMD method [1] in a nutshell. All the details regarding the implementation of EMD algorithm and Matlab EMD codes are fully available in [7]. EMD method iteratively decomposes a complex signal (i.e., a signal with several characteristic time scales coexisting) into several elementary AM-FM type components, called Intrinsic Mode Functions (IMFs).

The underlying principle of this decomposition is to locally identify the most rapid oscillations in the signal, defined as a waveform interpolating interwoven local maxima and minima. To do so, the local maxima points (and, respectively, the local minima points) are interpolated with a cubic spline, to determine the upper (and, respectively, the lower) envelope. The mean envelope (i.e., the half sum of the upper and the lower envelopes)
is then subtracted from the initial signal, and the same interpolation scheme is reiterated on the remainder. The so-called sifting process terminates when the mean envelope is reasonably zero everywhere, and the resultant signal is designated as the first IMF. The higher order IMFs are iteratively extracted applying the same procedure for the initial signal, after removing the previous IMFs. In the original definition of IMF [1], to be an IMF a signal must satisfy two criteria, the first one being that the number of local maxima and the number of local minima must differ by at most one, and the second, the mean of its upper and lower envelopes must equal zero. In the original version of EMD algorithm, Huang et al. [1] have to determine a criterion for the sifting process to stop. This is accomplished by limiting the size of the standard deviation $SD$ computed from the two consecutive sifting results.

The first IMF $imf_1$, and the first residual $r_1$, of a signal $s_0 = s$ are found by iterating through the (inner) loop of Algorithm 1. The sifting procedure performed on $s_0$ can then be performed on the residual $r_1$ to obtain $imf_2$ and $r_2$ and repeated (outer loop) until the residual is reasonably not too small. So, for any one-dimensional discrete signal, $s[n]$, EMD can finally be presented with the following representation:

$$s[n] = \sum_{k=1}^{K} imf_k[n] + r_K[n] \quad (1)$$

where $imf_k$ is the $k$th IMF (or mode) of the signal, and $r_K$ is the final residual trend (a low order polynomial mode). Thus, the procedure generates a finite (and limited) number of IMFs that are nearly orthogonal to each other.

**Algorithm 1**: Sifting process at level $k$- STANDARD FORM [1]

1: set $i \leftarrow 0$, $h_{k,0} \leftarrow r_k \quad \triangleright\text{Initialization}$
2: repeat $\quad \triangleright\text{Loop}$
3: set $i \leftarrow i+1$, $h_{k,i} \leftarrow h_{k,i-1}$
4: find extrema of $h_k$ (minima and maxima)
5: compute upper envelope $e^+$ by interpolating between maxima
6: compute lower envelope $e^-$ by interpolating between minima
7: compute proto-local mean $l_{k,i} \leftarrow (e^+ + e^-)/2$
8: update proto-mode function $h_{k,i+1} \leftarrow h_{k,i} - l_{k,i}$
9: until $h_{k,i+1}$ is an IMF $\quad \triangleright\text{End Loop}$
10: set $imf_{k+1} \leftarrow h_{k,i+1}$, and $r_{k+1} \leftarrow r_k - imf_{k+1} \quad \triangleright\text{Result}$

In all cases, an IMF can be viewed as a (nonlinear) frequency narrow-band wavelet $\varphi$ with amplitude modulation by a lower frequency signal $a[n]$

$$imf_k[n] = a_k[n] \varphi_k[n].$$

In stochastic situations involving broadband noise, one can make an interpretation of EMD in terms of a constant $-Q$ filter bank [8], [9].

### III. EMD Drawbacks and Improvements

The implementation of EMD requires some attention to deal with the selection of the stopping criteria for the sifting process and the management of the end points for cubic splines interpolation in the EMD process. But another important obstacles, to this approach, lie on the problem of “intermittencies” and “mode mixing.” Before to present a novel formulation attempting to improve the standard EMD approach, we review some of the published works dealing with these drawbacks.

**A. Stopping Criterion**

When testing for IMF criteria in the sifting process, two tests must be passed. The number of extrema and zero-crossings must not differ by more than one. The second criterion is that the mean between the upper and lower envelopes must be close to zero according to some criterion. The criteria that have been considered so far in [1] leads, in certain situations, to overdecomposition. As an improvement, Rilling et al. [2] proposed an approach to choosing stopping criteria in order to guarantee globally small fluctuations in the mean while taking into account locally large excursions. This is accomplished by introducing at each sifting iteration an amplitude and an evaluation function. They used two thresholds, one designed to ensure globally small fluctuations in the mean of the cubic splines from zero, and the second allowing small regions of locally large deviations from zero.

**B. Border Effects**

However, although a powerful method, EMD must be used cautiously when extracting the IMFs. As mentioned in [2] when locating the extrema of the signal at each sifting process, the end points (boundary conditions) of the time series are to be treated differently in order to minimize error propagations due to finite observations in length. There are a variety of techniques that have been used in past studies on EMD, and [2] offers one of the simplest yet very robust by mirroring the extrema at the time series boundary conditions.

**C. Intermittencies**

As noted in [1] and [10], intermittency (or riding waves) is a major obstacle to the use of EMD on many signals. Intermittency for example occurs in turbulent flow or in any signal that is constantly changing such as speech. In this case we refer to intermittency as a component at a particular time scale either coming into existence or disappearing from a signal entirely. Since EMD locally pulls out the highest frequency component as the current IMF, intermittency in a signal means that the frequency tracked by a particular IMF will jump as the intermittent component begins or ends. This situation is illustrated with signal in Fig. 1(a) where we can see why transient signals or intermittency artifacts must be taking out in the beginning of an EMD sifting process.

A solution to intermittency is proposed in [11] in which a change in the choice of extrema for the envelopes limits the
frequency components from being included in the first IMF, thus capturing intermittency components. Because of its focus on frequency, the corresponding implementation is presented in Algorithm 2. Hence, we see that intermittency management is performed through a double sifting process and assuming the knowledge of the 'cut-off' frequency $\omega_m$ imposed by the masking signal (see [13] for more details on frequency selection).

Algorithm 2: Sifting process at level $k$: MASKING SIGNAL [13]

1: choose masking tone $m$ at frequency $\omega_m$ \(\triangleright\) Initialization
2: set $r_k^+ \leftarrow r_k + m$ \(\triangleright\) 1st Proc.
3: perform Algorithm 1 on $r_k^+$ to obtain $imf_k^+$
4: set $r_k^- \leftarrow r_k - m$ \(\triangleright\) 2nd Proc.
5: perform Algorithm 1 on $r_k^-$ to obtain $imf_k^-$
6: set $imf_{k+1} \leftarrow (imf_k^+ + imf_k^-)/2$, and $r_{k+1} \leftarrow r_k - imf_{k+1}$ \(\triangleright\) Result

D. Pure Tones Separation

When considering the performance of EMD on a combination of pure tones, it is important to note that a sum of pure tones can be rewritten as a product of two tones.

$$s(t) = \cos 2\pi f_1 t + \cos 2\pi f_2 t = \cos 2\pi (f_1 - f_2)t \cos 2\pi (f_1 + f_2)t.$$  

If $f_1 \approx f_2$, then we observe that the resulting signal can be viewed as Amplitude Modulated (AM) wave, see Fig. 1(b). The performance of EMD on pairs of pure tones is discussed in [2], where the authors show that we can define a confusion frequency band $B(f_i) = [f_{min}, f_{max}]$, with $\alpha > 0$, such that $f_2 < f_1$ and $f_2 \in B(f_i)$ cannot be separated.

The previous cited approach, Algorithm 2 [13], using masking signal for intermittency management performs as well for tones separation. Hence, the masking signal technique allows EMD to be used to separate components that are similar in frequency that would be inseparable with standard EMD algorithm.

E. Variation With Non Local Extrema

In its actual version, EMD acts on oscillating signals that present local extrema. Consider the simple case for which a signal $s(t)$ is defined as

$$s(t) = \alpha t + \sin \omega_0 t, \quad a \leq t \leq b$$

with $\omega_0 < |\alpha|$. So, the temporal derivative of $s(t)$ is

$$\dot{s}(t) = \alpha + \omega_0 \cos \omega_0 t.$$  

Hence $\dot{s}(t) \neq 0$ on interval $[a, b]$, and no minima and maxima are defined. See Fig. 1(c) for an example of such a wavelike signal.
Hence, the two components would be inseparable with standard EMD Algorithm 1.

IV. PDE-BASED EMD

As proposed in [5], a possible form for fourth order diffusion equation is

\[
\frac{\partial s(x,t)}{\partial t} + \frac{\partial}{\partial x} \left( g(x,t) \frac{\partial^4 s(x,t)}{\partial x^4} \right) = 0
\]

(2)

where \( g(x,t) \) is the stopping function possibly depending on both position and time, and where the time variable is artificial, and measures the degree of processing (e.g., smoothing) of the signal, as opposed to a real time. Equation (2) can be viewed as a long-range diffusion (LRD) equation (see, for example, [14, p. 244]), with thresholding function \( g(x) \) depending only on position (constant in time) and more precisely on some characteristic fix points of the signal to decompose. After derivation, (2) reads

\[
s_t(x,t) + \delta^4_x \left( g(x) \delta^3_x s(x,t) \right) = 0
\]

(3)

where the subscript \( t \) denotes partial differentiation with respect to the variable \( t \) and \( \delta^q \) denotes partial differentiation of order \( q \) with respect to the variable \( x \). In the following, we use the notation \( s_0(x) = s(x,t=0) \) for initial condition and \( s_{\infty}(x) = s(x,t=\infty) \) for asymptotic solution of (3) whose existence is proven in [6].

In order to implement sifting procedure in a PDE-based framework, the following processes are based on the definition of characteristic points of a function: (i) turning-points; (ii) curvature-points. Thanks to these characteristic points, we define a coupled PDEs system in sifting process to estimate lower and upper envelopes.

A. A Coupled PDEs System

In a previous paper [5] and more in [6], we have introduced and studied a coupled PDEs system where the stopping functions \( g^\pm \), for upper and lower envelopes, are related to maxima and minima points (MMP), so \( g^\pm \) depend on both first and second derivatives of \( s_0 \), in such a way such that \( g^+(x) \) at maxima of \( s_0 \), in the same way \( g^-(x) \) at minima of \( s_0 \). So, LRD acts only between two consecutive maxima (respectively, minima) points until fourth-order derivative of \( s(x,t) \) is canceled. Since, stopping functions are piecewise constant, after convergence of the PDE solution (see [6]) the resulting asymptotic signal \( s^{\pm}_{\infty}(x) = s^\pm_{\infty}(x,t=\infty) \) (respectively, \( s^{-\infty}_{\infty}(x) = s^{-\infty}_{\infty}(x,t=\infty) \)) is a piecewise cubic polynomial curve interpolating the successive maxima (respectively, minima) of signal.

Then, the coupled PDEs system, based on (3) reads

\[
\begin{align*}
\left\{ 
\begin{array}{l}
s_t^+(x,t) = -\delta^4_x \left( g^+(x) \delta^3_x s^+(x,t) \right) \\
s_t^-(x,t) = -\delta^4_x \left( g^-(x) \delta^3_x s^-(x,t) \right)
\end{array}
\right.
\end{align*}
\]

(4)

with \( s^+(x,t=0) = s^-\infty(x,t=0) = s_0 \), and where stopping functions, \( g^\pm \), depend on signal derivatives, with \( 0 \leq g^\pm \leq 1 \). In [5], a reasonable choice for stopping functions was

\[
g^\pm(x) = \frac{1}{9} \left[ \left| \text{sgn} \left( \delta^3_x s_0(x) \right) \right| \pm \text{sgn} \left( \delta^3_x s_0(x) \right) \right]^2.
\]

(5)

After convergence of system (4) asymptotic solutions \( s^\pm_{\infty}(x) \) and \( s^-\infty_{\infty}(x) \), stand, respectively, for upper and lower envelopes of signal \( s_0 \). Hence, mean-envelope of \( s_0 \) is obtained by

\[
s_{\infty}(x) = \frac{1}{2} \left[ s^+_{\infty}(x) + s^-_{\infty}(x) \right].
\]

In the case of signal variation with nonlocal extrema, (5) for stopping functions is not adapted. As the algorithmic version of the EMD, such a signal is not decomposed into IMFs with the PDE version. In order to discard this drawback, we proposed here a another possible formulation for stopping functions based on characteristic points defined by maximum curvature points (MCP) of \( s_0 \). So, the new formulation reads

\[
g^\pm(x) = \frac{1}{9} \left[ \left| \text{sgn} \left( \delta^3_x s_0(x) \right) \right| \pm \text{sgn} \left( \delta^3_x s_0(x) \right) \right]^2
\]

(6)

where \( \delta^3_x \) is used in place of \( \delta^1_x \) in (5), so that stopping function \( g^+ \) (respectively, \( g^- \)) is zeroed at local negative (respectively, positive) curvature maxima of \( s_0 \).

B. A More General PDE-Interpolator With Tension Parameter

A possible more general form for (3) is

\[
s_t^\pm = \delta^4_x \left( g^\pm (\alpha \delta^3_x s^\pm - (1-\alpha) \delta^3_x s^{\mp}) \right)
\]

(7)

adding Laplacian term to biharmonic one. So, in this form \( \alpha \) is the tension parameter, and ranges from 0 to 1. Zero tension \( \alpha=0 \) leads to the biharmonic equation for (3) and corresponds to the minimum curvature construction for upper and lower envelopes. The case \( \alpha=1 \) corresponds to infinite tension, resulting on piecewise linear envelopes.

C. Numerical Resolutions

Numerical resolutions for coupled PDEs system based on (7) is implemented in [5] via classical iterative Crank-Nicolson or Du Fort and Frankel schemes.

Equation (7) can be resolved numerically in its discrete explicit version

\[
S^{k+1} = S^k + \Delta t A S^k, \quad S^0 = S_0
\]

where \( s=s[1], \ldots, s[N]^T \) is the column vector of signal samples for upper or lower envelopes \( s^+ \) or \( s^- \) and \( A \) is a matrix formed with finite difference approximation coefficients of second- and fourth-order differential operators, as

\[
A = D_1 \begin{pmatrix} G(\alpha D_1 - (1-\alpha) D_3) \end{pmatrix}
\]

and \( D_1 \) the finite difference operator of the \( n \)th derivative. So the explicit form is

\[
S^{k+1} = (I + \Delta t A) S^k, \quad S^0 = S_0
\]

(8)

with \( I \) the identity matrix. This scheme is known to be stable conditionally to time step \( \Delta t \). An unconditionally stable scheme based on an implicit version reads

\[
S^{k+1} = S^k + \Delta t A S^{k+1}, \quad S^0 = S_0
\]
leading to the following numerical resolution:

\[ S^{k+1} = (I - \Delta t A)^{-1} S^k, \quad S^0 = S_0. \]  

(9)

Both in (8) and (9) matrix \( G \) is construct with discrete version of stopping function values \( g(x) \). The discrete version of \( g \) for (5) and (6) are done by

\[ g(\delta^2_{x_0} \delta^2_{x_0}) = g(D_1 s_0, D_2 s_0) \]
\[ g(\delta^2_{x_0} \delta^2_{x_0}) = g(D_1 D_2 s_0, D_2 s_0) \]

where \( D_2z = D^+ D^- z \), and \( D_1z = m(D^+ z, D^- z) \) with \( D^+ \) and \( D^- \) forward and backward first difference operators on the \( x \) dimension, and where \( m(a,b) \) stands for the minmod limiter \( m(a,b) = 0.5(\text{sgn}(a) + \text{sgn}(b)) \min(|a|, |b|) \).

Some results of signal decompositions obtained with (5) and implicit scheme (9) are reported in [5].

\section*{V. SPECTRAL APPROACH}

In this section, we introduced a spectral approach for the resolution of (7) with a noniterative scheme.

\subsection*{A. Linear System Equations Resolution}

The approach is based on the fact that (7) can be decomposed into a linear system of equations of the following two forms:

\[ S^{k+1} = L S^k, \quad S^0 = S_0, \quad k \geq 0 \]

from explicit numerical scheme (8), or alternatively from implicit numerical scheme by (9)

\[ S^{k+1} = \hat{L}^{-1} S^k, \quad S^0 = S_0, \quad k \geq 0 \]

(10)

where \( L \) and \( \hat{L} \) are the linear operators including stopping function values and differential operator formed by fourth order and second order. So, referring to numerical schemes (8) and (9), \( L \) and \( \hat{L} \) are given by

\[ L = I + \Delta t A \]  
\[ \hat{L} = I - \Delta t A. \]

(11a)

(11b)

As implicit scheme is unconditionally stable for all step size \( \Delta t \), we will concentrate on this scheme for the rest of the document.

\subsection*{B. Asymptotic Solution}

In our case, we are looking for the asymptotic solution of (7). So, noting that the iterative scheme (10) can be rewrite in term of initial solution \( S_0 \) as

\[ S^k = (\hat{L}^{-1})^k S_0, \quad k \geq 1 \]

after convergence, the asymptotic solution \( S_\infty \) is given by

\[ S_\infty = (\hat{L}^{-1})^\infty S_0. \]  

(12)

The operator matrix \( \hat{L} \), as a real-valued has real-valued eigenvalues. More, it easy to show that eigenvalues of \( \hat{L} \) are always greater or equal to 1. Then, eigenvalues \( \lambda_n \) of \( \hat{L}^{-1} \) are always smaller or equal to 1. \( (0 < \lambda_n \leq 1) \). Finding the eigenvalues and eigenvectors of the operator matrix is closely related to its decomposition

\[ \hat{L}^{-1} = \mathbf{V} \mathbf{A}^{-1} \]

(13)

where \( \mathbf{V} \) is a matrix of \( \hat{L}^{-1} \)'s eigenvectors \( \mathbf{V}_n \) and \( \mathbf{A} \) is a diagonal matrix having \( \hat{L}^{-1} \)'s eigenvalues \( \lambda_n \) at the diagonal. It is easy to see that we have

\[ (\hat{L}^{-1})^k = (\mathbf{V} \mathbf{A}^{-1})^k = \mathbf{V}^k \mathbf{V}^{-1}. \]

So, the asymptotic solution of (13) is obtained by

\[ S_\infty = (\mathbf{V} \mathbf{A}^{-1} \mathbf{V}^{-1}) S_0. \]  

(14)

As \( \mathbf{A} \) is a diagonal matrix with eigenvalues \( \lambda_n = 1 \) only at loci where matrix \( \mathbf{G} \) is zeroed, i.e., where stopping function \( g[n] = 0 \), and \( 0 < \lambda_n < 1 \) where \( g[n] > 0 \), then, the asymptotic eigenvalue matrix \( \mathbf{A}^\infty \) is a diagonal matrix with eigenvalues \( \lambda_n^\infty = 1 \) only at loci where matrix \( \mathbf{G} \) is zeroed, and \( \lambda_n^\infty = 0 \) where \( g[n] > 0 \).
So, we can define the asymptotic eigenvalue matrix \( \Lambda^\infty = \text{diag}(\lambda_1^\infty, \ldots, \lambda_N^\infty) \) in the following manner:

\[
\lambda_n^\infty = \begin{cases} 
1, & \lambda_n = 1 \\
0, & \lambda_n < 1 
\end{cases}, \quad n = 1, \ldots, N.
\]

C. Quasi-Asymptotic Solution

In order to solve intermittency problem [1], [11], we propose a solution to taking out transient signal during sifting process.

We define the quasi-asymptotic eigenvalue matrix \( \Lambda_e^\infty = \text{diag}(\lambda_1^\infty, \ldots, \lambda_N^\infty) \) as depicted

\[
\lambda_e^n = \begin{cases} 
1, & 1 - \epsilon \leq \lambda_n \leq 1 \\
0, & \lambda_n < 1 - \epsilon \quad , \quad n = 1, \ldots, N
\end{cases}
\]

where \( 0 \leq \epsilon \leq 1 \) is a threshold so that \( \Lambda_0^\infty = \Lambda^\infty, \Lambda_1^\infty = I \), and the quasi-asymptotic solution is now

\[
S_\infty = \begin{cases} 
(V\Lambda^\infty V^{-1})S_0, & \epsilon = 0 \\
(V\Lambda_e^\infty V^{-1})S_0, & 0 < \epsilon < 1 \\
S_0, & \epsilon = 1.
\end{cases}
\]

So, during the sifting process in EMD, one can impose an intermittency frequency \( \omega_e \) so that the resulting IMF will not contains any frequency components smaller than \( \omega_e \). Now, the question is “how to choose \( \epsilon \)”? We propose, in Section VII, a possible solution to this question.

VI. IMPLEMENTATION AND RESULTS

A. Implementation

The spectral resolution for sifting process is resumed in Algorithm 3.

Algorithm 3: Sifting process at level \( k \)- SPECTRAL APPROACH

1: set \( i \leftarrow 0; h_{k,0} \leftarrow r_k \), choose \( \epsilon \) \( \triangleright \) Initialization
2: repeat \( \triangleright \) Loop
3: set \( i \leftarrow i+1, h_{k,i} \leftarrow h_{k,i-1} \)
4: compute \( g^\pm \) from \( h_{k,i} \), using MMP (5) or MCP (6)
5: compute matrix operator \( \hat{L}^{-1} \) (11b)
6: perform eigendecomposition of \( \hat{L}^{-1} \) (13)
7: compute asymptotic eigenvalue matrix \( \Lambda_e^\infty \) (15)
8: find upper and lower envelopes \( e^+ \) and \( e^- \) (16)
9: compute proto-local mean \( l_{k,i} \leftarrow (e^++e^-)/2 \)
10: update proto-mode function \( h_{k,i} \leftarrow h_{k,i}-l_{k,i} \)
11: until \( h_{k,i+1} \) is an IMF \( \triangleright \) End Loop
12: set \( \text{im}f_{k+1} \leftarrow h_{k,i+1} \), and \( r_{k+1} \leftarrow r_k - \text{im}f_{k+1} \) \( \triangleright \) Result

B. Some Results

1) Example 1 (Locally Oscillating Monotone Signal): We illustrate in Fig. 2, the use of MCP-based approach in order to extract IMF from a locally oscillating but monotone signal (i.e., without extrema on an interval). The composed signal is a sum of a low-amplitude pure tone \( s_1 \) with a quadratic function \( s_2 \). Results obtained after the first iteration (\( h_1(t) \) and \( l_1(t) \)) of the sifting process are illustrated on Fig. 2(a), where we can see that despite an absence of extrema, for example in time interval \([480, 510]\), see Fig. 2(b), upper and lower envelopes are well detected. The classical EMD algorithm Algorithm 1 or the MMP-based approach, in Algorithm 3, will fall in this situation.

2) Example 2 (Extraction of Transient Signals): We illustrate in Fig. 3 the use of a threshold \( \epsilon \) in (16) to defined values of the quasi-asymptotic eigenvalue matrix. The composed signal

![Fig. 3. An example of signal decomposition with intermittencies. (a) Eigenvalue solution with \( \epsilon = 0 \). (b) Eigenvalue solution with \( \epsilon = 0.03 \). (a)–(b) Top plot, original signal with upper, lower, and mean envelopes. Middle plot, proto-mode signal \( h_1(t) \) after the first iteration of the sifting process. Bottom plot, the resulting proto-mean envelope signal \( I_1(t) \). (c) A detail on signal with its envelopes.](https://example.com/fig3)
is a sum of a pure tone with some transient signals at different scales. Using asymptotic solution ($\epsilon=0$), the decomposition give output where the IMF is composed on a mixing between tone oscillations and intermittencies. See Fig. 3(a) for the outputs (noted $I_1$ and $I_2$) after one iteration of the sifting process. We can see, Fig. 3(b), that for $\epsilon=0.03$, “manually” choosen, the proposed approach is able to extract precisely all intermittencies with a good precision [see Fig. 3(c) for a detail]. The decomposition can be interpreted as a locally adapted filtering process. See Section VII for an automatic determination of the optimal value of $\epsilon$.

3) Example 3 (Amplitude-Frequency Modulated Signal): In this example, we show how the proposed approach is able to decompose a multicomponent AM-FM signal. For this, we take the informative example of signal used in [4, example 4.4] which can be considered as a true IMF (in the sense of Huang et al.).

The considered signal, with $\omega_0=4$, is

$$s(t) = \frac{1}{16} \left[ J_0(\pi) + 2 \sum_{n=1}^{\infty} J_{2n}(\pi) \cos 2n \omega_0 t \right],$$

where $J_p(z)$ is the Bessel function of the first kind of order $p$, and with $J_0(\pi)=-0.304$, $J_2(\pi)=0.486$, $J_4(\pi)=0.151$, $J_6(\pi)=0.014$, and $J_{2n}(\pi)<10^{-3}$ for $n \geq 4$. The three first components of the Fourier series are illustrated on Fig. 4(a).

We sample $s(t)$ uniformly with increment $\Delta=\pi/64$ on interval $[-4\pi,4\pi-\Delta]$, resulting on a vector length of 512 points. Notice that $(t^2+2)/16$ may be regarded as the Amplitude Modulated part of $s(t)$, and $\cos(\pi \sin \omega_0 t)$ as the frequency modulated component. Hence, in classical EMD algorithm, the decomposition result shows that $s(t)$ is an IMF.

With the proposed method, we have the chance between the two definitions of the stopping function, from (5) based on minimal and maximal points (MMP) of $s(t)$ or from (6) based on maximal curvature points (MCP) of $s(t)$. The MMP-based approach give similar result that the classical EMD algorithm, i.e., $s(t)$ is considered as an IMF, resulting on a negligible residual, see Fig. 4(b). But, using the MCP-based approach, the decomposition result shows two IMFs plus a quadratic residual, see Fig. 5. Each IMF is an Amplitude Modulated sinusoidal function for which instantaneous frequency (IF), estimated from Hilbert transform [1], is illustrated in Fig. 5.

This result is consistent with the following approximation of (17), neglecting terms of rank $n>2$, we can rewrite $s(t)$ as

$$s(t) \approx \frac{t^2+2}{8} \times \left[ 1 + \frac{3}{5} J_0(\pi) + J_2(\pi) \cos 2\omega_0 t + J_4(\pi) \cos 4\omega_0 t \right].$$

We can see a very good agreement between $im f_1$ and $s_3$, $im f_2$ and $s_1$, and finally $r_2$ and $s_0$, Figs. 4(a) and 5.
As described in [4], this example use a well-behaved function $s(t)$ for which the instantaneous frequency computed using Hilbert transform changes sign. So, despite the fact that $s(t)$ is viewed as an IMF with the classical EMD algorithm or with the MMP-based approach, this IMF not admits a well-behaved Hilbert transform, its Instantaneous Phase is nonmonotone and physically unrealistic. But, using the MCP-based approach, $s(t)$ is decomposed into two IMFs for which IPs are realistic and correspond to theoretical result.

4) Example 4 (Chaotic Process): In this example, we use a synthesized time series that is generated by the following Mackey-Glass (MG) time-delay differential equation [15]

$$\dot{s}(t) = a \frac{s(t - \tau)}{1 + s(t - \tau)^\delta} - b s(t).$$

To obtain the time series value (of 512 samples length) at integer points, we applied the fourth-order Runge-Kutta method to find the numerical solution to the above MG equation with the discrete version

$$s[n + 1] = s[n] + \Delta t \left( a \frac{s[n - \delta]}{1 + s[n - \delta]^\delta} - b s[n] \right).$$

with $a=0.25$, $b=0.11$, $\delta=15$, $\Delta t=0.1$, and initial value $s[0]=0.1$ for $n \leq 0$. The MG process and its power spectral density (PSD) are both illustrated in Fig. 6.

A first decomposition using original EMD algorithm is illustrated on Fig. 7(a). As we can see, the time series $s[n]$ is in this case essentially viewed as a FM-modulated IMF, with central frequency $CF_1 \approx 0.035$.

With the MCP-based EMD, represented on Fig. 7(b), the result shows that $s[n]$ is decomposed on three FM-modulated IMFs. For each IMF, $imf_k$, the Central Frequency $CF_k$ estimated from instantaneous frequency $IF_k$ is $CF_k \approx kf_0$, with $f_0 \approx 0.035$.

VII. AUTOMATIC MODE MIXING AND TRANSIENT DETECTIONS

In this section we propose a method to estimate, automatically, the optimal quasi-asymptotic parameter $\epsilon$, Section V-C, to deal with the problem of mode mixing and transient detections in signal as in Example 2 of Section VI-B, illustrated in Fig. 3.

A. Tikhonov Regularization

Consider the linear problem

$$\mathbf{d} = \mathbf{A} \mathbf{f} + \mathbf{n}$$

where $\mathbf{f}$ the input we wish to reconstruct, $\mathbf{d}$ is the output we measure, $\mathbf{A}$ is a linear transformation, and $\mathbf{n}$ represents an additive noise process which prevents us from knowing the noise-free data $\mathbf{y} = \mathbf{A} \mathbf{f}$.

Tikhonov regularization provides a framework for stabilizing the solution of possible ill-conditioned linear equations [16]. The solution of (19) using Tikhonov regularization can be written as

$$\hat{\mathbf{f}} = \arg \min_{\mathbf{f}} \left\{ \| \mathbf{A} \mathbf{f} - \mathbf{d} \|^2 + \lambda^2 \| \mathbf{L}_p (\mathbf{f} - \mathbf{f}^\infty) \|^2 \right\}.$$  (20)

This is a whole family of solutions parameterized by the weighting factor $\lambda^2$. Here $\lambda$ is the regularization parameter, $\mathbf{L}_p$ is a positive semidefinite linear transformation, $\mathbf{f}^\infty$ denotes the prior information about the solution $\mathbf{f}$. Typically, $\mathbf{L}_p$ is the identity matrix or a banded matrix approximation to the $p$th derivative.

If the regularization parameter is very large, the effect of the model error term, $C(\mathbf{f}) = \| \mathbf{A} \mathbf{f} - \mathbf{d} \|^2$, is negligible to that of the prior error $\Omega(\mathbf{f}) = \| \mathbf{L}_p (\mathbf{f} - \mathbf{f}^\infty) \|^2$ and we find that $\lim_{\lambda \to \infty} \hat{\mathbf{f}} = \mathbf{f}^\infty$. On the other hand, if $\lambda$ is small, the problem reduces to the least-squares case considered in (19) with an extreme sensitivity to noise $\mathbf{n}$ on the data $\mathbf{d}$. So, the regularizing parameter $\lambda$ can be thought of as controlling the balance between minimizing the regularizing term $\Omega(\mathbf{f})$ and minimizing the term $C(\mathbf{f})$, which corresponds to fitting data.

B. Application to Sifting Process

In order to apply this approach to the problem of mode mixing and transient detection, we propose to take advantage of the reconstruction relation at level $k$ of the decomposition

$$l_{k,i-1} = h_{k,i} + l_{k,i}$$

where $h_{k,i}$ and $l_{k,i}$ are, respectively, the proto-mode and the proto-residual obtained at iteration $i$ during the sifting process, with $l_{k,0} = r_k$ and $r_0 = s$, where $s$ denotes the decomposed signal as in (1). If we make the assumption that, initially, $r_k$ contains mixed modes or transients, then we can identify the reconstruction relation (21) with the linear problem (19), and write after one iteration of the sifting process (e.g., $i = 1$)

$$\mathbf{d} = r_k, \quad \mathbf{A} \mathbf{f} = l_{k,1}, \quad \mathbf{n} = h_{k,1}$$

where now $h_{k,1}$ is considered as noise and $l_{k,1}$ the data we wish to recover. Here, the linear operator $\mathbf{A}$ is $\mathbf{A} = \mathbf{V} \mathbf{A}_e \mathbf{V}^{-1}$ and $\mathbf{f} = r_k$. 

Fig. 6. An example of Mackey-Glass time series obtained from (18). To plot, the discrete MG time series. Bottom plot, power spectral density estimate via Welch’s method in dBS per unit frequency.
Therefore, we define the model error and the prior error as

\[ C_\varepsilon(r_k, \lambda) = \|r_k - \tilde{r}_k\|^2 \]

\[ \Omega_\varepsilon(r_k, \lambda) = \|\mathbf{L}_2(\tilde{r}_k - r_k)\|^2 \]  

(23)

where \( r_k \) is the solution obtained from (17) for a fixed \( \varepsilon \) \( (0 \leq \varepsilon \leq 1) \), and where the operator \( \mathbf{L}_2 \) is a matrix which approximates the second derivative. Here, \( \varepsilon \) acts as a regularization parameter such that \( r_k = \tilde{r}_k \) and \( r_k^\lambda = r_k \).

C. Estimating Optimal Parameter Using Tikhonov Curve

Perhaps the most convenient way for setting \( \lambda \) in (20), is the “Tikhonov curve,” or “L-curve” [17]. When we plot the prior error, \( \log \|\mathbf{r}_k - \mathbf{f}\|^2 \), versus the model error, \( \log \|d - \mathbf{A}\tilde{r}_k\|^2 \), we get the characteristic L-shaped curve with a (often) distinct corner separating vertical and horizontal parts of the curve, see Fig. 8. The optimal regularization parameter \( \lambda \) is defined as that which strives to minimize and balance the two error terms. A tradeoff between these two error metrics is the use of regularization at the corner of the L-curve.

In the same way, the optimal \( \varepsilon \) is estimated from the L-curve obtained after plotting \( \log \|r_k^{\lambda} - r_k\|^2 \) versus \( \log \|L_2(r_k^{\lambda} - r_k)\|^2 \) for \( \varepsilon \in [0, 1] \). Here, \( r_k \) is considered as the measured data, \( r_k^{\lambda} \) denotes the prior information about the solution, and \( r_k^{\lambda} \) is a regularized version of the solution.

D. Numerical Experimentation

To investigate the performance of the proposed approach we applied it to transient extraction, mode mixing separation, and to a “normal” composition. We noticed that the estimation of the optimal \( \varepsilon \) value can be carried out by applying the Tikhonov regularization to the proto-residual obtained after only one iteration of the sifting process. In order to locate the corners of the discrete L-curve, we use the algorithm proposed in [18].
Fig. 9. Numerical experimentation for automatic regularization parameter estimation. A pure tone signal with a superimposed transient. The Tikhonov-curve is represented with detected corner marked with a circle, as well as the resulting decomposition using the estimated optimal parameter $\epsilon$.

Fig. 10. Numerical experimentation for automatic regularization parameter estimation. (a) A mode mixing signal building with two successive pure tones. (b) A mode mixing signal building with three successive pure tones. In each case, the Tikhonov-curve is represented with detected corner marked with a circle, as well as the resulting decomposition using the estimated optimal parameter $\epsilon$.

that the first iteration is realized, the sifting process is carried out normally (with $\epsilon = 0$) on porto-mode until obtaining the final IMF and residual.

1) Example 5 (Transient Extraction): The first example, reported in Fig. 9, concerns a transient superimposed to a pure tone signal. The associated L-curve exhibits a marked corner which is well detected. Hence, using the estimated optimal $\epsilon$ value, the first IMF, $imf_1$, captures the transient, and the residual signal, $r_1$, is the transient-free pure tone.

2) Example 6 (2-Mode Mixing Separation in Time): The second example addresses the mode mixing separation problem. In this example, the signal is build by a concatenation of two pure tones with different frequencies, see Fig. 10(a). In this case, the curve exhibits a marked corner which is well detected. The
Fig. 11. Numerical experimentation for automatic regularization parameter estimation. (a) A mode mixing signal as a sum of two pure tones with close frequencies. (b) A “normal” case for which the signal is a sum of two pure tones with very different frequencies. In each case, the Tikhonov-curve is represented with detected corner marked with a circle, as well as the resulting decomposition using the estimated optimal parameter $\epsilon$.

3) Example 7 (3-Mode Mixing Separation in Time): The third example addresses the mode mixing separation problem. In this example, the signal is built by a concatenation of three pure tones with different frequencies, see Fig. 10(b). In this case, the curve exhibits two marked corners which are well detected. The use of the two optimal $\epsilon$ values, $\epsilon_1$ and $\epsilon_2$, makes it possible to separate the three tones as illustrated in Fig. 10(b).

4) Example 8 (2-Mode Mixing Separation in Frequency): This fourth example also addresses the mode mixing separation problem. In this example, the signal is sum of two pure tones with close frequencies, see Fig. 11(a). In this case, the curve exhibits a little marked corner but which is as well detected. The use of the optimal $\epsilon$ value makes it possible to separate the two tones with the highest frequency one in $i mf_1$ and the lower in $r_1$.

5) Example 9 (Normal Composition): Finally, the last example relates to a “normal” case for which the sifting process must be applied just as it is with $\epsilon = 0$. Indeed, in this case the signal to analyze is the sum of two pure tones, see Fig. 11(b). One can note that the associated curve does not present a L-shape as for the two preceding examples. So, no corner is detected and the optimal parameter is set to $\epsilon = 0$, and the sifting process is performed to obtain the first tone in $i mf_1$ and the second one in $r_1$ as illustrated in Fig. 11(b).

VIII. CONCLUSION

It is a well-known fact that EMD method is developed on the basis of an algorithm and hence it suffers from a lack of a full and generally accepted theoretical framework. Thus, it is of great importance to develop an analytical formulation for the so-called mean envelope to characterize this method. The main problem is due to the fact that the local mean of a signal depends on its characteristic local time-scales. In our previous paper, the utility of the PDE-based Framework method has been successfully demonstrated with the help of several synthetic signals, which shows that this approach performs as well as the classical EMD method. In this paper, a novel spectral approach, which estimates the mean-envelope of a signal has been presented. Here, we have extended the PDE-based approach in order to cover cases where classical EMD is quite weak for signal analysis. It is the case of signals without local extrema, or chaotic signals like chaotic time series. This extension is on one hand based on MCP
of a signal and on another hand on a regularization approach inspired by the well known Tikhonov regularization method. So, we have also proposed a quasi-asymptotic solution, to deal with transient component or mode mixing signals. We have shown how it can resolve automatically the mode mixing and transient problems, and have proven its powerfulness in the case of complex signals like chaotic time series. The formulation proposed here is believed to provide with new insights in EMD and calls for further studies. In our future works, this spectral approach will be used on real signals for purpose of analysis and characterisation of physical data.
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