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Abstract

Minimizing the operating clearance between rotating bladed-disks and stationary surrounding casings is a primary concern in the design of modern turbomachines since it may advantageously affect their energy efficiency. This technical choice possibly leads to interactions between elastic structural components through direct unilateral contact and dry friction, events which are now accepted as normal operating conditions. Subsequent nonlinear dynamical behaviors of such systems are commonly investigated with simplified academic models mainly due to theoretical difficulties and numerical challenges involved in non-smooth large-scale realistic models. In this context, the present paper introduces an adaptation of a full three-dimensional contact strategy for the prediction of potentially damaging motions that would imply highly demanding computational efforts for the targeted aerospace application in an industrial context. It combines a smoothing procedure including bicubic B-spline patches together with a Lagrange multiplier based contact strategy within an explicit time-marching integration procedure preferred for its versatility.

The proposed algorithm is first compared on a benchmark configuration against the more elaborated bi-potential formulation and the commercial software Ansys. The consistency of the provided results and the low energy fluctuations of the introduced approach underlines its reliable numerical properties. A case study featuring blade-tip/casing contact on industrial finite element models is then proposed: it incorporates component mode synthesis and the developed 3D contact algorithm for investigating structural interactions occurring within a turbomachine compressor stage. Both time results and frequency-domain analysis emphasize the practical use of such a numerical tool: detection of severe operating conditions and critical rotational velocities, time-dependent maps of stresses acting within the structures, parameter studies and blade design tests.
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1 Introduction

With the endlessly growing contribution of full three-dimensional nonlinear analyses in structural components design, aircraft engine manufacturers strongly depend on the development and use of modern numerical tools. Related computational strategies traditionally based on the standard Finite Element Method routinely address structural configurations involving nonlinear kinematic descriptions, finite strains, constitutive laws with plasticity, crack propagation, nonlinear temperature gradients or unilateral contact constraints together with friction conditions, all within commercial software packages. Nevertheless, investigations requiring the enforcement of non-penetration constraints are still prone to numerical robustness issues that often necessitate in-house tools dedicated to very limited classes of problems.

In this context, the present study focuses on the development, validation and use of a 3D contact algorithm devoted to the examination of blade tips/casing structural contact interactions in modern turbomachines. These structural contacts are consequences of the implementation of improved energy efficient technologies affecting the operating clearances between the rotor and the surrounding stationary casing components potentially yielding severe damages \[36, 17, 37\]. Exploration of these phenomena demands meticulous attention on the considered solution method and related assumptions. Among the commonly used approaches in nonlinear dynamics (harmonic balance and shooting methods, analytical derivations and perturbation techniques, nonlinear modal analysis to name a few), time integration is given preference in the present work for its versatility and due to the complexity of the investigated phenomenon. As shown in previous studies involving 2D models \[28\], the forward increment Lagrange multiplier approach within an explicit time-marching technique \[12\] stands as a reliable strategy for this class of problems and is here extended to full 3D configurations \[6\]. Special consideration is given to large sliding and high tangential relative velocities between blade-tips and surrounding casings.

The novelty of the suggested approach lies in the efficient combination of several ingredients which have been already proposed for other matters:

1. construction of reduced-order models of large scale systems embedding centrifugal stiffening, \textit{i.e.} dependence to a rotational velocity \[41\],

2. explicit time-stepping technique dedicated to unilateral contact and dry friction conditions,

3. contact interface smoothing procedure.

For a given blade design, the introduced numerical tool is able to provide a full cartography of its nonlinear frequency response (displacements, strains, stresses, contact forces) over a user-defined range of rotational velocities, in no more than few hours on a standard computer. By contrast, in commercial codes, centrifugal stiffening first necessitates a static pre-calculation for each investigated rotational velocity. This static computation requires a full, often very large (up to 1.5 million degrees of freedom), finite element model. The construction of reduced-order models directly embedding centrifugal stiffening significantly improves the numerical efficiency of the proposed strategy with respect to commercial softwares. The introduced tool is also versatile in such a way that existing meshing procedures implemented in industrial frameworks do not have to be modified. In this regard, consideration has been given to B-spline \[10, 4, 35, 32\] surface patches.
Contact problems are inherently nonlinear since the contact area is a priori unknown and the respective hybrid contact pressure/displacement boundary conditions are part of the sought solution. The main difficulty lies in the constitutive laws of contact and friction expressed by non-smooth multivalued force-displacement relationships. From a mechanical engineering viewpoint, three groups of methods are usually preferred for the numerical treatment of such laws since they directly provide a physical sense to the quantities of interest: (1) the penalty method [3, 24], (2) the Lagrange multiplier method [5, 21] and (3) the augmented Lagrangian method [39]. While the penalty method depends on a parameter that allows a loosely controlled violation of the constraints between the structures, the Lagrange multipliers, which represent the contact reaction forces when convergence is reached, exactly enforce the non penetration conditions.

In a FEM context, unilateral contact and friction conditions are especially challenging due to the constant switches in the state of the constraints stemming from the spatial discretization. The contact zone is represented by a surface which is only piecewise differentiable, and most commonly of low order of continuity. As a consequence, numerical jumps in contact forces are typically encountered. These non-physical jumps can cause serious errors in the resulting simulated stresses and forces and smoothing methods are often required. A higher order of continuity can be prescribed by directly using $C^n$ compatible and geometrically curved elements. Unfortunately, these elements are known to feature numerical difficulties [15] that may be overcome in an original fashion. Among possible strategies that have revealed themselves useful over the past few years [29], Bézier curves, Hermite and Bernstein patches [45], Overhauser segments [1], the diffuse approximation approach [13], the B-splines [10, 4, 35, 32] and the non-uniform rational B-splines (NURBS) [42, 20] stimulated a number of interesting investigations. While preserving the original meshes, they remove the facetization issues, ease the contact transition and then increase the convergence rates of the dedicated contact algorithms. Industrial environments may greatly benefit from such implementations since they simplify meshing procedures by allowing the use of a broader class a finite elements. All these mathematical objects are characterized by their own specific advantages and drawbacks (control points interpolation, refinement, knots insertion, internal subdivision) and the Bézier and B-spline curves are the most popular forms to date. In the present study, the cubic B-spline approach is adopted since it can easily be adapted to finite element meshes where the current positions of the nodes only are required.

For reliability and validation purposes, the proposed approach is first compared against the bi-potential method [18] and the Ansys commercial package. The formulation combining augmented Lagrange multipliers with the bi-potential method is capable of treating frictional contact constraints in a reduced system by means of a predictor-corrector solution algorithm. In addition, the bi-potential method leads to a single displacement variational principle and a unique inequality in which unilateral contact and friction are coupled via a contact bi-potential. Ansys commercial software allows for several types of contact treatment. The choice essentially involves the definition of contact areas (node-to-node, node-to-surface, line-to-surface, surface-to-surface...) and the solution algorithm (multipoint constraint, penalty, Lagrange multiplier or augmented Lagrangian methods). Each contact simulation is customizable with a large number of parameters. In our study, CONTA175 and TARGE170 [2] are used to define node-to-surface 3D contact areas and the solution is computed with the augmented Lagrangian procedure. The targeted application case, depicted in Fig. 1, is presented in the last section.
2 Contact dynamics

2.1 General theory

The contact pressure acting between the blade tips and the casing is of particular interest in this study. Equations of motion are derived using the Principle of Virtual Work within the kinematically linear framework following reference [27]. The infinitesimal strain theory is assumed and the reference frame is attached to the rotating blade.

It is first convenient to arbitrary choose a master surface, subjected to contact, with respect to which a second one, commonly called the slave surface, can be parameterized. It is then possible to find for any material point \( x \) belonging to the master surface \( \Gamma_c^{(m)} \), its closest counterpart \( \bar{y} \) on the slave surface \( \Gamma_c^{(s)} \):

\[
\bar{y}(x) = \arg \min_{y \in \Gamma_c^{(s)}} ||x - y||
\]

According to these notations, the gap function between the two structures can be expressed:

\[
g(x) = g_0(x) + (u^{(m)}(x) - u^{(s)}(\bar{y}(x))) \cdot n
\]

where \( g_0(x) \) represents the initial positive gap between the two structures, \( n \), the outward normal to \( \Gamma_c^{(s)} \), and \( u \), the displacement of the master \( (m) \) and slave \( (s) \) structures. The contact conditions, referred to as the Kuhn-Tucker optimality conditions are such that for all \( x \in \Gamma_c^{(m)} \):

\[
t_N \geq 0, \quad g \geq 0, \quad t_N g = 0
\]

where \( t_N \) stands for the positive contact pressure acting on \( \Gamma_c^{(m)} \). These conditions are
complemented by the Coulomb friction law:

\[
\begin{align*}
\|t_T\| \leq \mu t_N \\
\|t_T\| < \mu t_N \Rightarrow v_T = 0 \\
\|t_T\| = \mu t_N \Rightarrow \exists \alpha > 0 \text{ such as } v_T = \alpha \frac{t_T}{\|t_T\|}
\end{align*}
\]  

(4)

for which \( \mu \) is the coefficient of friction, \( v_T \), the tangential slip and \( t_T \), the tangential stress vector. The weak form of the contact problem can be then written in the following manner:

\[
\int_{\Omega} \rho \ddot{u} \cdot \delta u \, dV + \int_{\Omega} \varepsilon : \delta \varepsilon \, dV = \int_{\Gamma^c} t_N \delta g + t_T \cdot \delta u_T \, dS
\]

\[
+ \int_{\Omega} f_d \cdot \delta u \, dV
\]

(5)

where \( t_N \) and \( t_T \) should satisfy conditions (3) and (4), respectively. The virtual work of the contact forces is calculated on the slave surface \( \Gamma^c \), in other words, the surface spline attached to the casing. It means that the gap functions are evaluated using the surface spline — and not the original casing mesh — and that the virtual displacements of the interface nodes due to the contact forces acting on the surface spline are calculated using the shape functions of the surface spline together with the inversion procedure between data and control point detailed in Eqs (23) and (25).

2.2 Solution algorithm for interaction

Many different time-marching procedures dealing with contact have been developed in the past few years depending on the type of correction used (displacement or velocity) [43]. Because of its simplicity, the Forward Increment Lagrange Multiplier Method [12] is used in our study. The matrix form of (5) is discretized in time using the explicit central differences scheme. The algorithm is then divided into three steps:

1. prediction at time step \( n + 1 \) of the displacements \( u \) of the structures without considering any contact. This predicted displacement, denoted with a superscript \( p \), is analytically expressed as:

\[
u^{n+1,p} = \left[ \frac{M}{h^2} + \frac{D}{2h} \right]^{-1} \left( \frac{2M}{h^2} - K \right) u^n + \left( \frac{D}{2h} - \frac{M}{h^2} \right) u^{n-1} + F^n \]

(6)

where \( h \) is the time-step size of the explicit time marching procedure. Previous displacements \( u^n \) and \( u^{n-1} \) and external forcing \( F^n \) are known.

2. determination of the gap function vector \( g^p \) between the two structures using Eq. (2). Each gap function where a penetration has been detected is kept in \( g^p \), all other coordinates of the latter being zero.

3. correction of the displacements through the calculation of the Lagrange multipliers. This step implies that the gap functions (linearized when necessary) vanish:

\[
g^{n+1} = C_N^t u^{n+1,c} + g^p = 0
\]

(7)

where the superscript \( c \) means that the correction of the displacements is being calculated. \( C_N \) is the contact constraint matrix in the normal direction where superscript \( ^t \) stands for transpose. The new equations of motion taking the Lagrange
multipliers (i.e. contact forces) into account and the contact constraints have to be solved simultaneously. To this end, a new contact matrix $C_{NT}$ containing the normal and tangential constraints is built by considering that, because of high relative velocities between the two structures, only sliding occurs:

$$\begin{align*}
\lambda &= \left( C_{NT} \left[ \frac{M}{h^2} + \frac{D}{2h} \right] \right)^{-1} g^p \\
u^{n+1} &= u^{n+1,p} + \left[ \frac{M}{h^2} + \frac{D}{2h} \right] C_{NT} \lambda
\end{align*}$$

(8)

4. time increment $t \leftarrow t + h$ and go back to 1.

3 Smoothing procedure

The usual mathematical inconsistencies in contact treatment due to the finite element mesh approximation — i.e. exact distances between the two structures and continuous definition of the outward normal direction — is overcome through the implementation of a functional smoothing procedure of the contact surface involving bi-cubic B-splines [4], as pictured in Fig. 1.

3.1 B-spline curves

3.1.1 Uniform B-spline curve

B-spline bases [11] allow the construction of complex parametric spatial curves $c(t)$ by multiplying a spline basis functions $B_{ni}(t)$ and a set of control points $Q_i$:

$$c(t) = \sum_{i=0}^{N-1} Q_i B_{ni}(t)$$

(9)

They result by mapping a dimension $t$ defined along a knot sequence $t_i = 0,N-1$ into a Cartesian space through control points and are completely specified by the curve’s control points, the curve’s polynomial degree and the B-spline basis functions as detailed in Eq. (9).

Two-dimensional splines will be later employed to enrich the contact surface functional properties. This surface will be characterized by its degree $n$ and the knot sequence characterized by the following considerations:

• Choosing $n = 3$ provides a $C^1$ continuity to the normal of the contact surface, which is of primary importance to correctly calculate the distance between the structures and to avoid numerical jumps in the estimation of the contact forces. Lower degree polynomials do not provide sufficient control of the surface’s shape and higher degree polynomials are computationally more expensive.

• The knot sequence can be either uniform or nonuniform. A curve is uniform if the spacing between the knots of the intrinsic parameter $t$ is constant, $t_{i+1} = t_i + 1$. This method is not always suitable and chord length parametrization may be preferred

---

1In a three-dimensional Cartesian space, the parametric curve is a vector-valued function of parameter $t$ such as $c(t) = [c_x(t), c_y(t), c_z(t)]$. The control points are stored accordingly along the three directions such as $Q_i = [Q_{xi}, Q_{yi}, Q_{zi}]$. 
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because it more precisely reflects the geometry of the data points by proportionally spacing the knot sequence to the distance between the data points. However, the contact interface nodes of the casing supporting the surface spline are (almost) equally spaced along the circumferential and axial directions (see Fig. 1). Moreover, a uniform parametrization greatly simplifies the implementation.

Consequently, **cubic uniform** B-spline curves are used in the present study. Each segment $p$ of the curve\(^2\) can be then written in a matrix form:

$$c_p(t) = TMQ_p$$

where $T = (t^3, t^2, t, 1)$, $Q_p = (Q_{p-1}, Q_p, Q_{p+1}, Q_{p+2})$ and:

$$M = \frac{1}{6}
\begin{bmatrix}
-1 & 3 & -3 & 1 \\
3 & -6 & 3 & 0 \\
-3 & 0 & 3 & 0 \\
1 & 4 & 1 & 0
\end{bmatrix}
$$

### 3.1.2 Interpolation

By definition, a B-spline does not pass through its control points. The inversion method addresses this issue by finding the $N + 2$ control points $Q_i$, given a set of $N$ data points $P_i$ to be interpolated. $N$ linear equations are generated based on the fact that $c(t)$ has to pass through the data points. This generates a spline which will (almost) perfectly match the geometry of the supporting casing.

In the case of a uniform parametrization, segment $p$ of the spline curve reaches its extremal points $P_p$ and $P_{p+1}$ for extremal values of parameter $t$, respectively $t = 0$ and $t = 1$. Accordingly, it yields for $p = 0, \ldots, N - 2$:

$$P_p = c_p(0) = \frac{1}{6}(Q_{p-1} + 4Q_p + Q_{p+1})$$
$$P_{p+1} = c_p(1) = \frac{1}{6}(Q_p + 4Q_{p+1} + Q_{p+2})$$

where $c_p(1) = c_{p+1}(0)$. System (12) can be recast in a matrix form such as:

$$\begin{pmatrix}
P_0 \\
P_1 \\
\vdots \\
P_{N-2} \\
P_{N-1}
\end{pmatrix}
= \frac{1}{6}
\begin{pmatrix}
1 & 4 & 1 & 0 & \cdots & 0 \\
0 & 1 & 4 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 4 & 1 & 0 \\
0 & \cdots & 0 & 1 & 4 & 1 & \cdots & 0
\end{pmatrix}
\begin{pmatrix}
Q_{-1} \\
Q_0 \\
Q_1 \\
\vdots \\
Q_{N-2} \\
Q_{N-1} \\
Q_N
\end{pmatrix}
$$

or, in a contracted way:

$$P = AQ$$

where the two end-conditions required to uniquely solve the problem have to be specified.

---

\(^2\)As already mentioned, a curve is generally vector-valued but is written here along a single direction of the Cartesian space for the sake of simplicity.
### 3.1.3 End Conditions

Various methods are available for the definition of the boundary and end-conditions — both a 2D and a 3D representation of two possible end-conditions are given in Figs. 2, 3(a), and 3(b) — of an interpolating spline patch. In the perspective of the casing problem, two types of end-condition should be explored: free edges along the axial direction of the structure as well as continuity and closure conditions along the circumferential direction. The first one is dealt with the double vertex approach \[7, 4\]:

\[ Q_{-1} = Q_0 \quad \text{and} \quad Q_N = Q_{N-1} \]  

which assumes that the curvature of the spline curve at each end is zero. The second one requires the position of the spline \( c(t) \), its first \( c(t)' \), and second \( c(t)'' \) spatial derivatives to be equal at extremities in order to enforce closure and functional smoothness, mathematically leading to:

\[
\begin{align*}
    c_0(0) &= c_{N-2}(1) \Leftrightarrow P_0 = P_{N-1} \\
    c'_0(0) &= c'_{N-2}(1) \Leftrightarrow -Q_{-1} + Q_1 = -Q_{N-2} + Q_N \\
    c''_0(0) &= c''_{N-2}(1) \Leftrightarrow Q_{-1} - 2Q_0 + Q_1 = Q_{N-2} - 2Q_{N-1} + Q_N
\end{align*}
\]  

Finally, in Eq. (13), free edge boundary conditions in the axial direction read:

\[
\begin{align*}
    \text{end conditions 1} &= \begin{bmatrix} 1 & -1 & 0 & \ldots & 0 \end{bmatrix} \\
    \text{end conditions 2} &= \begin{bmatrix} 0 & \ldots & 0 & -1 & 1 \end{bmatrix}
\end{align*}
\]  

Figure 2: two types of end condition: spline (—), data points \( P (\bullet) \) and control points \( Q (\bullet) \)

and continuity boundary conditions in the circumferential direction are:

\[
\begin{align*}
    \text{end conditions 1} &= \begin{bmatrix} -1 & 0 & 1 & 0 & \ldots & 0 & 1 & 0 & -1 \end{bmatrix} \\
    \text{end conditions 2} &= \begin{bmatrix} 1 & -2 & 1 & 0 & \ldots & 0 & -1 & 2 & -1 \end{bmatrix}
\end{align*}
\]

### 3.2 Bicubic uniform B-spline surfaces

#### 3.2.1 Construction

B-spline surfaces are an extension of B-spline curves and are most commonly defined as the tensor product of B-spline curves:

\[
S(s, t) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} Q_{ij} B_{ni}(s) B_{nj}(t)
\]
involving two parametric values $s$ and $t$ defined on two knot vectors $(s_i)$ and $(t_j)$, and a set of control points $Q_{ij}$, organized in a grid and thus, not of arbitrary topology. Accordingly, the surface basis functions are products of two univariate bases. Similar to the uniform cubic B-spline curve, $S(s,t)$ is a vector-valued function and each patch $3 \, pq$ of a bicubic uniform B-spline surface can be described in a matrix form by:

$$S_{pq}(s,t) = SMQ_{pq}M^tT^t \tag{20}$$

with $S = (1,s,s^2,s^3)$, $T = (1,t,t^2,t^3)$ and:

$$Q_{pq} = \begin{bmatrix}
Q_{p-1,q-1} & Q_{p-1,q} & Q_{p-1,q+1} & Q_{p-1,q+2} \\
Q_{p,q-1} & Q_{p,q} & Q_{p,q+1} & Q_{p,q+2} \\
Q_{p+1,q-1} & Q_{p+1,q} & Q_{p+1,q+1} & Q_{p+1,q+2} \\
Q_{p+2,q-1} & Q_{p+2,q} & Q_{p+2,q+1} & Q_{p+2,q+2}
\end{bmatrix} \tag{21}$$

where matrix $M$ is defined in Eq. (11). As shown in Eqs. (20) and (21), each bicubic uniform B-spline patch is locally affected by sixteen control points.

### 3.2.2 Interpolation

For the sake of simplicity $Q$ (respectively $P$) now denotes a reorganization of matrix $Q_{pq}$ given in Eq. (21) (respectively $P_{pq}$) for $p = -1,\ldots,M$ and $q = -1,\ldots,N$ in a vector form such as:

$$Q^t = (Q_{-1,-1},Q_{0,-1},\ldots,Q_{M-1,0},Q_{-1,0},\ldots,Q_{MN})$$

$$P^t = (P_{-1,-1},P_{0,-1},\ldots,P_{M-1,0},P_{-1,0},\ldots,P_{MN}) \tag{22}$$

The two dimensional counterpart of Eq. (14) together with notations (22) and the appropriate end-conditions into Eq. (19) (see Fig. 3(b)) leads to the following relation between data and control points:

$$P = \mathbb{A}Q \tag{23}$$

where matrix $\mathbb{A}$, of size $\left((N+2) \times (M+2)\right)^2$, is defined as the Kronecker product of matrices $\mathbb{A}_s$ and $\mathbb{A}_t$, counterparts of matrix $\mathbb{A}$ of Eq. (14) with the appropriate end-conditions, respectively in $s$ and $t$:

$$\mathbb{A} = \mathbb{A}_s \otimes \mathbb{A}_t \tag{24}$$

whose inversion is:

$$\mathbb{A}^{-1} = \mathbb{A}_s^{-1} \otimes \mathbb{A}_t^{-1} \tag{25}$$

In the validation example as well as in the application case, matrix $P$ contains the actual nodes of the finite element mesh on the contact surface. This means that every time the B-spline surface is created, control points $Q$ are computed so that nodes in $P$ belong to the B-spline surface.

3 two-dimensional counterpart of a segment, written here in one direction of the Cartesian space
4 General algorithm validation

As explained in the introduction, exploration of blade-to-casing interactions involves numerical difficulties due to unilateral contact conditions and high relative velocities. Accordingly, it is important to validate the developed in-house numerical tool by comparing results to the existing software packages and other academic codes on specific configurations designed to asymptotically approximate a blade-to-casing interaction. The comparison is addressed with the bi-potential method \([18]\) combined with an implicit time integration procedure and the Ansys commercial software. The respective contact example is presented in Fig. 4 and a summary of the considered solution methods is provided in Tab. 1.

<table>
<thead>
<tr>
<th>Solution method</th>
<th>Time integration method</th>
<th>Contact algorithm</th>
<th>Contact surface interpolation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed algorithm</td>
<td>explicit</td>
<td>Lagrange multiplier</td>
<td>B-splines</td>
</tr>
<tr>
<td>Bi-potential</td>
<td>implicit</td>
<td>Augmented Lagrangian</td>
<td>Linear</td>
</tr>
<tr>
<td>Ansys</td>
<td>implicit</td>
<td>Augmented Lagrangian</td>
<td>Linear</td>
</tr>
</tbody>
</table>

Table 1: Solution methods

4.1 Benchmark configuration

A flexible cubic hexahedron is launched between two flexible partial rings clamped on their tip boundaries. The initial velocity of the hexahedron \(v_c\) is directed along the \(y\) axis. Positions \(C_l\) and \(C_r\) define the centers of the left partial ring \((x < 0)\) and right partial ring \((x > 0)\).

In the sequel, subscripts \(r\) and \(h\) respectively refer to the rings and the hexahedron. The mechanical parameters common to all subsequent numerical simulations are as follows: Young’s moduli \(E_r = 2.1 \cdot 10^{11} \text{ N/m}^2\) and \(E_h = 2.1 \cdot 10^9 \text{ N/m}^2\), mass per unit volume \(\rho_r = \rho_h = 7,800 \text{ kg/m}^3\) and Poisson coefficients \(\nu_r = \nu_h = 0.3\). Structural damping and gravity are neglected. Structures are meshed with 8-node linear brick elements. The cube is discretized with 125 identical elements (5 elements on each length) and the rings are regularly meshed with 5 elements along their thickness, 8 elements along...
their width and 40 elements along their length, so that each ring is discretized in 1,600 elements.

Within the linear kinematic framework, it seems legitimate to restrict the contact conditions to two faces of the hexahedron, respectively delimited by nodes 1, 85, 90 and 6 and by nodes 31, 91, 96 and 36, as pictured in Fig. 4.

Finally, for each ring, a B-spline surface is attached to the nodes of the outer surface of the ring as detailed in section 3. Free edge conditions only are considered and the B-spline surface matches the outer surface of each ring mesh.

### 4.2 Displacements and contact forces

The investigated design is symmetric with respect to planes \((Oyz)\) and \((Oyx)\) and it is expected to observe symmetric displacements and contact forces. This is verified by comparing \(u_x\), \(u_y\) and \(u_z\) for nodes 1, 6, 85 and 90 with their respective symmetric counterparts on nodes 31, 36, 91 and 96 as pictured in Fig. 4.

Figs. 5(a), 5(b), 5(c) and 5(d) show perfect symmetry for both displacements and contact forces with indistinguishable superimposition.

### 4.3 Sensitivity to friction

With the same boundary and initial conditions, three configurations are investigated for various friction coefficients \(\mu\) and initial velocities \(\|v_c\|\) in order to assess the sensitivity to assumptions listed in section 2.2. Constant time step is \(h = 10^{-7}\) s in the proposed technique and \(h = 10^{-5}\) s, in the bi-potential method.
4.3.1 \( \mu = 0 \)

The initial speed of the cube is \(-50\) m/s for the first two configurations. With its initial velocity, the hexahedron stores a sufficiently high kinetic energy to distort itself as well as the two flexible rings, and thus entirely moves through the existing clearance.

A comparison between the proposed algorithm and the bi-potential method is conducted for displacements and contact forces. For the sake of brevity, the results are only presented for node 1 of the hexahedron. As shown in Fig. 4, the maximum relative displacement of node 1 is about 2 mm, equivalent to a 4%-strain ratio compatible with the linear kinematic assumption. Displacements \( u_{1x} \), \( u_{1y} \), and \( u_{1z} \) of node 1 are displayed in Figs. 6(a), 6(b), and 6(c), respectively. The contact force acting on this node is depicted in Fig. 6(d). Each figure shows a good agreement between the two methods, both in displacement and force amplitudes even though a phase shift is noticeable for \( u_{1x} \) and \( u_{1z} \). The latter arises when the hexahedron leaves the rings behind and is strongly dependent on the initial displacement conditions of this stage. Moreover, both methods feature a decay of \( u_{1y} \) as pictured in Fig. 6(b), caused by the contact with the rings and consequence of the partial transformation of the initial kinetic energy into strain energy.

4.3.2 \( \mu = 0.15 \)

The friction coefficient is now set to a value corresponding to experimental blade/casing set-ups. Respective displacements \( u_{1x} \), \( u_{1y} \), and \( u_{1z} \) are displayed in Figs. 7(a), 7(b), and 7(c). The contact force acting on this node is illustrated in Fig. 7(d). Due to dry friction during the contact phase, the velocity of the moving hexahedron decreases until the structure reaches a static position with final adherence to the surrounding rings. This
is indicated in Fig. 7(b) where the y-displacement becomes constant after the transient response. While Figs. 7(a) and 7(c) match very well, Fig. 7(b) shows that the hexahedron penetrates further between the rings according to the bi-potential method. This is a consequence of the contact treatment in the proposed approach only accounting for sliding (see Eq. (8)) as follows:

\[ ||t_t|| = \mu t_N \]  

When the relative tangential velocity between the mechanical components is sufficiently low to allow a sticking state, the proposed method overestimates tangential contact forces.

### 4.4 Sensitivity to relative tangential velocity

The velocity of the hexahedron is now sufficiently high to ensure a complete sliding motion between the two rings followed by a final release. This configuration is intended to reflect the contact conditions of the blade-to-casing interaction.

Comparison for displacement of node 1 is provided in Figs. 8(a), 8(b), and 8(c). Respective contact force comparison is displayed in Fig. 8(d). In Fig. 8(b), identical behaviours in the y direction can be observed and the two methods predict the same cube velocity after the contact phase with the surrounding rings. Also, high frequency vibrations of significant but similar amplitude are noticeable for \( u_{1x} \) and \( u_{1z} \) in Figs. 8(a) and 8(c) due to the absence of damping.
Figure 7: Low speed configuration with friction; proposed algorithm (---) and bi-potential method (—)

Figure 8: High speed configuration with friction; proposed algorithm (---) and bi-potential method (—)
4.5 Comparison to Ansys

Comparison to Ansys is introduced for the third configuration involving friction and high relative velocity.

Ansys instructions CONTA175 and TARGE170 [2] are used to define node-to-surface 3D contact interface\(^4\). Elements TARGE170 model the contact surface of each ring and elements CONTA175 describe the cube as pictured in Fig. 9. Ansys offers the aug-

![Figure 9: Ansys elements used for contact simulation, partial representation of the contact case](image)

\(^4\)CONTA175 and TARGE170 elements essentially define the contact nodes and respective contact surfaces in the context of a usual master/slave approach with node-to-surface contact algorithm.

![Figure 10: High speed with friction, comparisons between the proposed algorithm (—) and Ansys (—)](image)
mented Lagrangian method within an implicit time integration procedure with Newmark parameters $\gamma = \frac{1}{2}$ and $\beta = \frac{1}{4}$. Time step may vary during the numerical simulation from $h_{\text{min}} = 10^{-6}$ s to $h_{\text{max}} = 10^{-3}$ s.

Similarly to the comparison with the bi-potential method, results match very well during the contact phase (see Fig. 10); contact forces pictured in Fig. 10(d) emphasize this statement. Once contact is released between the hexahedron and the two flexible rings (for $t > 0.6$ s), high frequency vibrations arise as displayed in Figs. 10(a) and 10(c) where both approaches lead to comparable mean amplitudes. As mentioned earlier, a phase shift is also noticeable. On the contrary, the superimposition of $u_{1x}$ from Ansys and the bi-potential method plotted in Fig. 11 highlights a better agreement between the two strategies. There is a known delay between implicit and explicit time integration procedures [19] that may be responsible for a phase shift between the respective responses. Second — and this is a critical point in our study — while the contact surface is exactly the same for simulations carried out with Ansys and the bi-potential method, a bicubic B-spline is used for interpolating the contact surface of the rings. Accordingly, the time range for which contact is released may not be exactly identical.

4.6 Energy conservation

Explicit time-stepping procedures are known to be conditionally stable with a critical time step. Such integration schemes should satisfy stability, convergence, and consistency properties as well as preserve system invariants such as linear momentum and total energy balance [27, 22]. The design of nonlinear stable algorithms satisfying conservative laws has already been widely studied on a variety of configurations [40, 34, 46, 33] and energy conserving algorithms have been developed for different applications [23, 30, 18]. The explicit central difference method ensures the conservation of the linear momentum [26] and we now focus on energy preserving properties of the proposed solution method. Since the configuration of interest is conservative when $\mu = 0$, the total energy of the system $E_T$ should be constant. When $\mu > 0$, friction induces dissipation and the total energy of the system decreases during the sliding contact phases of the predicted motion. The energy balances the two low relative speed cases are depicted in Fig. 12(a) and 12(b). The total energy of the system is computed as the sum of the kinetic energy and the strain energy of the cube and the rings. The system total energy fluctuations are found to be very small, from $1,218.75$ J to $1,216.83$ J, or equivalently a 0.16 % decrease. On the contrary, the kinetic energy, and subsequently, the total energy of the system are clearly affected by friction. Accordingly, the method possesses reliable energy conservation properties which makes it well suited for long time runs of non-linear regimes.
The good agreement on displacements and contact forces between the three investigated approaches together with the offered energy conserving properties validate the proposed approach. Accordingly, the introduced numerical proved to be relevant for the numerical exploration of blade-tip/casing interaction in aircraft engines.

5 Analysis of a practical example

Note: in this section, numerical values are normalized. Stresses in section 5.6 are given as a percentage of the elastic limit of the blade material.

5.1 Structural models and strategy

The compressor stage of interest is partially depicted in Fig. 1. Its total diameter is 500 mm and it is constituted of 56 sectors. The bladed disk is perfectly balanced and tuned and gyroscopic effects are neglected. The green circumferences in Fig. 1 show where zero-displacement boundary conditions are prescribed. The bladed disk is supported by a perfectly rigid shaft, i.e. its axis of rotation does not move. For illustration purposes, a single blade only is considered with an associated 70,000 degree-of-freedom finite element model. The blade foot is clamped which means that the disk dynamics are neglected in this example.

It was experimentally shown that the casing is structurally insensitive to the interaction with the rotating blade which features much higher vibratory levels. Accordingly, the casing is considered as a rigid body statically distorted to initiate contact and interaction. Structural damping is introduced in the bladed disk through a modal damping ratio $\xi = 0.005$.

The casing internal radius is 501 mm. It is 150 mm wide in the axial direction with a 6 mm thickness. It is clamped along its axial edges as pictured in Fig. 1. The mesh comprises 3D solid elements for a total of 44,800 elements and 68,768 nodes.

The finite element model of the blade is not computationally efficient and a component mode synthesis is required. Among all existing techniques, only a few offer direct access to physical displacements in the reduced order space, in which contact constraints can be fully treated, thus avoiding permanent backward and forward mappings to the physical space. The Craig-Bampton [16] technique from the fixed interface component mode synthesis family, and the Craig-Martinez [31] strategy, from the free interface component mode synthesis family are two well-known methods that keep a few physical displacements within the reduced-order space. While respective attractive features and shortcomings may be discussed, it has been shown that the Craig-Martinez is well suited for rotor/stator interaction in a two-dimensional framework [9]. However, when larger 3D models are involved, numerical stability becomes a major concern and the Craig-Bampton method seems more robust and appropriate [8].

As a consequence, the following three assumptions are adopted:
1. For the blade of interest, contact is anticipated on three nodes located in the leading edge, middle of the chord, and trailing edge. This is a sensitive issue since it may strongly affect the results. Simulations with an increasing number of nodes describing the contact interface (1, 3, 8, and 15) showed that three nodes were a good compromise between computational efficiency and accuracy. A slave contact surface in the form of a spline connected to the corresponding facing nodes is attached to the casing.

2. In the Craig-Bampton technique, the three spatial displacements of the nodes where contact is anticipated are defined as interface dof, and all other displacements are internal dof.

3. The contact matrix $C_{NT}$ in Eq. (8) is constructed by assuming that the direction of sliding between the two structures is approximated by its circumferential component because of the ratio between tangential and axial components of the relative velocity.

Moreover, each patch of the B-spline surface is affected by four nodes of the casing finite element mesh. The choice is made to use three patches over the width of the casing (similarly to what is depicted in Fig. 1) and a hundred patches along its circumference to reach a total of 400 nodes supporting the B-spline surface.

### 5.2 Model reduction

Component mode synthesis procedures consist in subdividing a structure into non-overlapping components called substructures for which the interface dof is preserved. Each substructure is then represented by a set of specific structural shapes including vibration normal modes, rigid body modes, static modes, and interface modes defining the change of variable used for the size reduction of the original problem. The dynamics of the full system are accurately captured in the low frequency spectrum, up to a precision controlled by the size of the truncated set.

#### 5.2.1 Craig-Bampton procedure

Once the substructures are defined, the Craig-Bampton reduction basis of each substructure is composed of a truncated set of component modes and a full set constraint modes [16]:

- **Component modes:** they are normal modes of vibration of the structural component with all interface dof constrained to feature zero-displacement. They are stored in matrix $\Phi_L$.

- **Constraint modes:** they are the sequential static responses of each component to a unit displacement of interface dof $i$ while all its interface counterparts are fixed. This set is denoted by $\Phi_R$.

For each substructure $(i)$, the original equations of motion are projected onto the new reduced-order space such as the displacement vector $u(i)$ becomes:

\[
\begin{align*}
\begin{pmatrix}
\begin{bmatrix} \Phi_L \end{bmatrix}
\begin{bmatrix} u_b \end{bmatrix} \\
\begin{bmatrix} u_i \end{bmatrix}
\end{bmatrix} & =
\begin{bmatrix}
1 & 0 \\
\Phi_R & \Phi_L
\end{bmatrix}
\begin{pmatrix}
\begin{bmatrix} q \end{bmatrix} \\
\begin{bmatrix} u_b \end{bmatrix}
\end{pmatrix}
\end{align*}
\]

(27)

where the number of component modes (size of $q$) is substantially smaller than the number of internal physical dof (size of $u_i$).

In the present study, there is a single substructure, one blade, and the respective superscript in Eq. (27) is now discarded for the sake of readability. The initial dynamic equation of the blade in the physical space:

\[
M \ddot{u} + D \dot{u} + Ku = F
\]

(28)

is transformed to:

\[
M_r \ddot{u}_r + D_r \dot{u}_r + K_r u_r = F_r
\]

(29)

where $X_r = ^t\Phi X \Phi$, $X = M, D, K$ and $F_r = ^t\Phi F$.

\(^5\)boundary or junction dof common to adjoined substructures
5.2.2 Centrifugal stiffening

While dealing with relatively stiff and small blades, a linear approximation of centrifugal stiffening may be accurate and the classical component mode synthesis techniques are convenient. However, for longer blades, centrifugal effects induce highly nonlinear stiffening stresses as well as significant variations in the geometry.

Consequently, centrifugal effects should be accounted for in the construction of the reduced-order model. This is achieved by using the polynomial expansion of the stiffness matrix introduced in [41] over a specific angular velocity range \( [0; \Omega_m] \) such as:

\[
K(\Omega) = K^0 + \Omega^2 K^1 + \Omega^4 K^2
\]  
where:

\[
K^0 = K(0)
\]

\[
K^1 = \frac{1}{3 \Omega_m^2} \left[ 16 K\left( \frac{\Omega_m}{2} \right) - K(\Omega_m) - 15 K(0) \right]
\]

\[
K^2 = \frac{3}{4 \Omega_m^4} \left[ K(\Omega_m) - 4 K\left( \frac{\Omega_m}{2} \right) + 3 K(0) \right]
\]

Projection of matrix (30) through transformation (27) defined at rest is accurate for \( K(0) = K^0 \) only. Since the computation of \( K^1 \) and \( K^2 \) demands the calculation of stiffness matrices at \( \Omega_m/2 \) and \( \Omega_m \), their projection in a reduced space requires the computation of component and constraint modes obtained at different angular velocities as detailed in Eq. (36). These three Craig-Bampton reduction bases defined at \( \Omega = 0, \Omega_m/2 \) and \( \Omega_m \) respectively are concatenated as follows:

\[
\Phi = \begin{bmatrix}
1 & \Phi_R(0) & \Phi_R\left( \frac{\Omega_m}{2} \right) & \Phi_R(\Omega_m) & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]

Due to highly possible similarities in the static and component modeshapes calculated at \( \Omega = 0, \Omega_m/2 \) and \( \Omega_m \), matrix (32) is prone to rank deficiencies and is first adjusted as follows:

\[
\Phi = \begin{bmatrix}
1 & \Phi_R(0) & \Phi_R\left( \frac{\Omega_m}{2} \right) - \Phi_R(0) & \Phi_R(\Omega_m) - \Phi_R(0) & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]

This matrix is then orthonormalized through the Gram-Schmidt procedure by constructing a new set of constraint modes \( \Psi \) such that the generalized Craig-Bampton transformation matrix becomes:

\[
\Phi = \begin{bmatrix}
1 & 0 \\
\Phi_R(0) & \Psi 
\end{bmatrix}
\]

For each angular velocity, \( a \) component modes and \( n \) constraint modes are calculated yielding a maximum of \( 3n + 3a \) columns in \( \Phi \), as reflected in Eq. (32). In the remainder, \( \eta \) denotes the number of columns of \( \Psi \) and controls the size of the reduced-order model. The latter is thus described with both physical degrees of freedom and modal coordinates similarly to the usual Craig-Bampton reduction detailed in Eq. (27). The physical degrees of freedom are required for the blade-tip contact treatment. The \( \eta \) modal coordinates correspond to an orthonormal basis involving component and constraint modes obtained at different angular velocities as detailed in Eq. (33). The \( \Omega \)-dependent reduced-order model consistent with \( \Omega \in [0; \Omega_m] \) is computed accordingly:

\[
K^0 = \Psi^T \Phi^0 \Phi \Psi; \quad K^1 = \Psi^T \Phi^1 \Phi \Psi; \quad K^2 = \Psi^T \Phi^2 \Phi \Psi
\]

yielding the global reduced stiffness matrix:

\[
K_r(\Omega) = K^0 + \Omega^2 K^1 + \Omega^4 K^2
\]

\footnote{The Gram-Schmidt orthonormalization process may discard a few of them.}
and global reduced mass matrix\(^7\):
\[
M_r = \Phi M \Phi
\]

As a first approach, the geometry variation due to the centrifugal effects is not accounted for. Only the centrifugal stiffening affecting the natural frequencies of the rotating bladed disk is explicitly embedded in the proposed numerical tool.

The computation of the reduced-order model of the bladed disk requires a dedicated convergence study. Component mode synthesis methods are restricted to a narrow frequency range of interest. In the present study, this is limiting since contact events are frequency-wise wideband phenomena. Nevertheless, in-depth analyses around the frequency of the first flexural mode showed that asymptotic convergence is achieved for a suitable reduction parameter \(\eta\). Considering the drastic gain in computational efficiency, the proposed strategy is fully justified.

5.3 Configuration of interest

Contact between the blade-tip and surrounding casing is initiated by pseudo-statically distorting the latter on a chosen shape so that the initial clearance is absorbed.

Three different rigid profiles are investigated: (1) the casing is deformed along its first 2-nodal diameter free vibration mode as depicted in Fig. 13(a), (2) the shape combines both the first 2- and 5-nodal diameter free vibration modes as illustrated in Fig. 13(b), and (3) the deformation of the casing incorporates a contribution of five free vibration modes, displayed in Fig. 13(c). These scenarios are motivated by experimental observations showing that thermal gradient tend to distort the casing along a two-nodal diameter dominant shape.

For each configuration, 225 simulations are carried out over the operating range of the selected blade from \(\Omega = 5\) to \(\Omega = 50\). Every simulation covers twenty full revolutions of the rotor.

5.4 Time response and frequency-domain analysis

As mentioned above, a Lagrange multiplier-based method prevents possible residual penetrations. Two quantities of interest may be exploited to examine the behavior of the proposed numerical tool, namely, the distances separating the two components and the related contact forces. Blade-tip/casing distances with respect to time of the three selected interface contact nodes of the blade are depicted in Fig. 14(a) where it appears that residual penetrations cannot be distinguished.

From the interacting motion shown in Fig. 14(a), it can be observed that only one interface node comes into contact against the casing yielding the contact force displayed in Fig. 14(b) and satisfying Signorini condition \((3)_{1}\), positive as a convention. These results emanate from the choice of the shape exerted on the casing along the axial direction which is constant in the present study.

\(^7\)\(M_r\) implicitly depends on \(\Omega_m\) through transformation matrix \(\Phi\).
For each rotational velocity $\Omega$, the steady-state portion of time-domain displacements is processed by the FFT for the detection of possible dangerous operating regimes involving large vibratory amplitudes. As an example, the radial displacement of the leading edge node of the blade is partially pictured in time domain in Fig. 15(a) and in frequency domain in Fig. 15(b).

Other results are pictured for the three selected configurations in Fig. 16, Fig. 17 and Fig. 18, respectively, as three-dimensional frequency diagrams. For each velocity, the Fourier spectrum is truncated to low frequencies around the first natural frequency of the blade. The constant contribution in the spectrum is removed since it does not affect vibration-originated failures and fatigue-related phenomena.

First of all, engine-order harmonics $f = kf_\Omega$ are plotted for $k = 1, \ldots, 10$. The intersections of these harmonics with low natural frequencies $f = f_n$ of the blade classically define design critical velocities for turbomachines as depicted in Campbell diagrams. These critical velocities are based on linear considerations that should be generalized to nonlinear frameworks. Depending on the nature of the nonlinearity involved, this may not be straightforward. Anyway, it is known that unilateral contact conditions induce a mechanical stiffening of the contacting structures in the form of slightly increased resonance frequencies [14]. This behavior is evidenced in Figs. 16, 17 and 18 where the resonance peaks are located just above the centrifugally stiffened natural frequency of the blade that can be captured by the reduced-order model as shown by the $\Omega$-dependent red curve $f = f_1$.

In Fig. 16, it is noteworthy to mention that significant vibratory amplitudes are detected for peaks (roughly) satisfying the condition $f = kf_\Omega$ for $k$ even. As a matter of fact, since the casing...
has a two-nodal diameter static modeshape, two contact areas per revolution are privileged then yielding a synchronization of the blade response to an evenly distributed contact forcing. When odd as well as even nodal-diameter shapes are involved in the distortion of the casing, such as in Figs. 17 and 18, resonance frequencies satisfy then \( f = kf_\Omega \) for any \( k \).

Eventhough structural damping is not negligible, for both configurations (2) and (3) (respectively depicted in Figs. 17 and 18) the system becomes mechanically unstable and divergence is observed over a range of rotational velocities: these are displayed in light blue\(^8\). In configuration (2), the system experiences a divergence for \( f_1 \approx 5f_\Omega \) (highlighted by point A in Fig. 17). Similarly, a divergence is recognized in the third configuration for \( f_1 \approx 4f_\Omega \) (point B in Fig. 18). Depending on the scenario of interaction, distinct critical velocities are predicted and nonlinear superharmonic resonances involving lower critical rotational velocities of the blade may be more problematic than previously expected.

---

\(^8\)around \( f_\Omega = 4.8 \) in Fig. 17 and \( f_\Omega = 6.7 \) in Fig. 18
5.5 Contact areas

It seems interesting to look at the areas where the blade impacts the casing since repeated contact forces on confined areas of the casing can lead to a mechanical failure. Such areas for cases 1 and 3 are pictured in Figs. 19(a) and 19(b), respectively. The evenly distributed contact areas in Fig. 19(a) are consistent with the casing shape of Fig. 13(a) as well as with the frequency domain-results pictured in Fig. 16. Sudden jumps in the number of impacted zones can be observed versus the rotational velocity. These jumps are directly interrelated with the modal signature of the blade. For \( f_\Omega \in [3.5; 7] \), the number of contact zones do not depend on the rotational velocity even though the dimension of these areas is (almost) linearly-dependent on this parameter. To the contrary, when the casing is not evenly distorted (see Fig. 13(c)), the pattern of the contact zones is unclear as shown in Fig. 19(b) with the association of several different harmonics and superharmonics as expected.

Accordingly, perfectly tuned casing profiles may lead to unfavorable high fatigue cycles (and higher abradable wear levels which are not discussed in the present work) because of the repeated contact events on localized areas over a wide range of rotational velocities.
5.6 Stresses distribution

It is also possible to monitor strains and stresses within the blade during the interaction. The identification of critical areas and the detection of structural integrity issues is a primary concern for designers and the mechanical components lifespan. To this end, numerical simulations carried out with a reduced-order model should be first transformed back into the original physical space using Eq. (27). Straightforward algebraic operations provide access to the corresponding stress field at each time step. As an example, attention is brought to the blade displacement and stress fields represented in Fig. 20 at times $t = t_1$ and $t = t_2$ in case 1 as depicted in Fig. 15(a). Time $t = t_1$ corresponds to the first contact of the blade and the casing while time $t = t_2$ corresponds to a low level of vibration over a significant period of time. One can notice in Fig. 20(a) that the blade essentially bends in a direction opposite to the rotation of the blade, as expected, motion that equally involves the contact interface nodes. This initial event induces displacements higher on the trailing edge than the leading edge. After several contacts between the blade and the casing, the blade deflects in a more complex fashion, as seen at time $t = t_2$. Indeed, the displacement and stress fields pictured in Fig. 20(b) illustrate that higher frequency modes than the usual first flexural and torsional eigenmodes are involved.

The critical areas in terms of stress levels are located on both the trailing and the leading edge predominantly around the blade root. This observation is consistent with several incident reports or experimental studies [38, 25, 44].

6 Concluding remarks

A three-dimensional contact algorithm dedicated to the study of turbomachinery structural interaction based on the forward increment Lagrange multiplier method with explicit time integration is detailed. Large sliding motions are addressed through a smoothing procedure based on a bicubic B-spline description of the contact surface that avoids the facetization phenomenon exhibited when classical linear finite elements are considered. In an industrial context, this technique advantageously allows for the use of a broader class of finite elements for the numerical analysis of the problem of interest.

In order to show the accuracy of the developed numerical tool, a comparison on a purposely designed benchmark configuration is conducted with an academic contact code implementing an implicit time-stepping solution method of the bi-potential formulation, and with a finite element commercial software package. It is shown that the results compare favorably and that
the algorithm properly preserves the energy of the whole system. This in-house code is then deployed for the analysis of a practical example dealing with an aircraft-engine rotating bladed-disk possibly in contact with a surrounding stationary casing.

A reduced-order model is first built through the use of a component mode synthesis method capable to handle centrifugal stiffening. Frequency domain diagrams of the vibratory levels emphasize the existence of numerous critical velocities to which attention should be paid. By incorporating sophisticated formulations for engineering-like usage, this numerical tool seems suitable and promising for future investigations, in the optimization discipline for instance, in order to design blades more robust to contact conditions. It also provides access to quantities of interest such as strain and stress fields within the blade as well as contact areas distribution.
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