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Abstract: Segmentation of cellular structures is of primary interest in cell imaging for a 3D reconstruction of cell shape. Such an analysis provides crucial information about cell morphology and is instrumental in understanding of biological processes leading to development of a particular pathology. The work presented in this paper reports on a novel method for segmentation of cellular structures (nuclei and cell boundaries) from 3D single channel actin tagged fluorescence confocal microscopy images. The proposed segmentation method uses histogram-based image similarity measure in a level-set active-contour framework. The novelty of the method is in application of the alpha-divergence distance measure which can be seen as a generalization of classic Kullback-Leibler and $\chi^2$ measures. The resulting alpha-divergence level-set formulation leads to a single front evolution formula for both nuclei and cell boundaries segmentation, with no requirements for any enhancement or preprocessing of acquired cell images (a monolayer of human cells (PNT2) culture).

1 INTRODUCTION

Segmentation of cellular structures is an essential tool in cell imaging as it enables measurements which can be used to track cell divisions or help to reconstruct corresponding cell lineage tree providing data for calculation of different parameters like cell proliferation rate for instance. More specifically, the work presented in this paper has been carried out in a context of analyzing changes of cell cytoskeleton properties in a response to ionizing radiation insult. The final goal of this research effort is to better understand cell bio-mechanical responses during cancer radiation therapy. Indeed, actin tagged fluorescence confocal microscopy imaging enables to characterize important properties of cytoskeleton, in particular actin filaments which are involved in many cellular processes like cell adhesion, locomotion, inter-cell transport and general cell structural integrity, to name a few. Nevertheless, due to a highly complex actin appearance, a high level of noise and a strong non-homogeneity of intensity and gradient information, the segmentation of cell structures in such imaging data, is a very challenging task. In this context, we propose a (quasi-)automatic segmentation approach, reducing to a minimum manual interventions – which represent practical bottleneck when considering many monolayer acquisition – in order to extract nuclei and cell boundaries that provide spatial reference frame for analyzing cytoskeleton changes.

To date, only few methods propose to address segmentation of cell structures in fluorescence confocal microscopy images (FCMI). In former approach proposed in (Ortiz De Solorzano et al., 1999), authors focused on nuclei segmentations. In (Yan et al., 2008) authors proposed cell segmentation in 2D-fluorescent images with two channels (actin and nucleus tagging) using a multiphase level-set combining Chan-Vese (Chan and Vese, 2001) and geodesic active contour models, together with repulsive force introduced to prevent segmented cells from overlapping. In (Mosaliganti et al., 2009; Zanella et al., 2010), automated 3D cell segmentation from 3D confocal acquisition of early Zebrafish embryogenesis is proposed, two different fluorescent markers (red for nu-
nuclei and green for membrane) are used to easily discriminate nuclei from cell membranes. In (Zanella et al., 2010), authors introduced an adapted version of the subjective surface technique (Sarti et al., 2002) for surface reconstruction from missing boundary information whereas (Mosaliganti et al., 2009) use a multiphase level-set based on probability correlation functions.

Although our method is somewhat similar to (Yan et al., 2008; Mosaliganti et al., 2009) focusing on level-set framework, the objective is different since our microscopic 2D images are extracted from a 3D single channel confocal acquisition with only one fluorescent marker used for actin tagging making it a more challenging problem. Nuclei and cell boundaries segmentations are considered as two separate tasks but both use the same Partial Differential Equation (PDE) describing evolution of the active contour. Finally, as it will be shown, no enhancement or preprocessing will be required to segment acquired images.

The data used in this paper were obtained from human prostate cells (PNT2). Once confluent cells were fixed, actin were labelled with phalloidin-FITC according to the manufacturers instructions (Invitrogen, UK). All imaging was carried out using a Zeiss LSM510 confocal microscope. Fig. 1 shows some images extracted at different slice levels from the 3D microconfocal acquisition of the monolayer PNT2 cell culture. The stack volume is defined on the 512 × 512 × 98 grid of pixels each 0.21 µm × 0.21 µm × 0.11 µm in size.

The remaining of this paper is organized as follows: in Section 2, the alpha-divergence measure and our histogram-based active contour segmentation approach are explained together with the derivation of the corresponding governing PDE in the level-set framework; Section 3 focuses on experiments followed by conclusions drawn in Section 4.

2 THEORETICAL FRAMEWORK

Originally proposed in (Kass et al., 1988), the basic idea of the active contour is to iteratively evolve an initial curve towards the boundaries of target objects driven by the combination of internal forces, determined by the geometry of the evolving curve, and external forces, induced from the image. Image segmentation methods using active contour are often derived from a variational principle in which a functional defined on contours encodes our knowledge about desirable solution. The functional minimization leads to a partial differential equation (PDE), constructed as the Gateaux derivative gradient flow which steers the evolution of the active contour. In the particular framework of a region-based active contour segmentation (Aubert et al., 2003), several functional definitions have been proposed to take into account the Probability Density Functions (PDFs) of both the inner and outer regions of the evolving curve. The corresponding variational criterion is based on the minimization of a distance between PDFs calculated for the inner and outer regions as defined by the evolving contour and predefined reference PDFs of targeted and background objects. Common distances used to compare PDFs are, for instance, the $\chi^2$ distance (Aubert et al., 2003) or the Kullback-Leibler divergence (Lecellier et al., 2010). In this paper, we propose an original histogram-based active contour approach integrating alpha-divergence as distance to minimize between two PDFs which can be estimated parametrically or not. Let $\hat{q}$ denotes an estimated PDF and $p$ a reference one for a particular region $\Omega$ extracted from the image. As $\hat{q}$ represent the current PDF, it is non-parametrically estimated using Parzen window method. This choice is motivated by the fact that $\hat{q}$ has to be differentiable for the next calculation step of the minimization scheme. Distance between $\hat{q}$ and $p$ using the alpha-divergences is now defined as follows (Beirami et al., 2008):

$$D_\alpha(\hat{q}, p, \Omega) = \int_{\Omega} \varphi_\alpha(\hat{q}(\lambda, \Omega), p(\lambda)) d\lambda,$$

with $\varphi_\alpha$ the cost function related to alpha-divergence measure defined by:

$$\varphi_\alpha(\hat{q}(\lambda, \Omega), p(\lambda)) = \frac{1}{\alpha(1-\alpha)} \left( \alpha \hat{q}(\lambda, \Omega) + (1-\alpha)p(\lambda) - [\hat{q}(\lambda, \Omega)]^\alpha [p(\lambda)]^{1-\alpha} \right),$$

where $\alpha \in \mathbb{R}$.

A complete study about the mathematical properties of alpha-divergence can be found in (Beirami et al., 2008). Nevertheless, considering Eq. (2), for specific values of $\alpha$, some aforementioned standard distances can be connected to alpha-divergences, for instance: $D_2(\Omega) = \frac{1}{2} D_{\hat{\chi}^2}(\Omega), D_1(\Omega) = 2D_{\text{Hellinger}}(\Omega), D_{\text{KL}}(\Omega) = \frac{1}{2} \lim_{\alpha \to 0} D_\alpha(\Omega) + \lim_{\alpha \to 1} D_\alpha(\Omega)$.

In the general framework of the histogram-based active contours the alpha-divergence functional can now be defined as follows for grayscale images ($n = 1$):

$$J_\alpha(\Gamma, \Omega_{\text{in}}, \Omega_{\text{out}}) = \xi_{\text{in}} \int_{\Omega_{\text{in}}} \varphi_\alpha(\hat{q}(\lambda, \Omega_{\text{in}}), p_{\text{in}}(\lambda)) d\lambda + \xi_{\text{out}} \int_{\Omega_{\text{out}}} \varphi_\alpha(\hat{q}(\lambda, \Omega_{\text{out}}), p_{\text{out}}(\lambda)) d\lambda + \beta \int_{\Gamma} ds$$

where $\Omega_{\text{in}}$ and $\Omega_{\text{out}}$ are respectively the foreground (targeted object) and the background areas, $\Gamma$ the
evolving boundary between $\Omega_{in}$ and $\Omega_{out}$ and $\xi_{in}, \xi_{out}$ and $\beta$ three positive weighting parameters. Considering now the standard level-set embedding function $U$ of $J_\alpha$, the Lagrangian minimization scheme of $J_\alpha$ leads to the following associated PDE for active contour evolution:

$$\frac{\partial U}{\partial t} = \delta U \left( \beta \nabla \cdot \left( \frac{\nabla U}{|\nabla U|} \right) \right) - \frac{\xi_{in}}{|\Omega_{in}|} (A_{in} - C_{in}) + \frac{\xi_{out}}{|\Omega_{out}|} (A_{out} - C_{out}), \quad (4)$$

with

$$A_i = \partial_i \varphi_\alpha (\hat{q}(\lambda, \Omega_i); p_i(\lambda)) \ast g_\alpha (I(x)), \quad (5)$$

$$C_i = \int_{\Omega} \partial_i \varphi_\alpha (\hat{q}(\lambda, \Omega_i); p_i(\lambda)) \hat{q}(\lambda, \Omega_i) d\lambda,$$

where $i = \{\text{in}, \text{out}\}$ and $\partial_i \varphi_\alpha$ denotes the first derivative order of $\varphi_\alpha$ function with respect to $\hat{q}$, $g_\alpha$ is the Gaussian kernel (with standard-deviation $\sigma$) used in the Parzen window estimation of $\hat{q}$. $I$ is the intensity function of the segmented image at a pixel $x$. The implementation of Eq. (4) is achieved with a semi-implicit version of the Additive Operator Splitting scheme.

### 3 EXPERIMENTAL RESULTS

In order to achieve the automatic segmentation of both nuclei and cell boundaries, inner and outer reference PDFs, corresponding to the targeted structures, are computed applying a standard three class (for cell boundaries, cytoplasm and nucleus) Expectation-Maximization (EM) algorithm on the equator slice of the PNT2 acquisition. This rough classification is good enough to define the reference PDFs using Parzen window technique: the strategy is then one class ("nucleus", resp. "cell boundaries") against the two others ("cell boundaries+cytoplasm", resp."nucleus+cytoplasm"). The segmentation process is initialized on the equator slice (Fig. 1 mid column) through the monolayer. For both nuclei and cell boundaries segmentations, the zero level-set initialization of the function $U_0$ is given as a set of small circles uniformly distributed across the whole slice. Finally, the segmentation process is spread all along the different slice level of the monolayer.

Fig. 1 summarizes results obtained for different slices from the acquired 3D image stack and for different values of the parameter $\alpha$. All tests are done with the same optimal parameters $\xi_{in}$ (here $\xi_{in} = \xi_{out}$) and $\beta$ for both nuclei and cell boundaries (empirically tuned on the equator slice image) in order to focus on the level-set formulation and to the integration of alpha-divergence measures, all nuclei are detected during a single run of the algorithm, even those with incomplete shape (at the border of image). This is a major advantage when comparing with the Chan-Vese approach which needs to be carefully adapted (in its regularized form) to perform the same task as shown in some of our previous work (Meziou et al., 2011) on that topic. It is also important to notice that the more accurate results are obtained with non-standard values of $\alpha$ as shown in Figs. 1. (b), where $\alpha = 0.75$. The real difficulty is to obtain a robust segmentation result of each nucleus to avoid small structures segmentation within cytoplasm reflecting the complexity of the cytoplasm-nucleus boundary. For the higher values, false detections could appear and non significant small structures are segmented as shown in Figs. 1. (e).

For each slice segmentation, an expert can manually suppress false detected nuclei that can occur when a hole representing an empty space between cells is present in the cell culture for instance: Statistically speaking, the PDF of a hole is very close to the PDF of a nucleus and can be difficult to differentiate automatically.

In the case of cell boundaries, shown in red in Fig. 1, segmentation is more demanding since even for experts it is not always easy to visually identified them: the non-homogeneity of the actin fluorescent marker can strongly influence the pixel levels corresponding to cell boundaries which could explain difficulties to get continuous contours. Results obtained are similar to those obtained with Chan and Vese segmentation which performed well for this particular task and can be considered as a reference for that kind of single channel acquisition. However, major advantage of the proposed approach for cell boundaries segmentation is the use of the same evolution criterion (alpha-divergence measure) for both cell boundaries and nucleus segmentations. Influence of the $\alpha$ parameter, as for nuclei segmentation, is interesting since it can be noticed again that the most interesting results are obtained for a value of $\alpha$ that does not correspond to standard histogram distance measures. In terms of cell boundaries segmentation, the proposed results have to be considered as prospective ones but very encouraging. From an expert point of view, the best results are obtained for a high value of $\alpha$ (for example $\alpha = 1.5$ shown in Figs. 1.(d)).

### 4 CONCLUSION

In this paper a novel histogram based level-set active contours method is proposed for segmentation of nuclei and cell boundaries in 2D images from a 3D single channel confocal microscopic acquisition
of a PNT2 cells monolayer. Introduction of alpha-divergence measure within the variational framework leads to a single evolution PDE for segmentation of both nuclei and cell boundaries. The segmentation results obtained for the nuclei and cell boundaries, show that the method enables to control in an efficient way a range of distances that can be used in very different segmentation scenarios. Moreover, compared to previous works, the proposed method does not require any enhancement or preprocessing since the performance of alpha-divergence measure can be adapted to the level of the corrupting noise and if expert manual interactions are permitted, they can be reduced to a minimum. Additionally, as already mentioned, the cell structure segmentation could be achieved in the particular case where only actin is tagged in opposition to other recent studies reported in the literature. It is envisaged that the future work will include: (i) improvement of cell boundaries segmentation using a local adaptation of $\alpha$ parameter based on noise characteristics of each classes, and (ii) development of a joint nuclei and cell boundaries 3D segmentation.
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