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Abstract

As noise reduction tends to be part of environmental directives, predicting squeal noise generated by disc brakes is an important industrial issue. It involves both the transient and stationary non-linear dynamics of self-excited systems with frictional contact. Time simulation of the phenomenon is an attractive option for reducing experiment costs. However, since such computations using full finite element models of industrial disc brake systems is time-consuming, model reduction has to be performed. In this paper, both the transient and stationary non-linear behaviors of the friction destabilized system and the effect of dynamical reduction on the non-linear response of a simple friction destabilized system are carried out. The first part provides a description of the general modeling retained for friction destabilized systems. Then, discretization and solving processes for the stability analysis and the temporal evolution are presented. The third part presents an analysis of a sliding elastic layer for different operating conditions, in order to better understand the non-linear behaviour of such systems. Finally, spatial model reduction is performed with different kinds of reduction bases in order to analyze the different effects of modal reductions. This clearly shows the necessity of including static modes in the reduction basis and that non-linear interactions between unstable modes are very difficult to represent with reduced bases. Finally, the proposed model and the associated studies are intended to be the benchmark cases for future comparison.
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1. Introduction

Brake squeal is a complex phenomenon and a serious industrial issue. Many studies have been carried out in the automotive \cite{1, 2, 3, 4, 5} and aeronautics \cite{6, 7, 8, 9} fields. However, until recently, little had been done regarding railway brake systems \cite{10, 11}. Squeal noise is closely related to friction and can be explained by two main kinds of approaches. The first is based on tribological considerations such as decreasing the friction coefficient with sliding speed \cite{12, 13}. The second is based on structural instability due to geometrical coupling of degrees of freedom \cite{14} or modes \cite{3, 15, 17} in the system through the frictional contact. In this paper, the instability of the operating point due to mode coupling is considered. Thus, frictional contact will be described by using a Coulomb law with a constant coefficient.

In order to overcome the computational cost of a transient dynamics simulation on a friction destabilized system, one solution is to perform model reduction. However, the impact of reduction on non-linearities is not
very well known and thus great care is needed when using such a method. The study has two main objectives. This paper first focuses on the behaviour of a simple self excited system under different operating conditions and frictional states. Both transient-state and the stationary-state behaviours are studied with different system parameters and initial conditions. Secondly, different reduction bases for approximating the non-linear self-excited response of the system are presented. The impact of the reduction on the non-linear self-excited solution is studied.

This paper is divided into six sections. The first presents the general model retained for the frictional contact problem in view to studying self-excited systems with a frictional interface. The second deals with the solvers used for both the stability analysis and the transient non-linear dynamics. The third section is dedicated to the presentation of the different tools used for analysing the transient and stationary self-excited non-linear solutions. Then the stability of the system retained is examined for different friction coefficients, after which the transient and stationary non-linear behaviours of the system for different initial conditions and operating points are studied without reduction. Finally, the efficiency of the different modal reduction bases is demonstrated for different operating points and physical parameters.

2. Modelling

2.1. Contact laws and description of the non-linear interface

Friction induced instabilities arise when two bodies slide against each other. Tribological reasons can be invoked in order to explain the occurrence of instability (e.g. variation of the friction coefficient with sliding speed [12]) as can be structural causes (e.g. coupling modes due to friction forces [17]). The structural approach is adopted here since it allows simpler modeling of the contact interface with unimpaired representation of structural dynamics phenomena. Thus a Coulomb law with a constant friction coefficient $\mu$ is used:

$$\begin{align*}
\|r_t\| &\leq -\mu r_n \\
\|r_t\| &=-\mu r_n \Rightarrow \exists \xi \in \mathbb{R}^+, \quad \dot{u}_t - v_g = -\xi r_t
\end{align*}$$

where $r$ is the contact reaction, $u$ is the displacement field, $v_g$ is the Eulerian sliding speed, dot defines the time derivative, $n$ and $t$ subscripts stand for the normal and tangential projection of a field on the contact interface respectively. This law states that the tangential component of the contact reaction cannot be greater than a limit that is proportional to the normal component. Moreover, if this limit is reached, there is a sliding phenomenon in the opposite direction of the tangential friction force, otherwise there is no sliding. To deal with the unilateral contact, a non-regularized Signorini law was chosen:

$$\begin{align*}
\left\{ \begin{array}{l}
    u_n - g \leq 0 \\
    r_n \leq 0 \\
    (u_n - g) r_n = 0
\end{array} \right. $$

where $g$ is the initial gap at the contact interface. The advantage of the Signorini law is that it does not require the introduction of a coefficient such as contact stiffness that would require measurement. Indeed using a contact stiffness might be interesting for accurate modeling at the frictional interface if valuable experimental tests were available. However, the use of a non-regularized Signorini law is sufficient for the main purposes of this paper which illustrate different global nonlinear behavior and the effect of model reduction for the elastic layer with frictional interface. The Coulomb law with a constant coefficient also means that only one coefficient has to be measured rather than characterizing a complex law. If the two bodies have a uniform rectilinear relative movement in translation, then it is easy to find the equation in an Eulerian framework. If the movement is not a uniform translation, neglecting the convective terms allows obtaining simple equations in which the sliding speed only appears in the contact laws. This formulation is still valid for dealing with contact between two bodies by considering the relative displacement, velocity and contact reaction. The deformable body in contact is considered to be a linear visco-elastic continuous medium under the small perturbation hypothesis, such that
the only non-linearity considered in the system is the frictional contact interface (i.e. contact, no-contact, sliding and adhesion states). As illustrated in Figure 1(a) the system is in a domain $\Omega$ with boundary $\partial \Omega$ admitting $\{\partial \Omega_u, \partial \Omega_f, S_c\}$ as partition, subjected to a surface load $f_s$ and a volume load $f_v$. $\partial \Omega_u$ is the part of $\partial \Omega$ where displacement $u_d$ is prescribed, $\partial \Omega_f$ is the part of $\partial \Omega$ where surface load $f_s$ is applied and $S_c$ is the potential contact interface with initial gap $\delta$. The dynamics of the system is then given by the principle of virtual power:

$$\begin{aligned}
\text{find} & \quad u \in U \text{ and } r \text{ such as } \forall \dot{u}^* \in U^0 \\
\int_\Omega \rho \dot{u}^* \ddot{u} \dd S + \int_{\partial \Omega_f} \dot{u}^* \cdot f_s \dd S + \int_\Omega \dot{u}^* \cdot f_v \dd \Omega + \int_{S_c} \dot{u}^* \cdot r \dd S \\
(\dot{u}, r) & \text{ verifying Equation (1) and } (u, r) \text{ verifying Equation (2) on } S_c
\end{aligned}
$$

where $B$ and $A$ are respectively the viscous stress tensor and the elastic stress tensor. In this equation, both the kinematical fields and the contact reactions are unknown. Any linear law could be considered in the previous modeling. However, in the practical example discussed in Section 5, an isotropic elastic linear material with Rayleigh damping will be used. In order to simplify modeling, the sliding speed is taken to be an Eulerian sliding speed, meaning that it only appears in the friction equation by modifying the relative speed between the bodies. This allows considering the fixed configuration of the bodies.

Finally, the contact and friction laws can be rewritten in terms of projections on the negative real set ($\text{proj}_{\mathbb{R}^-}$) and on the Coulomb cone ($\text{proj}_{K_\mu}$) [18]. This reformulation is only used to facilitate the numerical implementation in the treatment of the contact state. By doing this, the frictional contact laws (1) and (2) give the following equations:

$$\begin{aligned}
r_n &= \text{proj}_{\mathbb{R}^-} (r_n - \rho_n^u (u_n - g)), \forall \rho_n^u > 0 \quad \text{ where } \text{proj}_{\mathbb{R}^-} (x) = \min(x, 0) \\
r_t &= \text{proj}_{K_\mu} (r - \rho_t (\dot{u}_t - v_g)), \forall \rho_t > 0 \quad \text{ with } \text{proj}_{K_\mu} (x) = \begin{cases} x_t & \text{if } \|x_t\|/|x_n| \leq \mu \\ \mu \frac{|x_n|}{\|x_t\|} x_t & \text{otherwise} \end{cases}
\end{aligned}
$$

where $\rho_n^u$ and $\rho_t$ are two arbitrary positive scalars called normal displacement augmentation parameter and tangential augmentation parameter respectively.
2.2. Stability analysis of the self-excited system with a frictional interface

If the boundary conditions are constant in time, the problem defined in Equation (3) has a quasi static solution \((\mathbf{u}^c, \mathbf{r}^c)\) that verifies:

\[
\begin{align*}
\int_{\Omega} \dot{\varepsilon}^* \mathcal{M} \varepsilon^* d\Omega &= \int_{\partial \Omega_f} \dot{\varepsilon}^* \cdot \mathbf{f}_e dS + \int_{\Omega} \dot{\varepsilon}^* \cdot \mathbf{r}^c d\Omega + \int_{S_c} \dot{\varepsilon}^* \cdot \mathbf{r}^c dS, \forall \dot{\varepsilon}^* \in U^0 \\
u_n^c \leq 0 & \text{ on } S_c \\
r_n^c \leq 0 & \text{ and } r_n^c = -\mu r_n^c \frac{\mathbf{v}_g}{\|\mathbf{v}_g\|} = -\mu r_n^c \mathbf{t} \text{ on } S_c \\
u_n^c r_n^c = 0 & \text{ on } S_c \\
e^c & \text{ and } e^* \text{ are the symmetric gradients of } \mathbf{u}^c \text{ and } \mathbf{u}^* 
\end{align*}
\]

where \((\mathbf{n}, \mathbf{t}, \mathbf{b})\) is a local basis on the contact zone, with \(\mathbf{n}\) being the outward normal, \(\mathbf{t}\) is the sliding direction: 
\(\mathbf{t} = \frac{\mathbf{v}_g}{\|\mathbf{v}_g\|}\) and \(\mathbf{b} = \mathbf{n} \wedge \mathbf{t}\).

It may occur that this quasi static operating point is unstable. In order to perform a stability analysis of this solution, it is necessary to linearize the equations governing the non-linear dynamical behaviour around the equilibrium point. Restriction on the perturbation is imposed such that it keeps the contact state unchanged (i.e., no normal displacement is allowed on the effective contact zone). Perturbation of the quasi static solution is sought in the form \((\mathbf{u}, \mathbf{r}) = (\mathbf{u}^c + \dot{\mathbf{u}}, \mathbf{r}^c + \dot{\mathbf{r}})\) where the \(\dot{}\) quantities represent the perturbation. After linearization around the equilibrium point, the variational equation satisfied by \((\dot{\mathbf{u}}, \dot{\mathbf{r}})\) is given by:

\[
\begin{align*}
\int_{\Omega} \dot{\varepsilon}^* \mathcal{M} \varepsilon^* d\Omega &= \int_{\partial \Omega_f} \dot{\varepsilon}^* \cdot \mathbf{f}_e dS + \int_{\Omega} \dot{\varepsilon}^* \cdot \mathbf{r}^c d\Omega + \int_{S_c} \dot{\varepsilon}^* \cdot \mathbf{r}^c dS \quad (6) \\
u_n = 0 & \text{ on } S_c^e \\
\dot{r}_n = \mu \left( \frac{r_n^c}{\|\mathbf{v}_g\|} \mathbf{u}_0 - r_n^c \mathbf{t} \right) & \text{ on } S_c^e \\
\dot{\varepsilon} & \text{ and } e^* \text{ are the symmetric gradients of } \dot{\mathbf{u}} \text{ and } \mathbf{u}^* 
\end{align*}
\]

By searching harmonic solutions \((\dot{\mathbf{u}}, \dot{\mathbf{r}}) = e^{\lambda t} (\mathbf{u}_0, \mathbf{r}_0)\) to Equation (6), the variational equation becomes:

\[
\begin{align*}
\text{find } \dot{\mathbf{u}}_0 \in \mathcal{U}, \dot{\mathbf{r}}_0 \text{ and } \lambda \in \mathbb{C} \text{ such as } \forall \dot{\varepsilon}^* \in U^0 \\
\lambda^2 \mathcal{M} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) + \lambda \mathcal{C} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) + \mathcal{K} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) = \int_{S_c^e} \dot{\mathbf{r}}_0 \dot{\varepsilon}^* \cdot (\mathbf{n} - \mu \mathbf{t}) dS \quad (7) \\
\end{align*}
\]

where \(\mathcal{M}, \mathcal{C}, \mathcal{K}\) are respectively the mass, damping and stiffness operators of the structure without contact and \(\mathcal{C} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) = \mathcal{C} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) - \int_{S_c^e} \mu \left( \frac{r_n^c}{\|\mathbf{v}_g\|} \mathbf{u}_0 - r_n^c \mathbf{t} \right) dS\).

The additional part in the damping operator \(\mathcal{C}\) is due to the linearization of the sliding direction for 3D-cases that gives the term along \(\mathbf{b}\) in Equation (6). The last condition in Equation (7) (i.e., \(\dot{\mathbf{u}}_0 \cdot \mathbf{n} = 0\)) can be imposed by searching \(\dot{\mathbf{u}}_0\) in \(\mathcal{W}_0\) and the right-hand side of the equation vanishes for \(\dot{\varepsilon}^*\) taken in \(\mathcal{W}^\mu\). This leads to the following reformulation:

\[
\begin{align*}
\text{find } \dot{\mathbf{u}}_0 \in \mathcal{W}_0, \lambda \in \mathbb{C} \text{ such that } \forall \dot{\varepsilon}^* \in \mathcal{W}^\mu \\
\lambda^2 \mathcal{M} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) + \lambda \mathcal{C} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) + \mathcal{K} (\dot{\mathbf{u}}_0, \dot{\mathbf{u}}^*) &= 0 \\
\mathcal{W}^\mu = \{ \mathbf{u}, \mathbf{u} \cdot \mathbf{n} = 0 \text{ on } S_c^e \} \
\end{align*}
\]
The latter equation is a non-symmetric quadratic eigenvalue problem (QEP). Finite element discretization can be used to obtain non-symmetric mass, stiffness and damping matrices \( \tilde{M}, \tilde{K} \) and \( \tilde{C} \) from the classical finite element matrices \( M, K \) and \( C \) with the use of \( T^N \) and \( T^\mu \) matrices, which are respectively the bases of the fields orthogonal to the normal to the contact and orthogonal to the direction \( n - \mu t \) on the contact interface.

For 3D-cases, taking into account the extra damping term due to the linearization of the sliding direction for computation \( \tilde{C} \) gives:

\[
\tilde{C} = C - \mu P_B^T D P_B \quad \text{with} \quad D_{ii} = \frac{(v^r_i)}{(v^g_i)}
\]  

(9)

where \( (v^r_i) \) is the norm of the sliding speed \( v_g \) at the \( i^{th} \) node, and \( P_B \) the projection matrix on the second tangential direction \( b \) at contact nodes.

The quadratic eigenvalue problem to be solved is then given by:

\[
(\lambda^2 \tilde{M} + \lambda \tilde{C} + \tilde{K}) \mathbf{u} = 0 \quad \text{with} \quad (\tilde{M}, \tilde{C}, \tilde{K}) = T^\mu T (M, \tilde{C}, K) T^N
\]  

(10)

where \( T^N \) and \( T^\mu \) are respectively the basis of the finite element approximated \( \mathcal{W}^0 \) and \( \mathcal{W}^\mu \).

Classical linearization of this quadratic eigenvalue problem (QEP) leads to the generalized eigenvalue problem (GEP):

\[
(A + \tilde{B}) \Phi_0 = 0 \quad \text{with} \quad A = \begin{bmatrix} \tilde{C} & \tilde{M} \\ \tilde{M} & 0 \end{bmatrix} \quad \text{and} \quad \tilde{B} = \begin{bmatrix} \tilde{K} & 0 \\ 0 & -\tilde{M} \end{bmatrix}
\]  

(11)

where \( \Phi_0 \) corresponds to mode shapes in state space. Taking the half first or last rows of \( \Phi_0 \) gives the mode shapes in physical space with the bilateral contact constraint, and these can be transferred to physical space without constraint by multiplication by \( T^N \).

Solving this problem is achieved by using the Residual Iteration Method [19]. Among the eigenvalue solutions to the problem, those with a positive real part correspond to unstable modes. The divergence rate of a mode is defined as \( 2\Re(\lambda) / \Im(\lambda) \), which corresponds to a negative damping rate (with \( \Re(\lambda) \) and \( \Im(\lambda) \) are the real and imaginary parts of the associated unstable mode). Perturbation of equilibrium leads to increase vibrations on the unstable modes. The growth of these vibrations is limited by non-linear events. In the current model, since the only non-linearity accounted for is frictional contact, adhesion and separation are the only phenomena capable of limiting increase.

3. Solving

3.1. Fixed point statement

For the static and dynamic non-linear problem, the contact laws can be interpreted as a fixed point statement:

\[
r = f(r, \rho^u, \rho_t)
\]  

(12)

where the function \( f \) is defined by:

\[
f(r, \rho^u, \rho_t) \rightarrow \text{proj}_{K_n} \left( r_t + n \text{proj}_{R_n} \left( r_n - \rho^u_n (u_n(r) - g_0) \right) - \rho_t (\dot{u}_t(r) - v_g) \right) + n \text{proj}_{R_n} \left( r_n - \rho^u_n (u_n(r) - g_0) \right)
\]  

(13)

This fixed point statement defines an iterative solver that applies \( f \) to a given initial guess for the contact reaction \( r \) and iterates until a stop criterion is reached. Application of \( f \) requires solving the principle of virtual power given in Equation (3) with the current estimation of \( r \). This type of algorithm requires that function \( f \) is contractive. In order to ensure contraction, the \( \rho^u_n \) and \( \rho_t \) parameters of function \( f \) must be optimized.

Using classical finite element discretization of the problem with linear elements on the potential contact zone leads to the following equation:

\[
\dot{\mu} + \dot{C}u + K u = f + r_c
\]  

(14)
with \((\mathbf{u}, \dot{\mathbf{u}}, \mathbf{r}_c)\) verifying Equations (4) and (5) at each mesh node. \(\mathbf{f}\) and \(\mathbf{r}_c\) are the generalized force and contact reaction respectively and \(\mathbf{M}, \mathbf{K}\) and \(\mathbf{C}\) are the classical mass, stiffness and damping matrices of the structure. The contact laws are verified at each node with the discretized displacement and the generalized contact reaction, meaning that the fixed point statement is true when applied at each node. This allows defining two algorithms for solving both the static and the dynamic problems.

### 3.2. Transient non-linear temporal response computation

For the computation of the transient solution a first order \(\theta\)-method time integration scheme is used with a time step \(\tau\). The resulting integrator matrix is denoted \(\mathbf{J}\). \(\theta\) is taken as equal to 0.5 in order to avoid numerical damping. Avoiding numerical damping is especially important since it is well known that damping has critical effects on self-excited systems. Equation (4) is then reformulated in:

\[
\mathbf{r}_n^{i+1} = \text{proj}_R\left(\mathbf{r}_n^{i+1} - \rho_n \left(\mathbf{g}_n^{i+1} + \mathbf{\tilde{b}}_i^t\right)\right), \forall \rho_n > 0 \quad \text{with} \quad \mathbf{\tilde{b}}^t_i = (\mathbf{u}_n^i - g_0) + \tau (1 - \theta) \dot{\mathbf{u}}_n^i \quad (15)
\]

so that the only kinematic unknown dealt with is the velocity field. Term \(\mathbf{\tilde{b}}^t\) is an equivalent gap computed with a modified integration scheme [18] in order to impose inelastic shock at the expense of additional damping. Detailed information on the integration scheme, computation of the equivalent gap and solving algorithm can be found in Appendix A. Evaluation of the function \(f\) given in Equation (13) requires two projections: one for the normal component and one for the tangential one. This involves two numerical augmentation parameters \(\rho_n\) and \(\rho_t\). Optimization of these parameters can be considered as one of the most important step for efficiency of the numerical scheme. It is performed by minimizing the Lipschitz constant of the application. For the sake of simplicity, it is assumed that minimizing the Lipschitz constant for each projection is equivalent to minimizing it to chain both parameters. Usually, the latter are chosen as a global scalar related to the smallest eigenvalue of the integrator matrix [20]; however, here they are taken as diagonal operators, in order to allow finer optimization. Optimization of \(\rho_n\) and \(\rho_t\) thus leads to the use of diagonal approximations of the integrator matrix \(\mathbf{J}\) on the normal and tangential contact degrees of freedom. In this study extraction of the diagonal of the condensation of the integrator matrix on the contact degrees of freedom was used. To facilitate the reader’s comprehension, the static solver can be derived from this algorithm by using the stiffness matrix instead of the integrator scheme matrix and computing the tangential reaction in the sliding direction while imposing the sliding condition. By using these solvers, it is possible to compute both the static equilibrium of sliding systems with the associated stability analysis and perform the temporal simulation of the system. The stability analysis can also be used to validate the results of the temporal solver with those of the linearized system around an equilibrium point before the occurrence of strong non-linear events. It also offers the possibility of initiating a system on one or more unstable modes, in order to reduce the time in which the final non-linear state of the self-excited system is reached.

### 4. Analysis of the solution

In this section, the different tools that will be used to provide a good description of non-linear contributions during the non-stationary transient response of the frictional system are presented. Firstly, the time-frequency features and a tool based on the Continuous Wavelet Transform (CWT) are discussed. Secondly we propose the use of projection on the complex modes and peak-to-peak or peak-to-mode M-MAC to perform the analysis of the evolutions of the mode shapes and their contributions.

#### 4.1. The continuous wavelet transform

For the time frequency analysis, calculation of the frequency components of the whole signal is sufficient for stationary signals. It can be easily obtained with a fast Fourier transform (FFT). In the case of non-stationary signals, the time-dependence of the frequency components is essential for better understanding of transient non-linear behaviour. One classical method for this type of analysis is the short-time Fourier transform (STFT), first...
proposed by Gabor in [21], which is appropriate for weak non-stationary signals. For stronger non-stationary
signals, the use of continuous wavelet transform (CWT) is a good alternative to the STFT [22]. In the following
section, only the main principles are stated.

The first step of a wavelet analysis is the choice of a mother wavelet, \( \phi(t) \), which is a very fast decaying
function that fulfills the admissibility conditions defined in [23]. A family of analysing functions is created from
the mother wavelet by translation and dilatation according to Equation (16) where \( a \) is the scale – or dilatation
factor and \( b \) is the time translation factor. Multiplication by \( \frac{1}{\sqrt{a}} \) ensures energy normalization across the different
scales. The CWT is then performed by projecting the signal on the wavelet family obtained with Equation (16),
producing the CWT coefficients given by Equation (17) where * denotes the complex conjugate.

\[
\phi_{a,b}(t) = \frac{1}{\sqrt{a}} \phi(t - \frac{b}{a}) \tag{16}
\]

\[
\text{CWT}_{\phi}(a,b) = \int_{-\infty}^{\infty} s(t) \phi_{a,b}^*(t) dt \tag{17}
\]

The wavelet coefficients represent a measurement of the correlation of signal \( s(t) \) with the family of analysis. Thus
CWT\(\phi (a,b) \) expresses the local information concerning \( s(t) \) at scale \( a \) and time \( b \). A time-scale representation
of the CWT is obtained by plotting the coefficients over time and scale. In practice, the scale is linked to the
inverse of a frequency, thus a time-frequency representation can be achieved by plotting over time and inverse
scale. The exact correspondence between scale and frequency depends on the mother wavelet. The wavelet power
spectrum defined as \(|\text{CWT}_{\phi} (f,b)|^2 \) is usually preferred to the wavelet time-frequency plot due to its analogy
with the Fourier power spectrum. Many different types of mother wavelets adapted to different specific cases
have been developed [24, 25]. In the following, one of the most widely used mother wavelets, the Morlet wavelet,
has been chosen. It can be expressed as:

\[
\phi(t) = e^{jk_0t} e^{-(1/2)t^2} F_T \tilde{\phi}(\omega) = \sqrt{2\pi}e^{-(1/2)(\omega-k_0)^2} \tag{18}
\]

For the Morlet wavelet, the relation between scale and frequency is given by the central frequency \( \omega_c = k_0/a \) at
which \( \phi(\omega) \) is maximal. Factor \( k_0 \) is called the wavenumber. It is important to note that the Morlet wavelet
does not respect the admissibility condition, since \( \phi(0) \neq 0 \), which means that the inverse transform is not
properly defined. Due to the proximity of the Morlet wavelet with the exponential function, the Morlet CWT
can be seen as an STFT with a short window at high frequency and a long window at low frequency. This
adaptive window size partially overcomes the time-frequency resolution limitation of the STFT.

4.2. Complex modal projection

Another tool used in order to analyse the transient non-linear response is the complex modal projection. The evolution
of the system at the beginning of the time interval is given by the complex mode shapes and eigenvalues computed
around the equilibrium point (i.e. the modes obtained via the stability analysis). Then, the evolution of the participations of these modes, especially the unstable ones, during the transient solution can be behaviourly useful for studying the non-linear behaviour of the self-excited system and the associated
physical phenomenon more effectively.

Since the complex modes obtained via the stability analysis have bilateral contact constraints, the displacement
and velocity fields are projected on the subspace of the fields with zero normal displacement by using \( T^N \)
and \( T^J \) matrices, (i.e. the bases of the fields with no normal displacement on the contact zone and of the normal
displacement of the contact zone). The matrices \( T^N \) and \( T^J \) verify \( T^{NT}T^J = 0 \). Thus the displacement \( u \) can
be written as \( u = T^Nu_w + T^Ju_k \) where \( u_w \) represents the component with no normal displacement and \( u_k \) the
normal gap. The component \( u_w \) can then be extracted from the whole field using:

\[
u_w = H^{-1}T^{NT}u = \left(T^{NT}T^N\right)^{-1}T^{NT}u \tag{19}\]
Considering a temporal evolution of the system given by \((\mathbf{u}, \dot{\mathbf{u}})\), the corresponding state space perturbation evolution \(\alpha\) is given by:

\[
\alpha = \begin{bmatrix} \mathbf{H}^{-1} \mathbf{T}^\mathbf{N} (\mathbf{u} - e \mathbf{u}) \\ \mathbf{H}^{-1} \mathbf{T}^\mathbf{N} \dot{\mathbf{u}} \end{bmatrix} = \begin{bmatrix} \mathbf{u}_w \\ \dot{\mathbf{u}}_w \end{bmatrix}
\]

By introducing the adjoint eigenvalue problem (i.e. by using \(\mathbf{\hat{A}}^T\) and \(\mathbf{\hat{B}}^T\) matrices defined in Equation (11)) we obtain adjoint mode shapes \(\mathbf{\Psi}_0\). The solution \(\Phi_0\) of Equation (11) and the adjoint mode shapes \(\mathbf{\Psi}_0\) verify the bi-orthogonality relation:

\[
\forall i \neq j \quad \mathbf{\Psi}_{0i}^T \mathbf{\hat{A}} \mathbf{\Phi}_{0j} = 0 \quad \mathbf{\Psi}_{0i}^T \mathbf{\hat{A}} \mathbf{\Phi}_{0i} \neq 0
\]

\(\alpha\) admits a unique decomposition on the mode shapes:

\[
\alpha = \sum_{k=1}^{n} \beta_k(t) \mathbf{\Phi}_{0k}
\]

For the reader comprehension, \(\beta_k(t)\) can be expressed by \(\gamma_k e^{(r_k + j\omega_k)t}\) where \(r_k\) and \(\omega_k\) are close to the real and imaginary parts of the eigenvalue of the complex mode (at the beginning of the time interval). During the onset and the evolutions of non-linear events, \(r_k(t)\) tends to 0 (or to a null-mean function) and \(\omega_k(t)\) can be different from the initial frequency and oscillate. It can be noted that even if the mode shapes are complex, the displacements are real. Indeed, if one complex mode is present in the decomposition, its complex conjugate is also present. So, the complete result is therefore real. Thus when seeking the decomposition of \(\alpha\) given by Equation (22), left multiplication by the adjoint modes allows the computation of the modal participation \(\beta_j\) with the following formula:

\[
\beta_j = \frac{\mathbf{\Psi}_{0j}^T \mathbf{\hat{A}} \alpha}{\mathbf{\Psi}_{0j}^T \mathbf{\hat{A}} \mathbf{\Phi}_{0j}}
\]

If both direct and adjoint modes are normalized with respect to mechanical energy, the representation of \(\beta_j\) versus time gives information on the energy contribution of the \(j^{th}\) mode in the temporal solution. This evolution is given in a plot presenting \(\log(|\beta_j|)\) versus time. It is important to note that since the complex modes are coupled, the summation of the different modal energies is greater than the total energy of the system. Thus comparison between \(|\beta_i|\) and \(|\beta_j|\) does indeed provide information on which mode has greater participation, but no conclusion can be obtained by comparing \(|\beta_i|\) and \(|\beta_j| + |\beta_k|\). The solution around the equilibrium point is given as follows:

\[
\mathbf{u}_w(t) = \sum_{k=1}^{n} a_k \gamma_k e^{r_k t} = \sum_{k=1}^{n} a_k \gamma_k e^{r_k t} e^{j\omega_k t}
\]

where \(a_k\) is the first half of row \(\mathbf{\Phi}_k\) and \(\gamma_k\) depends on the initial conditions.

It can be noted that the complex modal projection gives additional information with physical and modal meaning compared to CWT or FFT analysis that are more signal processing tools. Indeed, one of the most useful piece of information in the complex modal projection is to detect the contribution of one or more complex modes computed through the stability analysis in the transient and final non-linear solution of the system. This can be an efficient tool to compare and correlate the non-linear response with the results of the stability analysis. Finally, another advantage of this tool is to detect the onset of the non-linear stationary signal (i.e. periodic or quasi-periodic response of the system) through evolutions of the complex modal projection: indeed, when the limit cycle is reached, contributions of all the complex modal projections are constant or oscillate around an average value.

4.3. Peak-to-mode and peak-to-peak M-MAC

In order to compare the shapes of the stabilized solution at various spectral peaks with shapes of a solution computed on another reduction basis or with the complex mode shapes obtained via the stability analysis, an
extension of the classical Mass normalized Modal Assurance Criterions (M-MAC) is proposed. This criterion will be referred to as peak-to-peak M-MAC when it compares spectral peaks of solution computed on different bases and as peak-to-mode M-MAC when used to compare peaks with mode shapes. The M-MAC and this extension is presented to aid the reader’s comprehension. The expression of the M-MAC matrix used in the present study is

\[
M\text{-MAC}(A, B) = |A^{*}TMB|
\]

with a normalization of each vector of \(A\) and \(B\) versus the mass matrix of the system. This M-MAC is a direct extension of the complex mode NCO reviewed by Morales in [26]. For peak-to-peak M-MAC, \(A\) and \(B\) are extractions of the spectral peak shapes of a reference solution and of the solution computed on a reduced basis. For peak-to-mode M-MAC, \(B\) is the matrix of the complex mode shapes of the system.

### 5. Description of the system and stability analysis

In this section, the self-excited system is defined and the parameters and operating conditions are presented. Secondly, the stability analysis is performed for different friction coefficients.

#### 5.1. Description of the system

The system considered here is a homogeneous 2D elastic layer of length \(L\) and height \(h\), sliding on a rigid plane, as described in Figure 1(b). The layer is discretized by using a 50 by 20 linear element FE mesh. Its upper boundary is fixed and the two lateral sides have a periodicity constraint. The layer has an imposed displacement \(\delta\) towards the rigid plan. The friction interface \(S_c\) between the layer and the plane is characterized by the constant friction coefficient \(\mu\) and the Eulerian velocity of the plane \(v_g\). The damping in the structure is taken as a Rayleigh damping proportional to the mass and stiffness operators such that the damping operator is given by \(C = \alpha K + \beta M\). The physical values of the system parameters (\(L, h\), the density \(\rho\), the Young modulus \(E\), the Poisson coefficient \(\nu\), the Rayleigh coefficients \(\alpha\) and \(\beta\)) are given in Table 1. The operating parameters are the sliding speed of the plane \(v_g\), the friction coefficient \(\mu\) and the imposed displacement \(\delta\).

#### 5.2. Stability analysis

First of all, the stability analysis is performed for different friction coefficients from \(\mu = 0\) to \(\mu = 1\). In Figure 2, it appears that the system is stable for \(\mu = 0\). Then, increasing the friction coefficient increases the number of unstable modes. For example, for \(\mu = 0.19\) (\(\mu = 0.35\) and \(\mu = 0.5\) respectively), five (nine and twelve respectively) unstable modes appear. Moreover, it can be observed that the divergence rate of the unstable modes increases as the friction coefficient increases. It should be noted that the contact state of the nodes of \(S_c\) in the quasi static solution is independent from the three operating parameters defined previously. This implies that the modes and eigenvalues calculated via the stability analysis depend only on the evolution of the friction coefficient \(\mu\). Figure 3 shows the mode shapes of the twelve unstable modes at \(\mu = 0.5\). The complex mode shapes presented here are actually traveling waves. Most unstable modes are left traveling (LT) waves (i.e. opposed to the sliding speed), however some of them are right traveling (RT) waves.

### Table 1: System parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E)</td>
<td>(5 \times 10^9) MPa</td>
</tr>
<tr>
<td>(h)</td>
<td>0.05 m</td>
</tr>
<tr>
<td>(L)</td>
<td>0.15 m</td>
</tr>
<tr>
<td>mesh</td>
<td>(50 \times 20) elements</td>
</tr>
<tr>
<td>(\nu)</td>
<td>0.2</td>
</tr>
<tr>
<td>(\rho)</td>
<td>2500 kgm(^{-1})</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>(7.8 \times 10^{-1})</td>
</tr>
<tr>
<td>(\beta)</td>
<td>(2 \times 10^{-7})</td>
</tr>
</tbody>
</table>

The complex mode shapes presented here are actually traveling waves. Most unstable modes are left traveling (LT) waves (i.e. opposed to the sliding speed), however some of them are right traveling (RT) waves.
Figure 2: Divergence rate with respect to frequency (×: unstable modes, ◯: stable modes) – (a) $\mu = 0$, (b) $\mu = 0.19$, (c) $\mu = 0.35$, (d) $\mu = 0.5$
Figure 3: Mode shapes of the unstable modes with $\mu = 0.5$ (mode number, frequency, divergence rate and LT (or RT) for left (or right) travelling waves) – (a) mode 3, 10.52 kHz, 6.5% LT, (b) mode 6, 14.25 kHz, 7.7% LT, (c) mode 9, 16.36 kHz; 11.6% LT, (d) mode 11, 18.5 kHz, 8.1% RT, (e) mode 13, 20.83 kHz, 1.0% RT, (f) mode 15, 21.45 kHz, 3.4% LT, (g) mode 20, 24.15 kHz; 5.4% LT, (h) mode 24, 27.25 kHz, 3.3% LT, (i) mode 31, 31.20 kHz, 2.9% RT, (j) mode 33, 32.16 kHz, 1.8% LT, (k) mode 42, 34.01 kHz, 0.8% LT, (l) mode 50, 38.29 kHz, 0.4% LT
6. Transient analysis of system behaviour

As previously explained in [27], different stationary or quasi-periodic solutions (i.e. limit cycles) can be observed due to a small evolution of the initial conditions. Therefore in this section, we investigate the transient behavior of the system with fixed parameters and various functioning and initial conditions.

6.1. Presentation of case studies

All the cases that are presented in the following sections have been chosen to give an overview of the different transient and stationary non-linear behaviors that can be obtained for different physical parameters and operating conditions. The aim of study is to obtain better understanding of the physical phenomena and show the possible links between a stability analysis and the temporal solution.

For the reader comprehension, the non-linear behavior of system with only one unstable mode will not be presented in order to condense the results presented in this paper and only focus on the most original results. Indeed, in this case (one unstable mode), the non-linear response has a simple signature with only the participation of the unstable mode and its harmonics. The interested reader can refer to the papers [9, 27] for more details.

In order to cover a reasonable range of situations, two values for the friction parameters were chosen (μ = 0.19 and μ = 0.35). They correspond to cases with 5 and 9 unstable modes that are presented in the Sections 6.2 and 6.3, respectively. They have been selected to undertake different non-linear transient and stationary dynamical behaviors that can be more complex with contributions from all the unstable modes, their harmonics and combinations. For both cases with 5 and 9 unstable modes, the two other parameters δ and v_g are used to choose between separation and adhesion as first occurring non-linear events (i.e. the first nonlinear phenomenon that appears in the transient response). It can be observed that this terminology only means that either adhesion or separation occurs before the other in the transient solution. However there is no possibility to ensure that after this first event, the other type of non-linear phenomenon (separation or adhesion) does not occur. Thus two main functioning conditions are defined: the first is referred to as adhesion configuration (with δ = 1 10^{-5} m and v_g = 0.1 ms^{-1}) and the second as separation configuration (with δ = 2.5 10^{-6} m and v_g = 0.5 ms^{-1}). The description of the different case are given in Table 2.

Moreover, five different initial conditions were tested for each case. They are defined as follows: a nonzero initial condition is given for

- only the most unstable mode
- only the least unstable mode
- the most unstable and a mildly unstable mode have no zero
- the least unstable and a mildly unstable mode
- all the unstable modes

where the term “most” (or least) unstable mode” stands for the mode with the most (or least) important divergence rate. These initial conditions are summarized in Table 2 by indicating the selected modes for initial conditions.

In the following parts of the paper, the following notations will be used for the test cases: case $X_{I/T}$ defines the case where $X$ is the number of unstable modes, $I$ are the modes present in the initial condition (i.e. then modes with a nonzero initial condition) and $T$ is the type of first occurring non-linear event (A for adhesion or S for separation). For example, case $5_{9S}$ is a case with 5 unstable modes and an initial condition only on mode 9 with separation as a first occurring non-linear event, and case $5_{9×33A}$ is a case with 5 unstable modes with modes 9 and 33 as the initial condition and adhesion as the first occurring non-linear event. For a condition on all unstable modes, $I$ is denoted all.

Since there is a periodicity condition, all nodes of the contact interface are kinematically equivalent. Thus in the following figures that represent displacements or velocities on the contact interface, the observation node will not be specified.
6.2. Cases with 5 unstable modes

6.2.1. Case 5.9A

This case represents the case with 5 unstable modes (i.e. $\mu = 0.19$) and an initial condition only on mode 9 with adhesion as a first occurring non-linear event.

Figures 4(a) and 4(b) illustrate the evolutions of tangential velocity and displacement at the frictional interface. One can see that a first “cycle” occurs very early. The phase plot of this first cycle is represented in dashed black lines in Figure 4(c). This cycle has a fundamental frequency ($f_1 = 16.3$ kHz) very close to the frequency of mode 9, as shown in Figure 4(d). It can also be seen that the harmonic components of orders 2, 3, 4 and 5 are visible but with rather slight contributions. However, a transition can be observed at $t = 0.09$ s, with a surge in tangential velocity (see Figure 4(a)) and a significant drop in the mean tangential displacement (see Figure 4(b)). This transition appears to be very fast with a brutal variation of the global equilibrium position of the system (i.e. variation of the mean value of displacement as indicated on Figure 4(b)). This reduction of the average tangential displacement can be related to a reduction of the apparent global friction coefficient due to local adhesion. Analysis of the phase plot of tangential component (see Figure 4(c)) also clearly shows the two different cycles.

As indicated in Figure 4(d), the fundamental frequency of the second cycle ($f_0 = 14.4$ kHz) is very close to the frequency of mode 6 (i.e. 14.25 kHz). The harmonic components of orders 2, 3 and 4 are also present. However, the previous participation of mode 9 in fundamental and harmonic frequencies is not visible. Finally, combinations of the fundamental frequencies $f_0$ and $f_1$ appear clearly during the transition state ($t \in [0.09; 0.11]$ s). Complex modal projection (see Figure 4(e)) then provides a clear view of the evolution of the non-linear transient and stationary solutions. It can be seen that during the transition phase, the contribution of mode 9 (denoted M9
in Figure 4(e)) decreases whereas the contribution of mode 6 (denoted M6 in Figure 4(e)) increases. Moreover, the observation made by Lorang [28] that the predominant unstable mode in the final cycle is that capable of exhibiting the higher energy contribution is verified. Finally, as illustrated in Figure 4(f), the main peak in the FFT of the final state is very close to mode 6.

In this case, one of the shortcomings of time integration for squeal analysis is illustrated: it is difficult to ensure that the final state is reached. Integration could have been stopped during the first cycle. Overcoming this issue can be achieved by using methods such as constrained harmonic balance method [16, 17, 29] which are able to predict a periodic or quasi-periodic final state, but they do not provide information on the transient behavior of the non-linear solution. Transient analysis allows visualization of the different phases of the solution, sometimes showing that the amplitude during the transient phase is higher than in the stabilized final state. Moreover, using complex modal projection to analyze the time integration results allows effective detection of the final state: as indicated in Figure 4(e), evolutions of the complex modal projection are observed during the transient non-linear response of the system (see for example the growth rates for modes 3 and 6). When the limit cycle is reached, contributions of all the complex modal projections are constant or oscillate around an average value. Finally, it is observed that the growth rate of all the instabilities of modes 3, 6 and 11 are approximately the same. This fact illustrates that evolutions of the real part for the unstable complex non-linear modes (i.e. the real part of eigenvalues of the Jacobian matrix for a given time) are approximately the same. This may be consistent with the values of the divergence rate of the corresponding unstable modes that are almost identical via the stability analysis (see Figure 2(b)).

6.2.2. Case 5.9S

This case represents the case with 5 unstable modes (i.e. \( \mu = 0.19 \)) and an initial condition only on mode 9 with separation as a first occurring non-linear event.

Figures 5(a), 5(b), 5(c)) and 5(d) represent the velocities and phases plots for the normal and tangential components respectively. In Figures 5(a) and 5(b), a succession of three phases is shown: the first two correspond to an increase of the separation phenomenon, with an increase of the normal component on the contact zone. The third and last phase is characterized by saturation and stabilization through adhesion: the normal velocity falls to a very low level in comparison with the first two phases when the tangential component reaches its maximum level. Here again, due to the adhesion, the reduction of the global friction coefficient leads to a reduction of the average tangential displacement in the third phase. This succession of phases is also visible on the phase plots (see Figures 5(c)) and 5(d)) where the amplitude of the final tangential component cycle is greater than that of the first cycle. Moreover, the final cycle for the normal component has a very small amplitude.

As indicated in Figure 5(e), the fundamental frequency of the final stationary solution, which is equal to \( f_2 = 10.45 \) kHz, is very close to the frequency of mode 3 (i.e. 10.52 kHz). The higher harmonics, especially order 3, make a significant contribution. The evolutions of the participations of the unstable mode frequencies, their harmonics and combinations during the transient and stationary non-linear behavior are also observed. As explained previously for case 1 (Case 5.9A), the first and third phases have a simple non-linear signature with the major contribution of one unstable mode frequency (modes 9 and 3 respectively) and its harmonics. During the second phase, the non-linear behavior is more complex with the contribution of three unstable mode frequencies (modes 3, 6 and 9), their harmonics and combinations (see for example \( f_0 - f_1 \) at 3.79 kHz). Then, on the modal projection illustrated in Figure 5(f), quite complex competition in the second phase is observed: mode 9 is saturated while mode 6 reaches its saturation around 0.015 s. This saturation almost stabilizes the system. It can also be noted that mode 3 increases in the second phase and finally reaches saturation through adhesion in the third phase. Finally, Figure 5(g) indicates the modal identification for the main peak of the non-linear stationary solution. In this case, the shape appears to be very similar to that of mode 3. All these physical comments are in perfect correlation with the previous observations made for the CWT (in Figure 5(e)).

6.2.3. Influence of initial condition

Finally, the influence of different initial conditions (previously described in Section 6.1 and in Table 2) is tested for all cases. In both adhesion and separation cases, the limit cycle obtained was not dependent on the
initial conditions for the five initial conditions tested and both adhesion and separation cases. Figures 6(a) and 6(b) illustrate the convergence of the modal projections on mode 3 for example. It also shows that the time before the cycle is reached greatly depends on the initial condition, but that some parts of the transient signal can be recognized as a “translation in time” from another initial condition.

6.3. Cases with 9 unstable modes

6.3.1. Case 9A

This case represents the case with 9 unstable modes (i.e. $\mu = 0.35$) and an initial condition only on mode 9 with adhesion as a first occurring non-linear event.

This case exhibits one of the simplest non-linear behaviors for the system with 9 unstable modes. The initial condition on mode 9 leads to the saturation of this mode and this state gives the limit cycle. Figure 7(a) shows that there is a transient surge both in displacement when adhesion saturation occurs around $t = 5 \times 10^{-4}$ s. After this surge, amplitude continues to grow until limit cycle is reached. The phase plot on Figure 7(b) clearly shows that the limit cycle is mono-harmonic. This fact is confirmed by the CWT analysis on Figure 7(c). However, the complex modal projection given in Figure 7(d) shows significant participation of mode 33. Moreover, no participation of frequencies of other unstable modes in the transient phase is observed. To facilitate comprehension, it should be noted that mode 33 has the double frequency of mode 9 and thus its participation may be a response to forced excitation by harmonic of order 2 of mode 9. Peak to mode M-MAC (see Figure 7(e)) shows that the main peak (at $f_0 = 16.16$ kHz) of the response is spatially close to mode 9. The second main peak of the stationary non-linear response (at $2f_0$) is spatially very close to mode 33. The limit cycle obtained with 9A is also obtained with all the tested initial conditions 9XA except 9allA.

6.3.2. Case 9allA

This case represents the case with 9 unstable modes (i.e. $\mu = 0.35$) and an initial condition on all unstable modes with adhesion as a first occurring non-linear event.

This is a special case in the 9XA series. Among the five initial conditions tested, it is the only one having a different final state. Figure 8(a) illustrates the tangential displacement at the frictional interface. A complex transient non-linear behavior is observed which is characterized by beats produced by the presence of different fundamental frequencies. Figure 8(b) illustrates the phase plot for the whole transient response. The last time steps in the phase space indicates two loops around two different positions, when the trace of the phase plot between $t = 5$ ms and $10$ ms is composed of one single loop slowly shifting to the right. Indeed, as shown in Figure 8(c), the final limit cycle is quasi-periodic with two fundamental frequencies ($f_0 = 14.3$ kHz and $f_1 = 10$ kHz) and the presence of their harmonics ($2f_0$ and $3f_0$) and the combinations of frequencies ($f_0 + f_1$ and $f_0 - f_1$). The two fundamental frequencies $f_0$ and $f_1$ are close to the frequencies of modes 6 and 3 respectively. Moreover, CWT analysis (Figure 8(c)) shows a progressive enrichment of the spectrum with harmonics of $f_0$ and $f_1$ with no significant participation of orders higher than 2. The appearance of the frequency of mode 9 ($f_2 = 16.3$ kHz) is also observed during the first transient limit cycle. However, its participation vanishes rapidly before the final limit cycle. Complex modal projection (see Figure 8(d)) confirms the main participations of modes 6, 3, 9 and 11. In the final cycle, mode 9 falls below mode 11 which retains almost constant amplitude. It is also interesting to note that except for mode 6, the amplitudes of most of the modes are not constant in the final limit cycle but oscillate. In particular, the oscillations of the modal projection on mode 3 are very large. It proves that this mode changed notably compared with its linear version. Finally, Figure 8(e) shows the peak-to-mode M-MAC criterion for the final limit cycle at frequencies $f_0$ and $f_1$. This modal identification shows that the peaks at $f_0$ and $f_1$ are spatially very close to modes 6 and 3 respectively. Both peaks also have projections on certain stable complex modes.

6.3.3. Case 933S

This case represents the case with 9 unstable modes (i.e. $\mu = 0.35$) and an initial condition only on mode 33 with separation as a first occurring non-linear event.
It gives a final state with both adhesion and separation with an amplitude of velocity of the same order for the tangential and the normal velocity. It can be noted that the final state obtained here is obtained for all the initial conditions tested 9 XS except 9 3x33S. This comment will be discussed in more detail in the next section.

Tangential displacements are given in Figure 9(a). The temporal evolution of displacements suggests the existence of three states: the first occurs just after the linear part and finishes at \( t = 0.004 \) s. Then the second occurs from \( t = 0.005 \) s to \( t = 0.01 \) s, and which the final limit cycle is reached at \( t = 0.015 \) s. An increase of the tangential displacement is observed when separation occurs. This is due to an increase of the global normal reaction due to the shocks occurring with separation. On the phase plots (see Figure 9(b)), the first small transient cycle (indicated in dashed black line) is visible. Then, the final state corresponds to a quasi stationary cycle. This fact is also observed in the CWT analysis in Figure 9(c): there are two fundamental frequencies \( (f_0 = 15.7 \text{ kHz} \text{ and } f_1 = 27.6 \text{ kHz}) \). The first is close to the frequency of mode 9 but significantly lower, the second corresponds to the frequency of mode 24. It can also be seen that the final quasi-stationary response is very complex with the contribution of harmonics and combinations of the fundamental frequencies \( f_0 \) and \( f_1 \) \( (2f_0, 3f_0, 4f_0, 2f_0, 3f_0 - f_1, f_1 - f_0, 2f_0 - f_1, 2f_1 - 3f_0, ...). \) Then, it can be seen clearly that the fundamental frequency \( f_1 \) and combinations of the two fundamental frequencies \( f_0 \) and \( f_1 \) appear only during the second state (for \( t > 0.01 \) s). All these previous comments are also in correlation with the modal projection given in Figure 9(d): the final state is mainly composed of modes 9 and 33, with significant participations of modes 24 and 6. The three different phases can be easily identified with saturation of a specific mode at each state. For example the first state corresponds to the saturation of mode 33. Then mode 9 saturates at a higher energy level, whereas modes 24 and 6 continue to increase. Finally, modes 24 and 6 saturate at a lower level than mode 9. It can be observed that the saturation of modes 24 and 6 induces a reduction of the energy level of modes 9 and 33. Finally, Figure 9(e) gives three M-MAC criteria computed on the peaks at \( f_0 \), \( f_1 \) and \( 2f_0 \) respectively. It clearly appears that they are spatially similar to mode 9, mode 24 and mode 33 respectively. The main peaks seem to be essentially composed of one unstable mode.

### 6.3.4. Influence of initial conditions

Finally, the influence of different initial conditions is tested for all cases with 9 unstable modes defined in Table 2. As a reminder, these conditions have been described in Section 6.1.

In both adhesion and separation cases, the limit cycle obtained depends on the initial conditions for the five initial conditions tested and both adhesion and separation cases. Figure 10 represents the evolution of the modal amplitude of the most significant modes for the different initial conditions. It is clear that there are at least two attractors for each functioning condition for the system with 9 unstable modes. One attractor seems to be governed by the most unstable mode (i.e. mode 9, see for example the previous case 9 33S). The other one seems to be closer to the observation made with the 5 unstable modes system where modes 3 and 6 have strong coupled participations, with mode 6 being the main mode for the adhesion cases and mode 3 for the separation cases. To illustrate this and allow a better understanding for the reader, Figures 11(a) and 11(b) give the tangential phase plot and the peak to mode M-MAC at the main peak \( f_0 \) for the case 9 3x33S which is the only case of the 9 XS series that gives a different final state. In this case, the final state is mainly composed of frequency \( f_0 = 10.5 \text{ kHz} \) (which is very close to the frequency of mode 3) with the participation of the fundamental frequency \( f_1 = 13.6 \text{ kHz} \) (which is very close to the frequency of mode 6). For the reader comprehension, combinations \( 2f_0, f_0 + f_1 \) and \( 2f_0 + f_1 \) are also present inducing the smaller contributions of stable modes that are visible in Figures 11(b).

For the adhesion cases, two attractors are identified. The first is given by case 9_ allA while all the other initial conditions tested belong to the second attractor. To facilitate the reader’s understanding, it is noted that the convergence to the same final state was verified for modes 3 and 6 in cases 9,3 x 33A and 9,3 x 9A but it requires a much longer time interval in order to be achieved. In both adhesion and separation cases (see Figures 10(a), 10(c), 10(e) and 10(g) for adhesion cases, and Figures 10(b), 10(d), 10(f) and 10(h) for separation cases), the four initial conditions ending on the same attractor have the same transient behavior as that observed for the cases with 5 unstable modes.
6.4. Conclusion on system behavior

In the previous sections, the effect of functioning and initial conditions on the response of a simple friction destabilized system is studied. Dependence on operating conditions is observed once again. More precisely, the system is strongly influenced by the kind of first non-linear event (adhesion or separation) that occurs when equilibrium is lost. The effect of the initial conditions is less systematic. Depending on the parameters, different behaviours are identified with two main classes. For the first, obtained for lower friction coefficients when only five modes are unstable, the non-linear system has a final state that depends only on the operating conditions and not on the initial conditions tested here. For the second, in the nine unstable modes cases, different final states for the same operating conditions can be observed.

The use of the complex modal projection allows identifying the contributions of the linear complex modes in the non-linear solution. This technique proves to be useful for monitoring the evolution of the response, especially in the modal competition phase when multiple unstable modes are present. Indeed, in most cases, despite the saturation due to adhesion or separation, the non-linear modes do not change greatly in comparison to their linearized contribution obtained for a given operating point via the stability analysis. Moreover, in many cases, peak to mode M-MAC shows that the response at the fundamental frequencies of the final limit cycle are very close to some of the unstable linear modes. However, large oscillations of the modal projections are sometimes found, revealing strong alterations of the nonlinear modes, especially in the transient phase and/or when many modes are present at a similar energy level. CWT analysis of the responses show rather classical results with harmonics and combinations of fundamental frequencies in both transient and stationary phases. Only monoharmonic periodic limit cycles are found in the five unstable mode cases. In other cases, some limit cycles are clearly bi-harmonic. In the latter cases, peak to mode M-MAC proves that non-linear modes may significantly change. As only one or two unstable modes remain in the final stationary solution at a high energy level, an interesting point is the selection mechanism of this dominant mode(s). In these numerical simulations, no simple rule could be found. At this stage, the modal competition therefore appears to be a purely transient non-linear phenomenon. However, the sparse nature of the modal projections is encouraging regarding the objective of reducing the system. This will be investigated in the following section of the paper.
Figure 4: Case 5.9A – (a) Tangential velocity on a contact node (b) Tangential displacement on a contact node (gray line: mean value) (c) Phase plot on contact zone (gray: complete history, black: final cycle, dashed black: first cycle) (d) CWT of tangential velocity on contact zone, (e) Complex modal projection where “i” defines the unstable mode number for “Mi”, (f) Peak to mode M-MAC at $f_0$
Figure 5: Case 5 – (a) Velocity, tangential component on a contact node (gray line: mean value), (b) Velocity, normal component on a contact node (gray line: mean value), (c) Phase plot, tangential component, (d) Phase plot, normal component (gray: complete history, black: final cycle, dashed black: first cycle) (e) CWT of normal velocity on contact zone, (f) Complex modal projection where “i” defines the unstable mode number for “Mi”, (g) Peak to mode M-MAC at $f_2$
Figure 6: Evolution of the modal contribution and uniqueness of the limit cycle. +: 5_20X, ◦: 5_9X, ∗: 5_3×20X, :: 5_3×9X and ×: 5_allX – (a) Mode 3 adhesion cycle, (b) Mode 3 separation cycle
Figure 7: Case 9.9A – (a) Tangential displacement on a contact node (gray line: mean value), (b) Phase plot, (c) CWT of tangential velocity on contact zone, (d) Complex modal projection where “i” defines the unstable mode number for “Mi”, (e) Peak to mode M-MAC (■: peak at $f_0$ and ■: peak at $2f_0$)
Figure 8: Case 9_allA – (a) Tangential displacement on a contact node (gray line: mean value), (b) Phase plot – gray: complete history, black: final state, dashed black: first cycle, (c) CWT of normal velocity on contact zone, (d) Complex modal projection where “i” defines the unstable mode number for “Mi”, (e) Peak to mode M-MAC (■: peak at $f_0$, ■: peak at $f_1$)
Figure 9: Case 9,33S – (a) Tangential displacement on a contact node, (b) Phase plot – gray: complete history, black: final state, dashed black: first cycles, (c) CWT of normal velocity on contact zone, (d) Complex modal projection where “i” defines the unstable mode number for “Mi”, (e) Peak to mode M-MAC (■: peak at $f_0$, ■: peak at $2f_0$ and ■: peak at $f_1$)
Figure 10: Existence of two final states. +: 9,33X, o: 9,9X, ×: 9,3×33X, ·: 9,3×9X and x: 9,uX – (a) Mode 3 adhesion cycle, (b) Mode 3 separation cycle, (c) Mode 6 adhesion cycle, (d) Mode 6 separation cycle, (e) Mode 9 adhesion cycle, (f) Mode 9 separation cycle, (g) Mode 33 adhesion cycle, (h) Mode 33 separation cycle
Figure 11: Case 9 3x3S – (a) Tangential phase plot – gray: complete history, black: final state, dashed black: intermediate loop in final state, (b) Peak to mode M-MAC at $f_0$
7. Implementation of efficient reduction

In this section, model reduction is considered. As the non-linear solving process implies several resolutions of a linear system at each time step, reducing the size of the system is a major concern in order to obtain reasonable computation time let alone perform a computation. One of the most natural methods for reducing the size of the system is computation on a reduced basis $B$.

It should be noted that reduction of non-linear dynamic systems has received much attention in recent years. The concept of non-linear modes [30], which may be defined as a bi-dimensional invariant in the phase space, has been used to perform efficient reduction in certain applications [31, 32, 33, 34, 35, 36]. Other reduction tools have been proposed, like numerical techniques based on invariant inertial manifolds and Proper Orthogonal Decomposition [37, 38]. However, at present, all these methods have required considerable computational effort. The linear reduction methods proposed in the following section need no significant supplementary computations. They are based on the a priori selection of specific linear modes, from the previous analysis of the exact non-linear response of the system. The aim is to evaluate the efficiency of different reduction bases and compare them.

Computation on a reduced basis $B$ consist in searching an approximated solution $\dot{u}_{\text{app}}$ of the problem in the subspace of $\mathbb{R}^n$ spanned by basis $B$. By using the following relations

$$
(\ddot{u}_{\text{app}}, \dot{u}_{\text{app}}, u_{\text{app}}) = B (\ddot{u}_{\text{red}}, \dot{u}_{\text{red}}, u_{\text{red}}) \quad \text{and} \quad (\ddot{u}^*, \dot{u}^*, u^*) = B (\ddot{u}^*_{\text{red}}, \dot{u}^*_{\text{red}}, u^*_{\text{red}}) \quad (26)
$$

The mechanical system

$$
\dot{u}^T_{\text{app}} M \ddot{u}_{\text{app}} + \dot{u}^T_{\text{app}} C \dot{u}_{\text{app}} + \dot{u}^T_{\text{app}} K u_{\text{app}} = \dot{u}^T_{\text{app}} (f + r_c) \quad (27)
$$

can be rewritten in the following form

$$
M_{\text{RED}} \ddot{u}_{\text{red}} + C_{\text{RED}} \dot{u}_{\text{red}} + K_{\text{RED}} u_{\text{red}} = f_{\text{red}} + r_{\text{red}} \quad (28)
$$

with

$$
(f_{\text{red}}, r_{\text{red}}) = B^T (f, r_c) \quad \text{and} \quad (M_{\text{RED}}, C_{\text{RED}}, K_{\text{RED}}) = B^T (M, C, K) B \quad (29)
$$

where $u_{\text{red}}$ is the coordinate of the approximation in the reduced basis. This reduced equation of the problem may be used instead of Equation (14) with the same algorithm for the solving processes. In the following sections, different a priori reduction bases are defined and evaluated on the previous test cases. The quality of the reduced solutions are compared by using the reference computations.

7.1. Definition of two kinds of reduction basis

In the definition of the reduction bases, two assumptions are pursued. The first is that since there are strong non-linearities on the contact zone, all the physical contact degrees of freedom have to be kept. The second assumption is that modal reduction is based on the complex modes from the stability analysis due to the fact that these modes have proved capable of giving an accurate representation of the reference solution, and that real modes of the coupled system without friction are sometimes unable to give a correct representation of the complex modes. It is tempting to perform a reduction of the contact interface as well. Without prior knowledge, such reduction is difficult on the solution or on an approximation of it, as would be done with a POD approach [39] that requires a simulation on the full system for representative small time intervals. To facilitate comprehension, conserving all the physical degrees of freedom on the contact interface also ensures correct representation of contact reaction in the reduction basis. Correct representation of the non-linear force in the reduction basis is a requirement for reduction [40].

Therefore all the reduced bases tested can be written as:

$$
B = [C_{\text{DOF}} \quad G_{\text{DOF}}] = \begin{bmatrix} \hat{C}_{\text{DOF}} & 0 \\ S & \hat{G}_{\text{DOF}} \end{bmatrix} \quad (30)
$$

where $C_{\text{DOF}}$ is a basis of the contact physical degrees of freedom (DOF) or of the static constrained modes at the contact interface (i.e. the static response of the structure to a unitary relative displacement on a contact
node) and $G_{DOF}$ is a basis of generalized degrees of freedom that are the restriction on the internal degrees of freedom of the complex modeshapes with friction of the system. If $C_{DOF}$ is a basis of static interface modes, $S$ is a non-zero matrix. The inclusion of complex modes in the reduced basis is done by including both the real and the imaginary parts of the complex mode. Co-linear components are then eliminated. The number of basis vectors for an $n$ complex modes basis is therefore at most $2n$. Practically, this number is between $1.2n$ and $1.5n$.

Two main types of bases are now defined: the first is a classical modal truncation basis, where $G_{DOF}$ is the trace of the complex modes of the complete system below a cut-off frequency – usually taken as 1.5 or 2 times the highest frequency of interest –, but due to strong non-linearities, it is not certain whether conventional truncation rules can be applied. The second is based on the fact that due to non-linearity, the non-linear solution of the self-excited system will be composed by some fundamental frequencies, their harmonics and combinations. The fundamental frequencies are most likely to belong to the frequencies of the unstable modes. That is why $G_{DOF}$ in this type of base is taken to be the trace of the unstable modes plus the trace of the complex modes around the harmonic frequencies of the unstable modes and their combinations.

It is noteworthy that this type of base gives an extension of the space spanned with potentially much higher frequency than usual truncation. However, depending on the number of unstable modes and their distribution, the number of generalized degrees of freedom may not be high enough due to gaps in the frequency band.

Bases of the first type will be referred to as $FC_n$, where $n$ is the number of modes included. Bases of the second type will be denoted $IM_\omega$, where $\omega$ is the harmonic of the unstable modes and their order of interaction. Superscript * means that static modes are included in the basis.

Figure 12 shows the modal content retained for different bases used in the following parts of the paper for cases with 1, 5 and 9 unstable modes. The modal sparsity of $IM_\omega$ bases is very clear. One can also see that $IM_\omega$ bases may contain higher frequency content than $FC_{100}$ basis (see for examples $IM_3$ in Figure 12(b), $IM_2$ and $IM_3$ in Figure 12(c)).

7.2. Performance of reduction bases

7.2.1. Presentation of case studies

In the following sections, it has been chosen to focus only on the six cases 1_9A, 1_9S, 9_allA, 9_33S, 5_9A and 5_allS to validate the robustness of the different bases. All the studied cases and the associated conditions are given in Table 2. For the reader comprehension, these tests give an overview of the effectiveness or otherwise of all bases in configurations of varying complexity with one, 5 and 9 unstable modes (for $\mu = 0.075$, $\mu = 0.19$ $\mu = 0.35$), separation or adhesion and different initial conditions. Indeed, the following case studies will show that both types of bases are able to perform efficient and accurate reduction but that some bases are limited by the robustness of their results, meaning that the accuracy of the reduced solution may depend on the initial conditions chosen and not only on the reduced system itself.

For the reader comprehension, the following cases are not processed in order of increasing the number of unstable modes, but in order of increasing difficulty and complexity to have satisfactory results in terms of reduction bases.

Finally, quantitative indicators were defined for testing and comparing the various bases. They were defined on the FFT of the stabilized non-linear stationary solution. If not stated otherwise, all the FFT presented are kinetic power spectra computed on the last 3 ms of the solution given by:

$$E(\omega) = \frac{1}{2} \text{FFT}(\ddot{u}, \omega)^T \text{FFT}(\ddot{u}, \omega)$$

For each reduced computation, the main peaks of the FFT are paired with the reference ones by using two criteria: frequency proximity and peak-to-peak M-MAC. Once pairing is done, frequency shift, $\delta f$ induced by reduction, amplitude error $\delta a$ and peak-to-peak M-MAC are used to quantify error. The peak-to-peak M-MAC are given with a precision of $10^{-2}$.

The first main peaks of the FFT are retained if the secondary ones are no less than 20 dB below the first. When peak-to-peak M-MAC between the reference and reduced solutions is below 0.6, pairing is considered to have failed and other indicators (frequency and amplitude error) on the unpaired peaks are not given.
7.2.2. Reduction for cases 1\text{9A} and 1\text{9S}

First of all, these two cases represent the case with one unstable mode and an initial condition only on mode 9 with adhesion or separation as a first occurring non-linear event. The reduction results on the simplest cases are very encouraging and show that it is quite possible to obtain accurate results with a good level of reduction. Table 3 gives the three main peak amplitudes and the associated frequencies of the FFT of the reference solution up to the frequency resolution of the FFT. The error indicator given in Table 4 shows that agreement between the reference solution and all the reduced bases is very good on the limit cycle for both cases 1\text{9A} and 1\text{9S}. For example, Figure 13(a) shows that there is very good agreement between the reduced and the reference phase plots on the contact zone for the first case 1\text{9A}. Evolutions of the modal projection of mode 9 (see Figure 13(b)) also illustrate that all the reduced bases are efficient. The peak-to-peak M-MAC between the reference peak and the reduced peaks always has a modulus of 1. These quantitative indicators increase confidence in the ability of this method to perform model reduction for friction destabilized systems. Then, considering more specifically the case with separation (i.e. case 1\text{9S}), the error increases slightly for all bases without static modes, and especially for the $FC_{100}$ basis as shown in Table 4. It may be noted that the subspaces spanned by all the IM bases of the system with only one unstable mode are strictly included in the subspace spanned by $FC_{100}$ and that the error of the latter is greater. This fact highlights the difficulty of performing accurate non-linear model reduction since adding modal vectors to the reduction basis may decrease the quality of the solution computed.

Even though very efficient reduction can be achieved for models with only one unstable mode (i.e. for the reader comprehension, it can be seen that the basis $IM_1$ only has two generalized degrees-of-freedom corresponding to the real and imaginary parts of the unstable mode and thus leads to an impressive reduction), cases with separation exhibit a considerable difference of behavior between the bases that have static modes and the others. Error indicators for the $FC_{100}$ basis remain at the same level for adhesion and separation cases, whereas the performance of the $FC_{100}$ basis can be seen to decrease. It can be seen that including static residue in the basis seems to be a very efficient way of ensuring quality for both types of non-linear event. It is also interesting to see that the IM bases perform better than $FC_{100}$ basis for separation, though slightly worse for adhesion. Figure 13(c) and 13(d) show that due to separation, reduction leads to visible error on the phase plots. This fact is more particularly visible for an internal node, as indicated in Figure 13(d).

7.2.3. Reduction for case 9\text{allA}

Studying the case with 9 unstable modes with operating conditions leading to adhesion gives interesting results. The reference main peak amplitudes and frequencies are given in Table 3. This system appears easy to reduce since almost all the bases give very good results for the indicators shown in Table 5. Basis $IM_1$ leads to a wrong cycle that corresponds to the other attractor observed in Section 6.

Figure 14(a) shows very good agreement for all the bases except $IM_1$ for the power density spectrum. The phase plot in Figure 14(b) shows some defects in the reduction performed with $IM_2$ and $FC_{100}$. However $IM_2$ and $FC_{100}$ agree well with the reference. It should be noted that comparison is not easy for quasi-periodic cycles. The choice is made here to focus on cycle size, the number of loops and global shape. Finally, Figures 14(c), 14(d), 14(e) and 14(f) illustrate the modal projection for modes 3, 6, 9 and 33 respectively. It confirms that most bases agree very well with the reference solution. The behavior of the $IM_2$ basis on the transient phase between 5 ms and 30 ms shows excessive contributions of modes 9 and 33 but the system returns to the correct solution. Moreover, as a consequence of the reduction, the transient evolution of non-linear behavior which is composed of all the modal contributions can be time-shifted in comparison to the reference solution. In this present case, the different phases are simply in advance, but their respective amplitudes are correct. In conclusion, although the proposed reduced bases give very good results for the final stationary state, there may be a speed-up phenomenon in the transient behavior of the non-linear system.

7.2.4. Reduction for case 9\text{33S}

Here we present a case with 9 unstable modes and an initial condition only on mode 9 with separation as a first occurring non-linear event. Table 3 gives the main peak amplitudes and frequencies for the reference computation. This case is interesting due to the significant participation of combinations of the two fundamental
significant overestimation of the growth rate of the mode. The amplitude of this mode with bases
makes it possible to obtain a phase plot very similar to the reference even though the amplitude is 35% too low.

outline the efficiency of static modes for increasing reduction accuracy as bases
Figure 15(e)), the mode with the greatest contribution, all the bases give a good amplitude with a perfect match
t=5 ms during the transient phases is not in good agreement with the reference with a
3, 6, 9 and 33 for the different bases. For modes 3 and 6 (see Figures 15(c) and 15(d)), the only bases that
The only basis able to reproduce the peak at
3, 6, 9 and 33 for the different bases. For modes 3 and 6 (see Figures 15(c) and 15(d)), the only bases with static
final state for each basis is shown in Figure 15(a). All the bases are
Finally, Figures 15(c), 15(d), 15(e) and 15(f) show the temporal evolution of the modal projection on modes
Table 3: Kinetic Power Spectrum Peaks – reference solutions for each case
frequencies \( f_0 = 15.67 \text{ kHz} \) and \( f_1 = 27.67 \text{ kHz} \) in the final state. Error indicators on the two main peaks (see
Table 5) clearly show the efficiency of the IM bases in increasing order: a significant decrease of the frequency error \( IM_1 \) to \( IM_3 \) is observed. Amplitude and MAC errors also show the same trend. Error indicators also outline the efficiency of static modes for increasing reduction accuracy as bases \( IM_2^s \) and \( FC_{100}^s \) are both very close to the reference computation.

The power spectrum density of the final state for each basis is shown in Figure 15(a). All the bases are capable of reaching the main fundamental frequency peak at \( f_0 = 15.67 \text{ kHz} \) and the harmonics of order 2 and 3. The only basis able to reproduce the peak at \( f_1 = FC_{100} \). Therefore, it is also the only basis showing peaks with combinations of \( f_0 \) and \( f_1 \). Basis \( IM_2^s \) also exhibits very small secondary peaks corresponding to more visible ones in the reference.

The phase plot comparison in Figure 15(b) clearly shows that the harmonic enrichment of the IM bases makes it possible to obtain a phase plot very similar to the reference even though the amplitude is 35% too low. Basis \( IM_2^s \) is the closest to the reference phase plot, with an accurate amplitude and shape. \( FC_{100}^s \) has a very correct shape but a higher amplitude than in the reference.

Finally, Figures 15(c), 15(d), 15(e) and 15(f) show the temporal evolution of the modal projection on modes

<table>
<thead>
<tr>
<th>Case</th>
<th>Peak number</th>
<th>Frequency (kHz)</th>
<th>Amplitude (J)</th>
<th>(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9A</td>
<td>1 (( f_0 ))</td>
<td>16.27</td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2( f_0 ))</td>
<td>32.54</td>
<td>3 \times 10^{-7}</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>3 (3( f_0 ))</td>
<td>48.88</td>
<td>9 \times 10^{-8}</td>
<td>57</td>
</tr>
<tr>
<td>1.9S</td>
<td>1 (( f_0 ))</td>
<td>16.27</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2( f_0 ))</td>
<td>32.54</td>
<td>1 \times 10^{-5}</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>3 (3( f_0 ))</td>
<td>48.74</td>
<td>5 \times 10^{-2}</td>
<td>36</td>
</tr>
<tr>
<td>9_allA</td>
<td>1 (( f_0 ))</td>
<td>14.33</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2( f_0 ))</td>
<td>28.67</td>
<td>0.017</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>3 (( f_1 ))</td>
<td>10</td>
<td>0.015</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4 (( f_0 - f_1 ))</td>
<td>4.33</td>
<td>0.012</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>5 (( f_0 + f_1 ))</td>
<td>24.33</td>
<td>0.003</td>
<td>19</td>
</tr>
<tr>
<td>9.33S</td>
<td>1 (( f_0 ))</td>
<td>15.67</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2( f_0 ))</td>
<td>31.33</td>
<td>0.06</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3 (( f_1 ))</td>
<td>27.67</td>
<td>0.019</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>4 (3( f_0 ))</td>
<td>47</td>
<td>0.012</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>5 (( f_1 - f_0 ))</td>
<td>12</td>
<td>0.012</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>6 (( f_0 + f_1 ))</td>
<td>43.33</td>
<td>0.0097</td>
<td>12</td>
</tr>
<tr>
<td>5.9A</td>
<td>1 (( f_0 ))</td>
<td>14.33</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2( f_0 ))</td>
<td>28.67</td>
<td>0.003</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>3 (3( f_0 ))</td>
<td>43</td>
<td>0.0006</td>
<td>26</td>
</tr>
<tr>
<td>5_allS</td>
<td>1 (( f_0 ))</td>
<td>10.33</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (( \approx 3 f_0 ))</td>
<td>31.33</td>
<td>0.005</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>3 (( \approx 2 f_0 ))</td>
<td>21</td>
<td>0.002</td>
<td>23</td>
</tr>
</tbody>
</table>
for bases $IM_3$, $FC_{100}$ and $IM_2$ and with the same small shift for the three other bases. The shift for the other bases occurs very early when the amplitude of mode 9 is still negligible and may result from numerical noise. One of the most noticeable differences between the two sets of bases is that the $FC_{100}$, $IM_1$ and $IM_2$ bases have a smoother transition toward the stabilization of the amplitude around 5 ms. For mode 33 (see Figure 15(f)), all the bases give the same result until $t = 4$ ms. Then $IM_1$ has a strong oscillation and the amplitude of mode 33 is stabilized at 0.14. Bases $IM_2$ and $FC_{100}$ have an abrupt increase of amplitude, but not as much as in the reference, and then they stabilize at $t = 0.28$s. Basis $IM_3$ follows the reference solution exactly until $t = 11$ ms and fails to reproduce the slight drop in amplitude visible in the reference. All the amplitudes of mode 33 with bases $FC_{100}$, $IM_1$, $IM_2$ and $IM_3$ are stabilized without any oscillation. Bases $FC_{100}$ and $IM_2$ are very close to the reference, even though they give a lower amplitude than the reference after $t = 5$ ms. They are both able to reproduce the drop that occurs in the reference at $t = 11$ ms, but they anticipate it at $t = 8.5$ ms.

7.2.5. Reduction or case 5.9A

This case represents the case with 5 unstable modes and an initial condition only on mode 9 with adhesion as a first occurring non-linear event. It shows that choosing a “correct” basis may be difficult for accurate reduction. To facilitate the reader’s comprehension, Figures 16(a) and 16(b) illustrate the FFT of the final non-linear state and the corresponding phase plot. Table 3 gives the values (i.e. frequency and amplitude) of the three main peaks for the reference non-linear stationary solution. Table 5 shows the efficiency of the different bases tested. It can first be seen that the basis $IM_1$ fails to obtain better results than $IM_2$. It is even less accurate than $IM_1$. Both bases $IM_1$ and $IM_3$ tend to stabilize the driven phase of mode 9. It is also clear that inclusion of static modes helps obtaining the correct frequency for the two main peaks: $IM_2$ basis is perfectly correlated with the reference on the second peak frequency when $IM_2$ exhibits a frequency shift of about 1%. Figure 16(a) shows that static modes significantly change the amplitude between the peaks of the FFT. However, they do not necessarily improve its accuracy since $IM_2$ has a much greater error than $IM_2$. The phase plots on Figure 16(b) show that bases $FC_{100}$, $IM_2$ and $FC_{100}$ agree reasonably with the reference on the contact zone. $IM_2$ has greater amplitude on the contact zone than the reference and the two last bases give a wrong shape corresponding to mode 9 instead of mode 6.

Comparison of the modal amplitudes for modes 3, 6 and 9 on Figures 16(c), 16(d) and 16(e) shows that bases $IM_1$ and $IM_3$ have stabilized the cycle composed of mode 9 alone, with a steady amplitude for modes 3 and 6 at very low energy levels. Another striking phenomenon is the fact that reduction may lead to considerably accelerating the evolution of the solution: saturations of modes 3 and 6 occur before 0.06 s for bases $FC_{100}$, $FC_{100}$, and $IM_2$ and around 0.075 s for $IM_2$ and only after 0.1 s for the reference solution. This speed up relies on two effects: first, the amplitudes of these modes increase strongly when mode 9 reaches saturation. This increase is overestimated for all the reduced bases showing this speed up. Also, the growth rates of the modes are also very often wrongly estimated: they are a little too high except for $IM_2$ for which the growth rate is a little too low. These wrong estimations can also explain the failure of bases $IM_1$ and $IM_3$. They underestimate

<table>
<thead>
<tr>
<th>Case base</th>
<th>$FC_{100}$</th>
<th>$IM_1$</th>
<th>$IM_2$</th>
<th>$IM_3$</th>
<th>$FC_{100}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta f$</td>
<td>0</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.005</td>
</tr>
<tr>
<td>$\delta a$ (dB)</td>
<td>0.38</td>
<td>0.28</td>
<td>0.28</td>
<td>0.28</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Table 4: Error indicators on first peak for the different bases – Cases 1.9A and 1.9S
the increase of modes 3 and 6 when mode 9 saturates and the growth rates are also underestimated at almost zero.

Finally, Figures 17(a) and 17(b) show the temporal evolutions of tangential velocity and displacement on the contact zone for the reference computation and bases $IM_2$ and $FC_{100}^s$. When comparing the displacements (Figure 17(b)), it can be seen that the transient behavior is well represented by both bases. Especially the first phase, with the growth of mode 9 and the surge at $t = 0.5$ ms. The second phase is anticipated on both reduced bases, but besides the anticipation it seems very close to the reference computation. The comparison of the velocities (Figure 17(a)) again shows very good agreement in the first phase for both bases and also a very similar transition between phases, even though transition is anticipated in the reduced computations. However, in the second phase, basis $IM_2$ clearly exhibits an amplitude of greater velocity than the reference.

### 7.2.6. Reduction for case 5_allS

This case represents the case with 5 unstable modes and an initial condition on all unstable modes with separation as a first occurring non-linear event. This case appears interesting due to the fact that reduction appears quite difficult: the only basis giving really satisfactory results is $FC_{100}^s$. The characterization of the three main peaks is given in Table 3. Table 5 also shows that $IM_1$ is the second basis in terms of representation of the final state with good accuracy in the frequency and shape of the first peak but with a significantly wrong amplitude. All the other bases fail to have a peak-to-peak M-MAC criterion greater than 0.6 and most of them simply have a value near zero for the M-MAC criterion.

Comparison of the FFT on Figure 18(a) shows that all the bases except $FC_{100}^s$ reach a stabilized state with

<table>
<thead>
<tr>
<th>Case</th>
<th>basis</th>
<th>$\delta f$ (%)</th>
<th>$\delta a$ (dB)</th>
<th>P2P M-MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>9_allA</td>
<td>$FC_{100}$</td>
<td>0 0 0 0</td>
<td>-0.05 -0.09 -0.02 -0.68</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td></td>
<td>$IM_1$</td>
<td></td>
<td>- - - -</td>
<td>0 0.22 0 0</td>
</tr>
<tr>
<td></td>
<td>$IM_2$</td>
<td>0 0 0 0</td>
<td>-0.06 0.15 0.05 -0.29</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td></td>
<td>$FC_{100}^s$</td>
<td></td>
<td>0.01 -0.08 0.34 0.32</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td></td>
<td>$IM_2^s$</td>
<td>0 0 0 0</td>
<td>-0.02 -0.15 0.25 0.33</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td>9_33S</td>
<td>$FC_{100}$</td>
<td>2.13 2.13 2.13</td>
<td>7.14 -2.46 2.58 -4.57</td>
<td>0.98 0.98 0.04 0.97</td>
</tr>
<tr>
<td></td>
<td>$IM_1$</td>
<td>4.26 4.26 4.26</td>
<td>7.4 -7.95 -2.92 -27</td>
<td>0.98 0.99 0.04 0.14</td>
</tr>
<tr>
<td></td>
<td>$IM_2$</td>
<td>2.13 2.13 2.13</td>
<td>7.01 -3.4 1.63 -6.34</td>
<td>0.98 0.98 0.04 0.93</td>
</tr>
<tr>
<td></td>
<td>$IM_3$</td>
<td>0 0 -0.7 0.71</td>
<td>0.28 0.25 5.28 1.71</td>
<td>1 1 0.04 1</td>
</tr>
<tr>
<td></td>
<td>$FC_{100}^s$</td>
<td>0 0 0 0</td>
<td>0.08 0.24 0.43 0.89</td>
<td>1 1 1 1</td>
</tr>
<tr>
<td></td>
<td>$IM_2^s$</td>
<td>0 0 -0 0</td>
<td>0.73 2.17 3.62</td>
<td>1 1 0.04 1</td>
</tr>
<tr>
<td>5_9A</td>
<td>$FC_{100}$</td>
<td>0 0</td>
<td>0.13 1.19</td>
<td>1 1</td>
</tr>
<tr>
<td></td>
<td>$IM_1$</td>
<td>- -</td>
<td>- -</td>
<td>0 0.2</td>
</tr>
<tr>
<td></td>
<td>$IM_2$</td>
<td>0 1.16</td>
<td>-0.69 0.45</td>
<td>1 0.73</td>
</tr>
<tr>
<td></td>
<td>$IM_3$</td>
<td>- -</td>
<td>- -</td>
<td>0.01 0.2</td>
</tr>
<tr>
<td></td>
<td>$FC_{100}$</td>
<td>0 0</td>
<td>-0.01 0.25</td>
<td>1 1</td>
</tr>
<tr>
<td></td>
<td>$IM_2^s$</td>
<td>0 0</td>
<td>2.1 2.81</td>
<td>1 0.66</td>
</tr>
<tr>
<td>5_allS</td>
<td>$FC_{100}$</td>
<td>- -</td>
<td>- -</td>
<td>0 0</td>
</tr>
<tr>
<td></td>
<td>$IM_1$</td>
<td>0 -</td>
<td>-19.33 - -</td>
<td>0.98 0.05</td>
</tr>
<tr>
<td></td>
<td>$IM_2$</td>
<td>- -</td>
<td>- -</td>
<td>0 0</td>
</tr>
<tr>
<td></td>
<td>$IM_3$</td>
<td>- -</td>
<td>- -</td>
<td>0.02 0.02</td>
</tr>
<tr>
<td></td>
<td>$FC_{100}$</td>
<td>0 0</td>
<td>-0.09 0.51</td>
<td>1 0.97</td>
</tr>
<tr>
<td></td>
<td>$IM_2^s$</td>
<td>- -</td>
<td>- -</td>
<td>0 0</td>
</tr>
</tbody>
</table>

Table 5: Error indicators (Case 9_allA at $f_0 = 14.33$ kHz, $2f_0 = 28.67$ kHz, $f_1 = 10$ kHz, and $f_0 - f_1 = 4.33$ kHz; Case 9_33S at $f_0 = 15.67$ kHz, $2f_0 = 31.33$ kHz, $f_1 = 27.67$ kHz and $3f_0 = 47$ kHz; Case 5_9A at $f_0 = 14.33$ kHz and $2f_0 = 28.66$ kHz; Case 5_allS at $f_0 = 10.33$ kHz and $3f_0 = 31.33$ kHz)
a predominance of mode 9. $IM_1$ has a bi-harmonic cycle with modes 3 and 9.

Phase plots on Figure 18(b) shows that the reduction has induced in most bases a very wrong estimation of behavior on the contact zone with exaggerated amplitudes.

Modal projection on modes 3, 6 and 9 (see Figures 18(c), 18(d) and 18(e)) confirms that most of the bases produce a cycle composed of mode 9. Modes 3 and 6 tend to have fluctuating amplitudes, meaning that the modes of the system represented by the reduced model are much more affected by non-linearity than the reference system.

7.2.7. Conclusions of the performance of reduction bases

This review of the performance of reduction bases on the different cases brings to light the following results: both the modal truncation and the harmonic bases are able to give an accurate result on the four first cases. It is clear that static modes are a very efficient way to improve reduction accuracy in the presence of separation. However, even if both types of basis are able to give good results, the latter two cases also show limitations of the harmonic bases and illustrate the fact that when reducing a non-linear system, increasing the reduction basis does not necessarily improve the accuracy of the basis, e.g. in case 5_allS, $IM_1$ is the best of the $IM$ bases, despite the fact that it is always present in each of them.

Finally, the efficiency of the proposed reductions in term of computational time is now discussed. For the different cases presented in the previous section, Table 6 gives the ratio between the computation time of the reduced system and the reference solution (by performing the same initial conditions in all cases). Unsurprisingly, the smallest basis as the smallest ratio, and $IM$ bases tend to have increasing speedup ratio with increasing of the number of unstable modes. Moreover, it can be observed that separation tends to slightly increase the ratio for the bases without static modes.

<table>
<thead>
<tr>
<th>Basis</th>
<th>1_X</th>
<th>5_XT</th>
<th>9_XT</th>
<th>5_XA</th>
<th>5_XS</th>
<th>9_XA</th>
<th>9_XS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$IM_1$</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>$IM_2$</td>
<td>0.20</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.18</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>$IM_3$</td>
<td>0.24</td>
<td>0.18</td>
<td>0.37</td>
<td>0.16</td>
<td>0.18</td>
<td>0.34</td>
<td>0.40</td>
</tr>
<tr>
<td>$FC_{100}$</td>
<td>0.24</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td>$FC_{100}$</td>
<td>0.33</td>
<td>0.24</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
<td>0.23</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 6: Computational time reduction
Figure 12: Modal content of different bases and stability analysis. (red: unstable modes, blue: stable modes, black: selection of modes) – (a) 1 unstable mode, (b) 5 unstable modes, (c) 9 unstable modes
Figure 13: Bases comparison for cases 1\(9\)A and 1\(9\)S, – reference, \(-\)\(-\)\(FC_{100}\) \(-\)\(-\)\(IM\) and \(\cdots\) \(FC_{100}^A\) (only for case 1\(9\)S) : (a) Case 1\(9\)A, phase plot. (b) Case 1\(9\)A, modal projection. (c) Case 1\(9\)S, phase plot on contact zone. (d) Case 1\(9\)S, phase plot on an internal node.
Figure 14: Bases comparison for case 9_allA, +: reference, o: FC_{100}, *: IM_1, ×: IM_2, ·: FC_{100} — (a) FFT of the final state, (b) Phase plot, (c) Modal projection of mode 3, (d) Modal projection of mode 6, (e) Modal projection of mode 9, (f) Modal projection of mode 33.
Figure 15: Bases comparison for case 9, S, +: reference, $\times$: $FC_{100}$, $\cdot$: $IM_1$, $\cdot$: $IM_2$, $\cdot$: $IM_3$, $\cdot$: $FC_{s100}$, $\cdot$ with dashed line: $IM_2$.

- (a) FFT of the final state, (b) Phase plot, (c) Modal projection of mode 3, (d) Modal projection of mode 6, (e) Modal projection of mode 9, (f) Modal projection of mode 33.
Figure 16: Bases comparison for case 5B, +: reference, α: $FC_{100}$, ∗: $IM_2$, ×: $IM_3$, ○: $FC_{100}$, ◻: $IM_2$ with dashed line: $IM_2$
– (a) FFT of the final state, (b) Phase plot, (c) Modal projection of mode 3, (d) Modal projection of mode 6, (e) Modal projection of mode 9

37
Figure 17: Case 5.9A – Comparison of the tangential velocity and displacement on a contact node for different bases. Top: reference, middle: IM2, bottom: FC100. Dotted orange line is a recall of the reference. – (a) Tangential velocity on a contact node, (b) Tangential displacement on a contact node
Figure 18: Bases comparison for case 5_wallS. +: reference, α: FC_{100}, ×: IM_1, ◦: IM_2, □: IM_3, ○ with dashed line: IM_2\textsuperscript{s}, (a) FFT of the final state, (b) Phase plot, (c) Modal projection of mode 3, (d) Modal projection of mode 6, (e) Modal projection of mode 9.
8. Conclusion

A friction destabilized system was studied in this paper in which the destabilization mechanism corresponds to the mode coupling phenomenon due to friction force with a Signorini-Coulomb contact law. The non-regularized problem with finite element discretization was studied by including a stability analysis and the transient and stationary dynamics of the non-linear self-excited system. Parametric studies were conducted with operating conditions and initial conditions as parameters. They showed that for systems with low numbers of unstable modes, the limit cycle depends only on the operating parameters. For systems with more unstable modes, for each functioning condition, two limit cycles were found depending on the initial conditions.

Different reduction bases were then proposed and tested. They were based on the complex modes resulting from the stability analysis. The comparison of the reduced model computation with the reference model showed that accurate model reduction for friction destabilized system is possible but requires great care. The inclusion of the unstable modes and modes near the harmonics and combinations of the unstable mode frequencies in the basis is not sufficient to ensure an accurate prediction independent of the initial condition considered. All the stable modes in the frequency range must be included to ensure an accurate prediction of the non-linear response. If separation at the interface is present, the reduction basis must contain a correct representation of the static residue.

Finally, even with the most complete bases, it was observed that model reduction may also lead to an alteration of the transient evolution of modal participations in the temporal solution, often leading to an advance phenomenon.

Appendix A. Integration scheme and solving algorithm

The integration scheme used for the dynamics solver is based on the classical \( \theta \)-method integration scheme with \( \theta = 0.5 \). In this section integration rules used in this scheme are recalled and description of the modified \( \theta \)-method for dealing with shocks is given.

Integrating Equation (14) over the whole time interval \([0; T]\) leads to Equation (A.1).

\[
M(\dot{u}(t) - \dot{u}(0)) = \int_0^T f - C\dot{u} - Ku + r_c d\tau \quad \text{and} \quad u(t) = u(0) + \int_0^T u(t) d\tau \quad (A.1)
\]

with \((u, \dot{u}, r_c)\) verifying Equations (4) and (5) at each mesh node. Using a regularly spaced time discretization with a time step \( \tau \), and using Equation (A.2) for approximating the integration of contact reaction and Equation (A.3) integration of other quantities between time steps \( t^i \) and \( t^{i+1} \), time discretized equations governing the system is given by Equation (A.4).

\[
\int_{t^i}^{t^{i+1}} r_c d\tau \approx \tau r_c^{i+1} \tag{A.2}
\]

\[
\int_{t^i}^{t^{i+1}} q(t) d\tau \approx \tau (\theta q^{i+1} + (1 - \theta) q^i) \tag{A.3}
\]

\[
\begin{cases}
M(\dot{u}^{i+1} - \dot{u}^i) = \tau \theta (f^{i+1} - Ku^{i+1} - C\dot{u}^{i+1}) + \tau (1 - \theta) (f^i - Ku^i - C\dot{u}^i) + \tau r_c^{i+1} \\
u^{i+1} = u^i + \tau (\theta \dot{u}^{i+1} + (1 - \theta) \dot{u}^i)
\end{cases} \tag{A.4}
\]

with \((u, \dot{u}, r_c)\) verifying Equations (4) and (5) at each mesh node. Thus the discrete time integration of the system is obtained using Equation (A.5)

\[
\begin{cases}
J\ddot{u}^{i+1} = f_{\text{mtd}}^{i+1} + r_c^{i+1} \\
J = \frac{M}{\tau} + \theta (C + \tau \theta K) \\
f_{\text{mtd}}^{i+1} = (\theta f^{i+1} + (1 - \theta) f^i) + (M - \tau (1 - \theta) [C + \tau \theta K]) \frac{\dot{u}^i}{\tau} - Ku^i
\end{cases} \tag{A.5}
\]
For $\theta = 0.5$, this integration scheme induces no numerical damping for linear problems and is unconditionally stable. However, when dealing with shocks between elastic media, any other value than $\theta = 1$ is unable to guarantee the inelastic shock predicted in the continuous framework. A workaround to this issue is to evaluate the relative displacement for the computation of the contact reactions with another integration scheme given by Equation (A.6). This methods is called the modified $\theta$-method.

$$\tilde{u}_{i+1} = u_{i+1} + \tau (1 - \theta) \dot{u}_{i+1}$$

(A.6)

Using this modified estimation of displacement introduces a contact reaction before the shock occurs. This contact reaction is such that the shock occurs exactly on a time step. Imposition of the inelastic shock with the modified $\theta$-method introduces numerical damping in the integration scheme which depends on the spatial discretization of the contact interface. The algorithm describing the solver used in Section 3.2 is given by Algorithm 1.

\begin{algorithm}
\caption{Fixed point algorithm for nonlinear contact dynamics}
\label{algo:fixed_point}
\begin{algorithmic}[1]
\Require $J, f^1 .. N, crit, iter_{max}$
\For{$i = 1$ to $N$}
\State $k \leftarrow 0$
\State $f_{\text{mtd}} \leftarrow \text{compute_sndl}(f^{i+1}, u^i, \dot{u}^i)$
\State $k r^{i+1} \leftarrow r^i$
\State $k \dot{u}^{i+1} \leftarrow \text{solve } J \dot{u} = f_{\text{mtd}} + k r^{i+1}$
\State $\tilde{b} \leftarrow \text{compute_modified_gap}(u^i)$
\State $\varepsilon \leftarrow \text{crit} + 1$
\While{$\varepsilon \geq \text{crit}$ and $\text{iter}_{\text{max}} \geq k$}
\State $(\tilde{u}_n, \tilde{u}_t, u_n, u_t) \leftarrow \text{local\_projection}(k \dot{u}^{i+1}, k u^{i+1})$
\State $(r_n, r_t) \leftarrow \text{local\_projection}(k r^{i+1})$
\State $r_n \leftarrow \text{proj}_R \left( r_n - \rho_n (k \tilde{u}_n + \frac{1}{\tau} \tilde{b}) \right)$
\State $r_t \leftarrow \text{proj}_K \left( r_t + nr_n - \rho_t (k \tilde{u}_t - v_g) \right)$
\State $k+1 r^{i+1} \leftarrow \text{global\_projection}(r_n, r_t)$
\State $k+1 \dot{u}^{i+1} \leftarrow \text{solve } J \dot{u} = f_{\text{mtd}} + k+1 r^{i+1}$
\State $\varepsilon \leftarrow \frac{\|k+1 \dot{u} - k \dot{u}\|}{\|k \dot{u}\|}$
\State $k \leftarrow k + 1$
\EndWhile
\EndFor
\end{algorithmic}
\end{algorithm}
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