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1 Introduction

Swarms of animals, insects or birds present very complex social characteristics that inspired many researchers in the last decade. Trying to imitate nature, researchers addressed the benefit of using cooperative groups of robots instead of a single one. Formation control for multiple agents has become an active research and three main approaches have been applied to robotic systems, namely leader following (Desai et al., 1998; Wang and Hadaegh, 1996; Wang, 1991; Mesbahi and Hadaegh, 2000), behavioural (Balch and Arkin, 1998; Monteiro and Bicho, 2002), and virtual structure approach (Beard et al., 2002; Kang and Yeh, 2002; Lewis and Tan, 1997). Formation keeping and maintenance of a geometric configuration during movement is a challenging problem in unobstructed environments and become even more complicated when moving in a hostile environment. As a solution to these problems, the concept of a virtual structure is considered. The virtual structure approach is used to maintain a rigid geometric relationship between the mobile robots and was introduced by Lewis and Tan (1997) and later used by Ren and Beard (2004), Lalish et al. (2006) and others. This approach ensures that no inter-robot collision can happen. A first hypothesis that one has to make is that the desired shape corresponds to the desired one. Another drawback shows up in the case of navigation in a hostile environment. To avoid an obstacle that may encounter a single robot of the formation one will require to consider the avoidance for all the robots of this last. As a solution to these questions, we propose in this work a FVSA that may recall all the robots to the desired configuration, and which
are perturbed when encountering obstacles. As we are dealing with discrete system composed of autonomous robots, we model flexibility by virtual spring-damper elements. In MacArthur and Crane (2007), the author modelled control forces by virtual springs and virtual dampers. Moreover, a hierarchical shape of master-slaves is considered and a complex nonlinear system is developed. Inspired by flocking of birds or fish communities travelling together in the nature, another computationally based approach including the modelling of the formation boundaries is presented in Sahin and Zergeroglu (2008). The components in a simple geometrical formation were considered for real time flock path planning of relatively large groups of small agents.

In this work, we present an analytic nonlinear stabilising control approach without geometric restrictions. The whole formation is assumed kept dependent as if they were particles embedded in a flexible single body. Now that the inter-robot collisions are avoided, we turn to the problem of agent’s formations moving in a hostile 2D space full of obstacles. The first problems that we meet are: How the leader agent or co-leaders of the formation can avoid obstacles in the plane while converging to desired shape final position? Several researches have been realised and several analytic methods were used to solve this problem. In the control community the principal aim is to find a control law that makes the solutions asymptotically stable or stable, but few researchers have been interested to the solution’s behaviour between $t_0$ and the time of convergence $T$. During this period of time, the robotic agent can reach local minima leading to its instability while converging to the desired shape position. Hence, the problem is to establish a connection between this two solution’s behaviours. This connection is treated by Chang et al. (2003), by using a test algorithm that switches between two proposed control laws. As a result in Chang et al. (2003), the first control law ensures the convergence to a fixed desired position and the second ensures the obstacle avoidance. The gyroscopic forces used in Chang et al. (2003) create a swarming behaviour for multiple agent systems in presence of obstacles. Another technique, used in Chen et al. (2007a), is based on the navigation function approach with an analytical switch among different cases due to the limited sensing zone of UAVs. In Ikeda and Kay (2003) and Melikyan et al. (2003), an optimal control minimising the distance between the aircrafts is proposed. Dimos and Karl (2008) resolved the problem of convergence of robot’s formations to a desired configuration, driven by the negative gradient of a potential field using the Rantzer’s dual Lyapunov theorem. Kowalczyk and Kozlowski (2005) solves the dynamic formation using the potential function. But the problem which arises in all these works is that the computation of the control law uses either a test algorithm (If...Then...Else) or turn to an optimal control problem which are both costly and very painful for execution. Further, the FVSA approach combined with co-leaders control procedure are considered for the first time in the problem of control of a formation of agents. Hence, we are interested to construct a regular control algorithm without change in its structure during the time while ensuring the collision avoidance, inter-robot communications, and the convergence to the desired shape final position/configuration.

The outline of the paper is as follows. Section 2 describes the problem and explains the motivation of this contribution. The equations of motion of the FVSA, called $1D-1D^\perp$ formation are presented in Section 3. In order to control the border agent behaviours, the proposed stabilising control algorithm is detailed and proved
in Section 4. Section 5 deals with the obstacle avoidance in a hostile environment while keeping formation. Computer simulations are included and the paper results are summarised in Section 6.

2 Problem formulation

Consider $n$ agents moving in the plane where the dynamic behaviour of the $i$th agent is described by:

$$
\begin{pmatrix}
\dot{X}_i \\
\dot{Y}_i
\end{pmatrix} =
\begin{pmatrix}
u_{X_i} \\
u_{Y_i}
\end{pmatrix}.
$$

(1)

$X_i$ and $Y_i$ denote the cartesian coordinates (positions) of agent $i$. $u_{X_i}$ and $u_{Y_i}$ are the inputs that should be defined with respect to the formation stabilising problem and the regulation control including obstacles avoidance and targets capturing.

More generally, one substitutes the behaviour of the $i$th agent by this writing

$$
\ddot{q}_i = u_i, \quad i \in \mathcal{N} = [1, \ldots, n]
$$

(2)

with $q_i = (X_i, Y_i) \in \mathbb{R}^2$ denotes the position and $u_i = (u_{X_i}, u_{Y_i}) \in \mathbb{R}^2$ denotes the control inputs of the agent $i$. In multi-robot formation regulating/tracking control, intercommunications during time between the robots are necessary to success the mission. The agent notion is introduced substituting that of an autonomous mobile robot.

3 Flexible virtual structure

The 1D-1D$^\perp$ agent formation is a geometric configuration of $\mathcal{N}$ agents in the plane. We define a set of nodes $S$, which regroup the cartesian coordinates of $\mathcal{N} = \{1, \ldots, n\}$ agents in formation, by:

$$
S = \{(X_i, Y_i); \ i \in \mathcal{N}\}.
$$

(3)

We choose to separate the abscissas and the ordinates of these nodes which gives place to the following two sets:

$$
S_1 = \{X_i; \ i \in \mathcal{N}_1\}
$$

(4)

$$
S_2 = \{Y_i; \ i \in \mathcal{N}_2\}.
$$

(5)

$\mathcal{N}_1$ and $\mathcal{N}_2$ are, respectively, the sets of indexes relative to distinct abscissas and ordinates (see Figure 1(a) and (b)). From $S_1$, we propose to generate a virtual structure, on the $X$ axis similar to a formation constrained to move in one direction. The same is done given $S_2$. The virtual structure, either along the $X$ or $Y$ axis is modelled as a series of masses linked by spring-damper elements.

Thus, we can control the displacement of agents by using the control forces acting on the agent abscissa and/or ordinate. Consequently, we get a marionette like
behaviour. The agents in formation will behave as if manipulated by virtual strings which are attached to each robot.

In a first step we will develop the equations of motion for a formation of robots constrained to move in only one direction linked by virtual spring damper elements. Consider a system \( S_1 = \{X_1, \ldots , X_n\} \) of \( N \) agents (rigid bodies), respectively, of masses \( m_1, \ldots , m_n \) constrained to move in only one direction along \( i \). Each body \( X_i \) is subject to an external force \( u_{X_i} \) in the same direction \( i \). We consider \((n - 1)\) virtual spring-damper links joining the \( X_i \). In reality, there is no link between the agents but these virtual links are taken into account in the formation’s mechanical modelling. Indeed, we assume that virtual links are massless and that each virtual link is assimilated to a point.

**Definition 1:** The system \( S_1 \) is in equilibrium when all the spring damper elements are at their equilibrium length and the formation is in the desired configuration. Agents are then at their equilibria positions \( X_i^{\text{e}} = X_i,e \).

Let \( X_i \), the position of the agent \( i \) in a local frame attached to the formation. We choose to identify the agents by their displacements from their equilibrium
positions: $x_i = X_i - X_{i,e}$. To write the formation’s equations of motion, we define first a Lagrange’s coordinate system:

$$(t, \mathbf{q}) = (t, q_1, q_2, \ldots, q_n) \triangleq (t, X_G, x_1, \ldots, x_1, n)$$

(6)

where, for $i = 2, \ldots, n$,

$$X_G = \frac{1}{m} \sum_{i=1}^{n} m_i (x_i + X_{i,e}); \quad m = \sum_{i=1}^{n} m_i$$

(7)

and

$$x_{i,i-1} = x_i - x_{i-1}.$$  

(8)

Following to notations given above, the following transformation is straightforward:

$$\mathbf{q} = \xi (\mathbf{x} + \mathbf{c})$$

(9)

where

$$\mathbf{c} = \left( \frac{1}{m} \sum_{i=1}^{n} m_i X_{i,e}, 0, \ldots, 0 \right)^T.$$

This transformation applied to the cartesian coordinates is justified by the fact that we are dealing with an equilibrium configuration and we focus on the displacement of the whole formation from this last and the barycentre is the variable that regroups all the positions of the robots. The dynamic model of the formation is derived using the virtual power principle and more details are in a previous work (Essghaier et al., 2009),

$$\ddot{\mathbf{M}} \mathbf{q} + \mathbf{K} \mathbf{q} + \mathbf{C} \dot{\mathbf{q}} = T^{-1} \mathbf{u}_X$$

(10)

with

$$\mathbf{q} = \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_n \end{pmatrix}, \quad \xi = \begin{pmatrix} \frac{m_1}{m} & \frac{m_2}{m} & \frac{m_3}{m} & \ldots & \frac{m_n}{m} \\ -1 & 1 & 0 & \ldots & 0 \\ 0 & -1 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & -1 & 1 \end{pmatrix},$$

$$\ddot{\mathbf{M}} = \xi^{-T} \mathbf{M} \xi^{-1}, \quad \mathbf{M} = \text{diag}(m_1, \ldots, m_n)$$

$$\mathbf{K} = \begin{pmatrix} 0 & 0 & \ldots & 0 \\ 0 & K_{2,1} & \ldots & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & \ldots & K_{n,n-1} \end{pmatrix}, \quad \mathbf{C} = \begin{pmatrix} 0 & 0 & \ldots & 0 \\ 0 & C_{2,1} & \ldots & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & \ldots & C_{n,n-1} \end{pmatrix},$$

and

$$\mathbf{u}_X = \begin{pmatrix} u_{X1} \\ u_{X2} \\ \vdots \\ u_{Xn} \end{pmatrix}.$$
System (10) is equivalent to the following system, written according to cartesian coordinates:

\[ \mathbf{M} \ddot{\mathbf{X}} + \mathbf{B} \dot{\mathbf{X}} + \mathbf{D} \mathbf{X} + \mathbf{E} = \mathbf{u}_X \]  

(11)

where \( \mathbf{X} = (X_1, X_2, \ldots, X_n)^T \), \( \mathbf{B} = \xi^T \mathbf{C} \xi \), \( \mathbf{D} = \xi^T \mathbf{K} \xi \), \( \mathbf{X}_e = (X_{1,e}, X_{2,e}, \ldots, X_{n,e})^T \), and \( \mathbf{E} = \xi^T \mathbf{K} (-\xi \mathbf{X}_e + \mathbf{e}) \).

Note that the forces due to virtual spring-damper elements guarantee the coordination of movement of agents, consequently of the structure, while they are in formation.

The same procedure can be applied to the dynamic system of the virtual structure containing the \( Y \) positions. Note that the agents are ordered and called according to their \( X \) positions, then we will have a dynamic system of \( \bar{Y} \) where \( \bar{Y} \) is the arranged vector in increasing order containing the ordered \( Y \) positions. Let \( \sigma(S_2) \) the set whose elements are a permutation of the set \( S_2 \). This means that:

\[ \bar{Y} = P_\sigma Y. \]  

(12)

with \( P_\sigma \) is the permutation matrix. This permits to consider the \( Y \) ordinates and apply the same methodology that was developed earlier for the \( X \) axis virtual structure. So, the equations of motion of the virtual structure on the \( Y \) axis is as:

\[ \mathbf{M} \ddot{\bar{Y}} + \mathbf{B} \dot{\bar{Y}} + \mathbf{D} \bar{Y} + \bar{E}_Y = \mathbf{u}_Y. \]  

(13)

This means that:

\[ P_\sigma^T \mathbf{M} P_\sigma \ddot{\bar{Y}} + P_\sigma^T \mathbf{B} P_\sigma \dot{\bar{Y}} + P_\sigma^T \mathbf{D} P_\sigma \bar{Y} + P_\sigma^T \bar{E}_Y = \mathbf{u}_Y. \]  

(14)

Recall that our objective is to model a formation of agents with a specific geometry. We know that whatever has to be the desired geometric configuration, it can always be defined by a set of nodes in the plan, or in other words by points of coordinates \((x, y)\) in the plan.

3.1 Stability analysis around an equilibrium configuration

System (10) can be rewritten in the form of double integrator, setting \( Z_X = (\mathbf{q}, \dot{\mathbf{q}})^T \)

\[ \dot{Z}_X = A_X Z_X + B_X \mathbf{u}_X \]  

(15)

where

\[ A_X = \begin{pmatrix} 0 & \mathbf{I} \\ -\widetilde{\mathbf{M}}^{-1} \mathbf{K} & -\widetilde{\mathbf{M}}^{-1} \mathbf{C} \end{pmatrix} , \quad B_X = \begin{pmatrix} 0 & 0 \\ 0 & \widetilde{\mathbf{M}}^{-1} \xi^{-1} \end{pmatrix}. \]

Setting analogically \( Z_Y = (\mathbf{q}_Y, \dot{\mathbf{q}}_Y)^T \), the vector containing the \( Y \) position transformations leads to a second system on the \( Y \)-axis:

\[ \dot{Z}_Y = A_Y Z_Y + B_Y \mathbf{u}_Y \]  

(16)
with

\[
A_Y = \begin{pmatrix}
0 & I \\
-\ddot{M}^{-1}K_Y - \dddot{M}^{-1}C_Y
\end{pmatrix}, \quad B_Y = B_X
\]

\[
q_Y = \begin{pmatrix}
q_{n+1} \\
q_{n+2} \\
\vdots \\
q_{2n}
\end{pmatrix} = \begin{pmatrix}
Y_G \\
y_{n+2} - y_{n+1} \\
\vdots \\
y_{2n} - y_{2n-1}
\end{pmatrix}, \quad K_Y = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & K_{n+2,n+1} & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & K_{2n,2n-1}
\end{pmatrix}
\]

\[
C_Y = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & C_{n+2,n+1} & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & C_{2n,2n-1}
\end{pmatrix}
\]

\[
u_Y = \begin{pmatrix}
u_{n+1} \\
u_{n+2} \\
\vdots \\
u_{2n}
\end{pmatrix}
\]

Now, let \( Z = \begin{pmatrix}
Z_X \\
Z_Y
\end{pmatrix} \)

This yields ultimately to the following differential system

\[
\dot{Z} = AZ + Bu
\]

with, \( A = \begin{pmatrix}
A_X & 0 \\
0 & A_Y
\end{pmatrix} \) and \( B = \begin{pmatrix}
B_X & 0 \\
0 & B_Y
\end{pmatrix} \).

**Lemma 1:** The equilibrium configuration \( Z = \begin{pmatrix}
0_{2n} \\
0_{2n}
\end{pmatrix} \) is stable for any positive values of \( K, K_Y \) and \( C, C_Y \).

**Proof:** Let \( u = 0 \), the system (14) is reduced to the linear system \( \dot{Z} = AZ \). The eigenvalues of \( A \) have negative real parts and so the equilibrium configuration is stable for any positive values of \( K, K_Y \) and \( C, C_Y \). \( \square \)

One verifies that a mobile robot cannot move away from the formation. Indeed, compared to an equilibrium configuration (a predefined desired shape), the move away of the entity belonging to the formation implies its return to the formation, since the latter is in equilibrium. Figure 2(a) and (b) illustrate the process of recovering the equilibrium configuration after being object to an initial perturbation. Once the equilibrium is fixed, the displacement of the structure is asserted by the displacement of its centre of mass. As one took into account the dynamic, a formation through its flexible structure, can accelerate or decelerate while respecting the physical limits of each elements belonging to the formation.

With a suitable choice of the spring-damper parameters, one can guarantee that even closeness in one direction will not generate a numerical instability. In fact, this criterion is chosen so that not only two agents cannot have the same position but even abscissas or ordinates cannot be the same. This depends on the initial choice of the desired configuration.
One can also generate the FVSA with different dimensions on the $X$ and $Y$ axes i.e., the dimension of the system on the $X$ direction could be equal to $n_1 = \text{card}(S_1)$ while the one generated on the $Y$ direction would have an $n_2 = \text{card}(S_2)$ dimension. For example, if $X_1 = X_2$ then we will have a FVS with $N - 1$ equations on the horizontal direction and the mass $m_1 + m_2$ will be taken into account.

**Figure 2** Example of a formation composed of five robots recovering the desired configuration (in black) after an initial perturbation: (a) back from the initial perturbed configuration and (b) recovering the desired configuration (see online version for colours)

![Figure 2](image)

4 Dynamic system stabilisation and trajectory regulation

The kinematic model of a system allows velocity control in order to reach the desired velocities. However, when the velocity of the agent become very large, a kinematics model is not sufficient and a dynamical model is needed. The inputs of such system are forces or accelerations. In this section we will analyse the control law for a formation of agents governed by dynamical model. A challenging issue for dynamical systems is to find a control law depending on initial conditions that guarantees avoidance of obstacles while converging to a desired shape position. Generally, when dealing with second order systems, we use a double integrator to obtain kinematical systems easier to handle since the large number of theories on such systems. But, the problem encountered when using double integrators is that systems totally actuated will become underactuated, i.e., will have a lower number of actuators than degrees of freedom and the ones that are already underactuated will have a deeper degree of underactuation and we will have a duplicated number of degrees of freedom. That is why we opted for a different method that preserves the number of degrees of freedom and transforms a second order system to first order one. Our work is based on the following proposed Lemma.

**Lemma 2:** Given the dynamic equation

$$\ddot{e} = f(e, \dot{e}, u)$$

(18)
where $e$ is a scalar representing the state and $u$ the control law.

If there exists $u$ such that the solution of

$$\dot{r} = f(e, \dot{e}, u) + \alpha \dot{e} \quad \text{avec } r_0 = \dot{e}_0 + \alpha e_0$$

(19)

converges asymptotically to 0 and $r \in L^\infty \cap L^2$ then $e$ and $\dot{e}$ converge asymptotically to 0 too.

Proof: Having $\dot{r} = f(e, \dot{e}, u) + \alpha \dot{e}$ with $r_0 = \dot{e}_0 + \alpha e_0$ and integrating with respect to $t$ leads to

$$r = \dot{e} + \alpha e + r_0 - (\dot{e}_0 + \alpha e_0).$$

Hence

$$r = \dot{e} + \alpha e.$$

If there exists $u$ such that $r$ converges to 0 and $r \in L^\infty \cap L^2$ then based on Lemma A.7 given by Dixon (2001), $e$ and $\dot{e}$ converge asymptotically to 0. This ends the proof. □

The previous Lemma allows us to transform the dynamical system to a kinematic one while preserving the number of actuators and degrees of freedom.

Now, assume that an agent governed by equation (2) is moving in a space containing one obstacle and let $q_0$ its initial position on $t = t_0$ and its final one corresponds to the frame origin. To move from an initial position $q_0$ to a final one $q_f$ there exist an infinity of possible trajectories, having different behaviours during their movement. That is why it is very hard to handle an agent governed by a dynamical system in order to join initial and final desired positions while forcing it to obey to some behavioural criteria between $t_0$ and $t_f$.

**Theorem 1:** Consider the second order control system, given in equation (2),

$$\ddot{q}_i = u_i, \quad i \in \mathcal{N} = [1, ..., n]$$

(20)

and the following first order system,

$$\dot{R} = u + \alpha \dot{q} \triangleq v$$

(21)

such that $R \triangleq (r_1, r_2)$ and $R_0 = \dot{q}_0 + \alpha q_0$ with $\alpha > 0$. Assume that for $v = u_a$ such that the solutions of equation (21) converge to 0 and let $V$ the associated Lyapunov function with

$$k_1 \|R\|^2 \leq V \text{ and } \dot{V} \leq -k_2 \|R\|^2$$

then for every scalar function $v$, the control law,

$$u = u_a - \alpha \dot{q} + v \frac{\partial V}{\partial R}$$

(22)

makes the solutions of system (20) converge asymptotically to 0.
**Proof:** Under the input \( v = u_a \), the solutions of system (20) converge to 0. Based on Theorem 1, Section 3, given in ElKamel et al. (2009a), the solutions of system (20) with

\[ v = u_a + \nu \left( \frac{\partial V}{\partial R} \right) \perp \]

converge to 0 too. Consequently, using the expression given by equation (20),

\[ u = u_a - \alpha \dot{q} + \nu \left( \frac{\partial V}{\partial R} \right) \perp \]

Furthermore, \( k_1 \| R \|^2 \leq V \), which implies that \( \| R \|^2 \leq \frac{1}{k_1} V(0) \) then \( R \in L_\infty \). We have also that, \( \dot{V} \leq -k_2 \| R \|^2 \), then

\[
\int_0^{+\infty} \| R \|^2 \leq \frac{1}{k_2} (V(0) - \lim_{t \to +\infty} V(t)) < \infty
\]

hence, \( R \in L_2 \). In summary, we have found

\[ R \in L_2 \cap L_\infty \quad \text{and} \quad \lim_{t \to +\infty} R = 0 \]

and finally, using Lemma 2, we obtain

\[ \lim_{t \to +\infty} q = 0. \]

\[ \square \]

**Remark 1:** Theorem 1 ensures that the input \( \nu \) is a regulating function of agent trajectories in formation. It allows us to modify the behaviour of each agent’s trajectory while keeping its asymptotic convergence to the desired shape equilibrium.

In the following, we will design the function \( \nu \) in order to make an agent avoid a fixed obstacle in the 2D space. Inspired by a shepherd who supervises his troop by controlling the elements on the border, he is able to control all the remainder of the troop. Consequently, to control the formation shape, one defines control laws for co-leaders, selected from the border. This permits to control all motions of the remaining agents in the troop. The border agents define the convex hull of the formation, which allows a free obstacle navigation for the formation. Our main results are summarised in the following theorem.

**Theorem 2:** Recall the dynamic behaviour of an agent where the subscript \( i \) is omitted,

\[ \ddot{q} = u \quad (23) \]

Let \( L(x) \) the equation of the line joining the desired position \( C = (C_x, C_y) \), the obstacle centred at the point \( O = (O_x, O_y) \) of radius \( r \), and let \( O_q = O + r \frac{q - O}{\| q - O \|} \).
Consider the initial condition \( q_0 = (x_0, y_0) \), and a real parameter \( b \). Using the following control law,

\[
u = -\frac{\text{sign}([y_0 - L(x_0)][a - O_x])}{\|q - O_q\|}
\]

what implies

- \( \|q - O\| - r \neq 0, \forall t \geq 0. \)
- \( q \) converges asymptotically to \( C \) (the frame origin).

**Proof:** A dynamic control system (23) can be transformed into a first order control system as was mentioned in Theorem 1. Consider

\[
\dot{R} = u + \alpha \dot{q} = u_a
\]

such that \( u_a = -bR \) with the initial condition \( R_0 = \dot{q}_0 + \alpha q_0 \). With the Lyapunov function candidate \( V = \frac{1}{2}\|R\|^2 \), associated to the system above, we get \( \dot{V} = -\|R\|^2 < -2\|R\|^2 \), hence \( \dot{V} \leq \frac{1}{4}\|R\|^2 \), then according to Theorem 1,

\[
u = -\frac{\text{sign}([y_0 - L(x_0)][a - O_x])}{\|q - O_q\|}
\]

or

\[
u = -\frac{\text{sign}([y_0 - L(x_0)][a - O_x])}{\|q - O_q\|}
\]

makes the solutions of system (23) reach the desired position while avoiding the point \( O_q \). To prove \( \|q - O\| - r \neq 0 \), more details are given by El Kamel in Theorem 2 (see ElKamel et al., 2009b).

Due to the proposed regulator control law, the agent do not mark a stopping time when it is confronted to the obstacle nor to a singularity that can be inherent for the navigation and the energy consumption. Furthermore, \( \nu \) never goes to infinity since \( \|q - O\| - r \neq 0 \) which implies that the proposed control law is bounded.

\[\square\]

5 **Multi-agent in formation and stability/regulation analysis**

Trying to perform a free obstacle navigation while keeping formation and avoiding inter-agent collision is very challenging. In order to give a response to these problems we will combine in this section the results developed in Sections 3–5. In fact we propose a control law divided into three parts. The first part will be responsible of formation keeping and avoiding inter-robot collision, and will be called \( u_f \). In fact this part of the control law maintain the desired configuration
which is the equilibrium one. The second part of the control law, called $u_a$, is designed as an attractive control law which guarantees the convergence to the desired final configuration. This attractive control law can be used by all the agents in the formation or only by the co-leaders. The third part of the control law, called $u_r$, it highlights the efficiency of the FVSA used to develop the $u_f$, it will be the part of the control law that allows the obstacle avoidance. In fact, this new analytic approach, introduced in the control law $u_r$, is based on a regulating function $\nu$ that permits to leader/co-leader agent(s) to behave in a non free environment. Moreover, $u_r$ does not integrate any switching or test functions. However, these results depend strongly on the initial conditions.

Based on the equations (11) and (14), and with no loss of generality, assuming that all the agents are of unit masses, the obtained expressions of $u_f$ keeping the formation on the X and Y positions are given by:

$$u_{fX} = -B\dot{X} - D\dot{X} - E$$  \hspace{1cm} (29)

$$u_{fY} = -\sigma^t BP \sigma \dot{Y} - \sigma^t DP \sigma Y - \sigma^t E_Y.$$  \hspace{1cm} (30)

The control laws $u_a$ and $u_r$ given in Theorem 1 may be applied to the leader and/or to each agent in the formation. So the question that arise here is, how to choose the co-leaders or how can we choose the agents that will benefit from these parts of the proposed control law?

In this paper, we will use the convex hull of the desired configuration and put these controls to the boundary robots of the formation. One can state that the desired or equilibrium configuration is chosen from the beginning and the convex hull is given conformingly to that choice. This means that a vehicle cannot move from the interior to the boundary because of the control laws induced by the FVSA which guarantee that the order of the agents is kept the same between the initial and final positions.

Finally, we get the following theorem based of the results of previous sections of the paper.

**Theorem 3:** Consider the second order system given by equation (2). $q_{i0} = (X_{i0}, Y_{i0})$ is the initial condition, $i = 1, \ldots, n$, $j$ is in the set of indexes of the boundary agents and $b$ a real parameter. Let $L(x)$ the equation of the line joining the desired position $C = (C_x, C_y)$ and the obstacle $O = (O_x, O_y)$. Using the following control law,

$$u = u_{fi} + u_{aj} + u_{rj}$$  \hspace{1cm} (31)

where

$$u_{aj} = -(b + \alpha)\dot{q}_j - b\alpha q_j$$

$$u_{rj} = \nu (\dot{q}_j + \alpha q_j)$$

$$\nu = -\frac{\text{sign}((Y_{j0} - L(X_{j0}))[a - o_x])}{\|q_j - O_{nj}\|}$$

$$u_{fi} = (u_{fiX}, u_{fiY})$$

leads to
\[ \|q_j - O\| - r \neq 0, \forall t \geq 0. \]

- \( q_j \) converges asymptotically to \( C_j \) (\( j \)th agent desired final position).
- no collision occurs among the \( q_i \).

In this work, the choice of the desired configuration is fixed from the beginning and the convex hull determines the border agents and due to the controllers induced by the FVSA the remaining agents cannot move to the border. In other words, if the initial abscissa \( X_{i_0} \) of the \( i \)th agent verifies \( X_{i_0-1} < X_{i_0} < X_{i_0+1} \) then this remains verified through time and the same for the ordinate coordinates. This is ensured by the matrices of parameters \( C \) and \( K \). These parameters can be adjusted experimentally. After an adequate choice of \( C \) and \( K \), one ensures that the \( i \)th agent remains in a domain and do not leave it. This implies that the geometric shaping have a minimum size that constraints the type of obstacle to pass through. Moreover, if the distance between two obstacles is longer than the maximum distance between each two agents of the initial convex hull, this implies that the formation cannot navigate through these two obstacles. The problem that arises here is the following: how to extend the idea of the group division to some subgroups where each of them will have to manage their position, environment, and stability? Consider the instant that the environment is free of perturbations, the member of each subgroup should meet again and continuous the destination toward the target. Beyond the stability and regulation problems of the group, this investigation requires the definition of some performance criteria and indexes of formation, such a work will be developed in the future.

## 6 Simulation results

In this section, we implement the formation’s stabilising control law given in Theorem 3. To validate our new approach, two examples are carried out. The first describes the evolution of the whole formation while avoiding one obstacle. In fact, Figure 3(a) shows the formation convergence to the desired shape positions and configuration while avoiding one obstacle, where the chosen parameters of the each spring damper element are \( C_i = 12,000 \text{ Nsm}^{-1} \) and \( K_i = 5500 \text{ Nm}^{-1} \). The \( j \)th agent’s \((x; y)\) behaviour vs. time are carried out in Figure 3(b) and (c). One can see that no collision occurs among the agents. In a second time, we considered an environment containing two obstacles. In fact, the formation had to pass through the two obstacles. Obstacle avoidance control laws were acting on the robots of the convex hull of the formation as can be seen in Figure 4. In Figure 5, we propose the same idea but we choose closer obstacles and one can see the effectiveness of the proposed control laws. In real experiments, this scheme needs to know the precise planar positions of the robots to generate the FVSA which gives the control laws responsible of formation keeping and collision avoidance. The disadvantage of the proposed scheme is that two agents cannot have the same abscissa or ordinate even when they are distant but the controllers can be obtained easily due to the multi-agent model linearity.
Figure 3  Navigation of agents in formation with one obstacle: (a) navigation in the phase space; (b) formation’s abscissas $x_i$ vs. time and (c) formation’s ordinates $y_i$ vs. time (see online version for colours)

Figure 4  Group of agents in formation through two distant obstacles: (a) navigation in the phase space; (b) formation’s abscissas $x_i$ vs. time and (c) formation’s ordinates $y_i$ vs. time (see online version for colours)
Figure 5 Group of agents in formation with two close obstacles: (a) navigation in the phase space; (b) formation’s abscissas $x_i$ vs. time and (c) formation’s ordinates $y_i$ vs. time (see online version for colours)

7 Conclusion

In this work, a new stabilising control method was proposed using the FVSA in modelling. It ensures the non collision among the agents in formation and preserves a desired shape configuration. Further, the regulation control algorithm with respect to the environment was achieved while reaching the desired configuration. Both analytically and through simulations, one showed that the method leads to a change of the shape’s configuration during time when encountering one or more obstacles. This disturbance occurs for the agents on the border, considered belonging to an enveloping convex hull formation, and affects the equilibrium configuration. The agents contained in the convex hull evolve as they were particles of a flexible body. In fact, these boundary agents are considered as co-leaders of the whole formation.
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