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ABSTRACT. In this paper we study upper bounds for the density of solution of stochastic differential equations driven by a fractional Brownian motion with Hurst parameter $H > 1/3$. We show that under some geometric conditions, in the regular case $H > 1/2$, the density of the solution satisfy the log-Sobolev inequality, the Gaussian concentration inequality and admits an upper Gaussian bound. In the rough case $H > 1/3$ and under the same geometric conditions, we show that the density of the solution is smooth and admits an upper sub-Gaussian bound.
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1. INTRODUCTION

Let $B = (B^1, \ldots, B^d)$ be a $d$ dimensional fractional Brownian motion (fBm in the sequel) defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, with Hurst parameter $H \in \left(\frac{1}{3}, 1\right)$.
(0, 1). Recall that it means that $B$ is a centered Gaussian process indexed by $\mathbb{R}_+$, whose coordinates are independent and satisfy
\[ E \left[ (B_t^j - B_s^j)^2 \right] = |t - s|^{2H}, \quad \text{for} \quad s, t \in \mathbb{R}_+. \]
In particular, by considering the family $\{B^H; H \in (0, 1)\}$, one obtains some Gaussian processes with any prescribed Hölder regularity, while fulfilling some intuitive scaling properties. This converts fBm into the most natural generalization of Brownian motion to this day.

We are concerned here with the following class of equations driven by $B$:
\[ X^x_t = x + \int_0^t V_0(X^x_s)ds + \sum_{i=1}^d \int_0^t V_i(X^x_s)dB^i_s, \]
where $x$ is a generic initial condition and $\{V_i; 0 \leq i \leq d\}$ is a collection of smooth vector fields of $\mathbb{R}^d$. Owing to the fact that fBm is a natural generalization of Brownian motion, this kind of model is often used by practitioners in different contexts, among which we would like to highlight recent sophisticated models in Biophysics [20, 29, 30].

As far as mathematical results are concerned, equation (2) is now a fairly well understood object: existence and uniqueness results are obtained for $H > \frac{1}{2}$ thanks to Young integral type tools [32, 27], while rough paths methods [13, 22] are required for $\frac{1}{4} < H < \frac{1}{2}$. Numerical schemes can be implemented for this kind of systems [11, 13], and a notion of ergodicity is also available [16, 17]. Finally, the law of $X^x_t$ has been analyzed by means of semi-group type methods [1, 24] and its density has also been investigated in [2, 7, 19, 28].

In spite of these advances, concentrations results and Gaussian bounds for the solution to (2) are scarce: we are only aware of the large deviation results [23] in this line of investigation. The current article is thus an attempt to make a step in this direction, by analyzing a special but nontrivial situation.

Indeed, we consider here equation (2) driven by a fBm with Hurst parameter $H \in (\frac{1}{3}, 1)$, and we suppose that our vector fields $V_0, \ldots, V_d$ fulfill either of the following non-degeneracy and antisymmetric hypothesis:

**Hypothesis 1.1.** The vector fields $V_0, \ldots, V_d$ are $C^\infty$-bounded, and $V_1, \ldots, V_d$ satisfy

(i) For every $x \in \mathbb{R}^d$, the vectors $V_1(x), \ldots, V_d(x)$ form a basis of $\mathbb{R}^d$.

(ii) There exist smooth and bounded functions $\omega^k_{ij}$ such that:
\[ [V_i, V_j] = \sum_{k=1}^d \omega^k_{ij} V_k, \quad \text{and} \quad \omega^k_{ij} = -\omega^k_{ji}. \]

The second assumption (ii) is of geometric nature and actually means that the Levi-Civita connection associated with the Riemannian structure given by the vector fields $V_i$’s is
\[ \nabla_X Y = \frac{1}{2}[X, Y]. \]
In a Lie group structure, this is equivalent to the fact that the Lie algebra is of compact type, or in other words that the adjoint representation is unitary. Such geometric assumption already appeared in the work [3] where it was used to prove a small-time asymptotics of the density.
Hypothesis 1.2. The Hypothesis 1.1 is satisfied and moreover, the vector fields \( V_1, ..., V_d \) form moreover a uniform elliptic system. That is
\[
|v^T V V^T v| \geq \lambda |v|^2, \quad \text{for all } v \in \mathbb{R}^d.
\]
Here \( V = (V_i^j)_{i,j=1,...,d} \) and \( \lambda \) is a positive constant.

When \( H > \frac{1}{2} \), under Hypothesis 1.1 our main result can be loosely summarized as follows (see Theorem 3.14 for a precise statement):

**Theorem 1.3.** Fix \( H > \frac{1}{2} \). Let \( X^x \) be the solution to equation (2), and suppose Assumption 1.1 is satisfied. Then for any \( t \in \mathbb{R}_+^* \), the random variable \( X^x_t \) admits a smooth density \( p_{X}(t, \cdot) \). Furthermore, there exist 3 positive constants \( c_{t}^{(1)}, c_{t}^{(2)}, c_{t,x}^{(3)} \) such that
\[
p_{X}(t, y) \leq c_{t}^{(1)} \exp \left( -c_{t}^{(3)} \left( |y| - c_{t,x}^{(2)} \right)^2 \right),
\]
for any \( y \in \mathbb{R}^d \).

We don’t claim any optimality in the quantities \( c_{t}^{(1)}, c_{t}^{(2)} \) and \( c_{t,x}^{(3)} \) above (whose exact definitions are postponed to Section 3.3). Nevertheless, this is (to the best of our knowledge) the first Gaussian type bound available for solutions of differential equations driven by fBm.

Let us say a few words about the strategy we have followed in order to prove Theorem 1.3. It is mostly based on stochastic analysis tools, and particularly on a general integration by parts formula giving an exact expression for the density \( p_{X}(t, \cdot) \) in terms of Malliavin derivatives in the non-degenerate case we are dealing with. In this context, it is crucial to bound the first Malliavin derivative of \( X^x_t \) (called \( D_{X^x_t} \) in the sequel) efficiently. This is where our asymmetry hypothesis on the vector fields \( V_1, ..., V_n \) enter into the picture, and we shall see (at Theorem 3.2) how asymmetry properties yield an easy deterministic bound on \( D_{X^x_t} \). This result enables to get concentration results for the law of \( X^x_t \), and is the key to our density bounds as well.

As another interesting consequence of the deterministic bound on \( D_{X^x_t} \), we also obtain Log-Sobolev inequality and Poincaré inequality for the law of \( X_t \).

Once the picture for the smooth case (when \( H > \frac{1}{2} \)) becomes clear, we are able to extend some of our results described above to the irregular case when \( \frac{1}{3} < H < \frac{1}{2} \). In particular, we are able to prove

**Theorem 1.4.** Fix \( H \in \left( \frac{1}{3}, \frac{1}{2} \right) \). Assume Hypothesis 1.2. Let \( X^x \) be the solution to equation (2) and \( \gamma_X \), the Malliavin matrix of \( X^x_t \), \( t > 0 \). We have \( |\det \gamma_X|^{-1} \in L^\infty(\mathbb{P}) \). The random variable \( X^x_t \) admits a smooth density \( p_{X}(t, \cdot) \) and for any \( \delta < H \) there exist 2 positive constants \( c_{t}^{(1)}, c_{t}^{(2)} \) such that
\[
p_{X}(t, y) \leq c_{t}^{(1)} \exp \left( -c_{t}^{(2)} |y|^\delta \right),
\]
for all \( y \in \mathbb{R}^d \).

The existence of a density for solutions to stochastic differential equations of the form (2) under Hörmander’s condition has been obtained by Cass and Friz [6] for any \( \frac{1}{4} < H < \frac{1}{2} \).
While finishing the current article, an important step towards the study of regular densities in the rough case $\frac{1}{4} < H < \frac{1}{2}$ has been accomplished in [8], where integrability estimates for the Jacobian of equation (2) are established. Nevertheless, as of today, besides the result of P. Driscoll [12], when $H < \frac{1}{2}$, to the best of our knowledge, Hypothesis 1.2 is a first wide class of examples where we have an affirmative answer for the smoothness of the density. Our bound on the inverse of the Malliavin matrix together with polynomial bounds on the Hölder norm of the Malliavin derivative allows then to obtain the sub-Gaussian upper bound (4).

**Notations:** Throughout this paper, unless otherwise specified we use $| \cdot |$ for Euclidean norms and $\| \cdot \|_{L^p}$ for the $L^p$ norm with respect to the underlying probability measure $P$.

Consider a finite-dimensional vector space $V$. The space of $V$-valued Hölder continuous functions defined on $[0, 1]$, with Hölder continuity exponent $\gamma \in (0, 1)$, will be denoted by $C^\gamma(V)$, or just $C^\gamma$ when this does not yield any ambiguity. For a function $g \in C^\gamma(V)$ and $0 \leq s < t \leq 1$, we shall consider the semi-norms

$$\|g\|_{s,t,\gamma} = \sup_{s \leq u < v \leq t} \frac{|g_v - g_u|_V}{|v - u|^\gamma},$$

The semi-norm $\|g\|_{0,1,\gamma}$ will simply be denoted by $\|g\|_\gamma$.

**2. Stochastic calculus for fractional Brownian motion**

For some fixed $H \in (\frac{1}{2}, 1)$, we consider $(\Omega, \mathcal{F}, P)$ the canonical probability space associated with the fractional Brownian motion (in short fBm) with Hurst parameter $H$. That is, $\Omega = C_0([0, 1])$ is the Banach space of continuous functions vanishing at 0 equipped with the supremum norm, $\mathcal{F}$ is the Borel sigma-algebra and $P$ is the unique probability measure on $\Omega$ such that the canonical process $B = \{B_t = (B_t^1, \ldots, B_t^d), t \in [0, 1]\}$ is a fractional Brownian motion with Hurst parameter $H$. In this context, let us recall that $B$ is a $d$-dimensional centered Gaussian process, whose covariance structure is induced by equation (1). This can be equivalently stated as

$$R(t, s) := \mathbb{E}[B_t^j B_s^j] = \frac{1}{2} \left( s^{2H} + t^{2H} - |t - s|^{2H} \right), \quad \text{for } s, t \in [0, 1] \text{ and } j = 1, \ldots, d.$$

In particular it can be shown, by a standard application of Kolmogorov’s criterion, that $B$ admits a continuous version whose paths are $\gamma$-Hölder continuous for any $\gamma < H$.

This section is devoted to give the basic elements of stochastic calculus with respect to $B$ which allow to understand the remainder of the paper.

**2.1. Malliavin calculus tools.** Gaussian techniques are obviously essential in the analysis of fBm, and we proceed here to introduce some of them (see [26] for further details): let $\mathcal{E}$ be the space of $\mathbb{R}^d$-valued step functions on $[0, 1]$, and $\mathcal{H}$ the closure of $\mathcal{E}$ for the scalar product:

$$\langle (1_{[0,t_1]}, \ldots, 1_{[0,t_d]}), (1_{[0,s_1]}, \ldots, 1_{[0,s_d]}) \rangle_{\mathcal{H}} = \sum_{i=1}^d R(t_i, s_i).$$
We denote by $K^*_{H}$ the isometry between $\mathcal{H}$ and $L^2([0,1])$. When $H > \frac{1}{2}$ it can be shown that $L^{1/H}([0,1],\mathbb{R}^d) \subset \mathcal{H}$, and when $\frac{1}{3} < H < \frac{1}{2}$ one has
\[ C^\gamma \subset \mathcal{H} \subset L^2([0,1]) \]
for all $\gamma > \frac{1}{2} - H$.

Some isometry arguments allow to define the Wiener integral $B(h) = \int_0^1 \langle h_s, dB_s \rangle$ for any element $h \in \mathcal{H}$, with the additional property $\mathbb{E}[B(h_1)B(h_2)] = \langle h_1, h_2 \rangle_{\mathcal{H}}$ for any $h_1, h_2 \in \mathcal{H}$. A $\mathcal{F}$-measurable real valued random variable $F$ is then said to be cylindrical if it can be written, for a given $n \geq 1$, as
\[ F = f(B(h^1), \ldots, B(h^n)) = f\left(\int_0^1 \langle h^1_s, dB_s \rangle, \ldots, \int_0^1 \langle h^n_s, dB_s \rangle\right), \]
where $h^i \in \mathcal{H}$ and $f : \mathbb{R}^n \to \mathbb{R}$ is a $C^\infty$ bounded function with bounded derivatives. The set of cylindrical random variables is denoted $\mathcal{S}$.

The Malliavin derivative is defined as follows: for $F \in \mathcal{S}$, the derivative of $F$ is the $\mathbb{R}^d$ valued stochastic process $(D_tF)_{0 \leq t \leq 1}$ given by
\[ D_tF = \sum_{i=1}^n h^i(t) \frac{\partial f}{\partial x_i} \left( B(h^1), \ldots, B(h^n) \right). \]
More generally, we can introduce iterated derivatives. If $F \in \mathcal{S}$, we set
\[ D^k_{t_1,\ldots,t_k}F = D_{t_1} \ldots D_{t_k}F. \]
For any $p \geq 1$, it can be checked that the operator $D^k$ is closable from $\mathcal{S}$ into $L^p(\Omega; \mathcal{H}^\otimes k)$.

We denote by $\mathbb{D}^{k,p}(\mathcal{H})$ the closure of the class of cylindrical random variables with respect to the norm
\[ \|F\|_{k,p} = \left( \mathbb{E}[F^p] + \sum_{j=1}^k \mathbb{E}\left( \|D^jF\|_{\mathcal{H}^\otimes j}^p \right) \right)^\frac{1}{p}, \]
and
\[ \mathbb{D}^\infty(\mathcal{H}) = \bigcap_{p \geq 1} \bigcap_{k \geq 1} \mathbb{D}^{k,p}(\mathcal{H}). \]

2.2. Differential equations driven by fBm. Recall that we consider the following kind of equation:
\[ X^x_t = x + \int_0^t V_0(X^x_s)ds + \sum_{i=1}^d \int_0^t V_i(X^x_s)dB^i_s, \]
where the vector fields $V_0, \ldots, V_d$ are $C^\infty$-bounded.

When equation (6) is driven by a fBm with Hurst parameter $H > \frac{1}{2}$ it can be solved, thanks to a fixed point argument, with the stochastic integral interpreted in the (pathwise) Young sense (see e.g. [14]). Let us recall that Young’s integral can be defined in the following way:
Proposition 2.1. Let $f \in C^\gamma$, $g \in C^\kappa$ with $\gamma + \kappa > 1$, and $0 \leq s \leq t \leq 1$. Then the integral $\int_s^t g_\xi d \xi$ is well-defined as limit of Riemann sums along partitions of $[s, t]$. Moreover, the following estimation is fulfilled:

\[
\int_s^t g_\xi d \xi \leq C \|f\| \|g\| |t - s|^{\gamma},
\]

where the constant $C$ only depends on $\gamma$ and $\kappa$. A sharper estimate is also available:

\[
\int_s^t g_\xi d \xi \leq |g_s| \|f\| |t - s|^\gamma + c_{\gamma, \kappa} \|f\| \|g\| |t - s|^{\gamma + \kappa}.
\]

With this definition in mind, we can solve our differential system of interest, and the following results are proven in [19]:

Proposition 2.2. (Hu-Nualart) Consider equation (6) driven by a fBm $B$ with Hurst parameter $H > \frac{1}{2}$. Let us call $X^x$ its unique $\beta$-Hölder continuous solution, for any $\beta < H$. Then

1. When vector fields $V$ are $C^\infty$-bounded, we have

\[
\sup_{t \in [0, T]} |X^x_t| \leq |x| + c_{V,T} \|B\|^{1/\beta}_{0,T,\beta}.
\]

2. If we only assume that vector fields $V$ have linear growth, with $\nabla V, \nabla^2 V$, bounded, the following estimate holds true:

\[
\sup_{t \in [0, T]} |X^x_t| \leq (1 + |x|) \exp \left( c_{V,T} \|B\|^{1/\beta}_{0,T,\beta} \right).
\]

Remark 2.3. The framework of fractional integrals is used in [19] in order to define integrals with respect to $B$. It is however easily seen to be equivalent to the Young setting we have chosen to work with.

When the Hurst parameter $\frac{1}{3} < H < \frac{1}{2}$, equation (6) can be solved, again by fixed point argument, with the stochastic integral interpreted in the (pathwise) rough path theory (see e.g. [14] and [22]). In this case, we obtain

Proposition 2.4. (Besalú-Nualart [4]) Consider equation (6) driven by a fBm $B$ with Hurst parameter $\frac{1}{3} < H < \frac{1}{2}$. Denote by $X^x$ its unique $\beta$-Hölder continuous solution, for any $\beta < H$. If the vector fields $V$ are $C^\infty$-bounded, then for any $\lambda > 0$ and $\delta < H$

\[
\mathbb{E} \left( \exp \lambda \left( \sup_{0 \leq t \leq T} |X^x_t|^{\delta} \right) \right) < \infty.
\]

Once equation (6) is solved, the vector $X^x_t$ is a typical example of random variable which can be differentiated in the Malliavin sense. In fact, fix $H \in (\frac{1}{3}, 1)$, one gets the following results (see [6] and [28] for further details):

Proposition 2.5. Let $X^x$ be the solution to equation (6) and suppose $V_i$’s are $C^\infty$-bounded vector fields on $\mathbb{R}^d$. Then for every $i = 1, \ldots, d$, $t > 0$, and $x \in \mathbb{R}^d$, we have $X^x_{t,x} \in \mathbb{D}^\infty(H)$ and

\[
D_s X^x_t = J_{0 \rightarrow t}^{-1} J_{0 \rightarrow s} V_j(X_s), \quad j = 1, \ldots, d, \quad 0 \leq s \leq t,
\]

where $D_s X^x_{t,x}$ is the $j$-th component of $D_s X^x_{t,x}$, and $J_{0 \rightarrow t} = \frac{\partial X^x_t}{\partial s}$. 
Finally the following approximation result, which can be found for instance in [13], will also be used in the sequel:

Proposition 2.6. For \( m \geq 1 \) and \( T > 0 \), let \( B^m = \{ B^m_t; t \in [0, T]\} \) be the sequence of linear interpolations of \( B \) along the dyadic subdivision of \([0, T]\) of mesh \( m \); that is if \( t^m_i = i2^{-m}T \) for \( i = 0, \ldots, 2^m \); then for \( t \in (t^m_i, t^m_{i+1}] \),

\[
B^m_t = B^m_{t^m_i} + \frac{t - t^m_i}{t^m_{i+1} - t^m_i}(B^m_{t^m_{i+1}} - B^m_{t^m_i}).
\]

Consider \( X^m \) the solution to equation (6) restricted to \([0, T]\), where \( B \) has been replaced by \( B^m \). Set also \( D^j_i X^m_t = J_{0 \rightarrow t}^{-1} V_j(X^m_s) \), for \( j = 1, \ldots, d \) and \( 0 \leq s \leq t \). Then almost surely, for any \( \gamma < H \) and \( t \in [0, T] \) the following holds true:

\[
\lim_{m \to \infty} \left( \|X^m - X\|_\gamma + \|D^j_i X^m_t - D^j_i X^m_t\|_\gamma \right) = 0.
\]

3. Estimates for solutions of SDEs driven by fBm: the smooth case

Throughout this section, we fix \( H \in (\frac{1}{2}, 1) \). Recall that \( X^x \) designates the solution to (6). This section is devoted to get some further bounds for \( X^x \) and its Malliavin derivatives, under Assumption 1.1.

Notice that among our set of hypothesis, the antisymmetric property (3) for the vector fields \( V_1, \ldots, V_n \) is the most specific one. It will be mainly used through the following lemma:

Lemma 3.1. Let \( A_1, A_2 \) be \( n \times n \) matrices, whose exponential are defined by \( e^{A_j} = \sum_{n=0}^{\infty} A_j^n / n! \) for \( j = 1, 2 \). If we assume that \( A_2 \) is skew symmetric, then

\[
\|e^{A_1 + A_2}\| \leq e^{\|A_1\|},
\]

where \( \|A\| \) stands for the Euclidean norm of a matrix \( A \).

Proof. Let us first prove the following (presumably classical) identity:

\[
(11) \quad e^{t(A_1 + A_2)} = e^{tA_2} - \int_0^t e^{(t-s)(A_1 + A_2)} A e^{sA_2} ds.
\]

Indeed, consider the function \( s \mapsto \varphi(s) \) defined on \([0, 1]\) by \( \varphi(s) = e^{(t-s)(A_1 + A_2)}e^{sA_2} \). Then it is easily seen that \( \varphi \) is differentiable and

\[
\varphi'(s) = e^{(t-s)(A_1 + A_2)}A_1e^{sA_2}.
\]

By writing

\[
e^{tA_2} - e^{t(A_1 + A_2)} = \varphi(t) - \varphi(0) = \int_0^t \varphi'(s) ds,
\]

relation (11) is now easily obtained.

Let us see now the implications of (11): according to the fact that \( A_2 \) is skew-symmetric, we have \( \|e^{sA_2}\| \leq 1 \) for any \( s \geq 0 \). Therefore,

\[
\|e^{t(A_1 + A_2)}\| \leq 1 + \|A_1\| \int_0^t \|e^{(t-s)(A_1 + A_2)}\| ds.
\]
By denoting \( f(t) = \|e^{t(A_1+A_2)}\| \) we thus get
\[
f(t) \leq 1 + \|A_1\| \int_0^t f(s)ds.
\]
This implies \( f(t) \leq e^{\|A_1\|t} \) by a standard application of Gronwall’s lemma and finishes our proof.

We are now ready to prove the main result of this section, which is an almost sure deterministic bound for the Malliavin derivative of \( X_T \):

**Theorem 3.2.** Under Assumption 1.1, the Malliavin derivative of the solution \( X_T \) to equation (6) can be bounded as follows for any \( T \in [0,1] \) (in the almost sure sense):

\[
\|D X_T\|_\infty \leq M \exp(CT), \quad \text{with} \quad M = \sup_{x \in \mathbb{R}^n} \sup_{\|\lambda\| \leq 1} \left| \sum_{i=1}^{d} \lambda_i V_i(x) \right|^2,
\]
and where the constant \( C \) linearly depends on \( V_0 \). In particular, one also has \( \|D X_T\|_H \leq M \exp(CT) \).

**Proof.** Let us focus on the proof of (12). Indeed, since \( \|f\|_H \) is dominated by the supremum norm when \( H > \frac{1}{2} \), this will be sufficient in order to prove the second claim of our theorem. We now split our proof in two steps.

*Step1: Matricial expression for the derivative.* Let us first restate Proposition 2.5 in the following form:

\[
D_j X_T is solution to \quad D_j X_T = J_{0 \rightarrow T}(\Phi_s^* V_j)(x), \quad 0 \leq s \leq T,
\]
where \( \Phi_s^* V_j \) denotes the pullback action of the diffeomorphism \( \Phi_s = X_s : \mathbb{R}^d \to \mathbb{R}^d \) on the vector field \( V_j \). Now, a simple application of the change of variable formula for Young type integrals yields

\[
d(\Phi_s^* V_j)(x) = (\Phi_s^*[V_0, V_j])(x)ds + \sum_{i=1}^{d} (\Phi_s^*[V_i, V_j])(x)dB^i_s.
\]

Moreover, recall that the Lie brackets \([V_i, V_j]\) can be decomposed, according to Assumption 1.1, into

\[
[V_0, V_j] = \sum_{k=1}^{d} \omega_{0j}^k V_k, \quad \text{and} \quad [V_i, V_j] = \sum_{k=1}^{d} \omega_{ij}^k V_k,
\]
with \( \omega_{ij}^k = -\omega_{ki}^j \) for \( i, j, k \geq 1 \). Hence,

\[
d(\Phi_s^* V_j)(x) = \sum_{k=1}^{d} \omega_{0j}^k (X^x_s)(\Phi_s^* V_k)(x)ds + \sum_{k=1}^{d} \sum_{i=1}^{d} \omega_{ij}^k (X^x_s)(\Phi_s^* V_k)(x)dB^i_s.
\]

By denoting \( \mathcal{M}_s \) the \( d \times d \) matrix with columns

\[
\mathcal{M}_s^j = D_j^s X_T^x = J_{0 \rightarrow T}(\Phi_s^* V_j)(x),
\]
we therefore obtain the equation
\begin{equation}
    d\mathcal{M}_s = \mathcal{M}_s \left( \omega_0(X^s_s) ds + \sum_{i=1}^d \omega_i(X^s_s) dB^i_s \right), \quad \mathcal{M}_T = V(X^T_T),
\end{equation}
where $V(X^s_T)$ is the matrix with columns $V_j(X^s_T)$, $1 \leq j \leq d$ and where $\omega_i(X^s_s)$ is the skew symmetric matrix with entries $\omega_{ij}(X^s_s)$.

**Step2: Approximation procedure.** In order to show that the process $\mathcal{M}$ is uniformly bounded, consider the dyadic approximation introduced at Proposition 2.6. By applying (10) to the couple $(X, \mathcal{M})$, it is sufficient to prove our uniform bounds on $D^jX^m_T$, uniformly in $m$. Let us thus consider $\mathcal{M}^m$ the solution of (13) where $B$ is replaced by $B^m$, that is
\begin{equation}
    d\mathcal{M}^m_s = \mathcal{M}^m_s \left( \omega_0(X^m_s) ds + \sum_{k=1}^d \omega_k(X^m_s) dB^m_{s,k} \right), \quad \mathcal{M}^m_T = V(X^m_T).
\end{equation}
In the sequel set also
\[ \Delta B^k_{m-1} := \frac{B^k_m - B^k_{m-1}}{t^m_m - t^m_{m-1}}, \] for $1 \leq n \leq 2^m$ and $1 \leq k \leq d$.

Then, for $s \in [t^m_{n-1}, t^m_n)$, we have
\[ d\mathcal{M}^m_s = \mathcal{M}^m_s \left( \omega_0(X^m_s) ds + \sum_{k=1}^d \omega_k(X^m_s) \Delta B^k_{m-1} ds \right), \]
Therefore, for $s \in [t^m_{n-1}, t^m_n)$, we obtain
\[ \mathcal{M}^m_s = \mathcal{M}^m_{t^m_n} e^{- \left( \int_{t^m_{n-1}}^{t^m_n} \omega_0(X^m_u) du + \sum_{k=1}^d \int_{t^m_{n-1}}^{t^m_n} \omega_k(X^m_u) \Delta B^k_{m-1} du \right)} \]
Proceeding inductively, we end up with the following identity, valid for $t \in [t^m_{n-1}, t^m_n)$ and $n = 0, \ldots, 2^m$:
\begin{equation}
    \mathcal{M}^m_t = V(X^m_T) e^{- \left( \int_{t^m_{2^n-1}}^{t^m_{2^n-1}} \omega_0(X^m_s) ds + \sum_{k=1}^d \int_{t^m_{2^n-1}}^{t^m_{2^n-1}} \omega_k(X^m_s) \Delta B^k_{2^n-1} ds \right)} \times \cdots \times e^{- \left( \int_{t^m_1}^{t^m_1} \omega_0(X^m_s) ds + \sum_{k=1}^d \int_{t^m_1}^{t^m_1} \omega_k(X^m_s) \Delta B^k_{1} ds \right)},
\end{equation}
Owing to the skew-symmetry of $\omega_k$ for $k \geq 1$, we can now apply Lemma 3.1 to expression (14) in order to get
\begin{equation}
    \|\mathcal{M}^m_t\| \leq \exp \left( \frac{T}{2^m} \|\omega_0(X^m_{t^m_{2^n-1}})\| \right) \cdots \exp \left( (t^m_n - t) \|\omega_0(X^m_{t^m_{n-1}})\| \right) \|V(X^m_T)\| \leq M \exp \left( CT \right),
\end{equation}
This is our claimed uniform bound on $\mathcal{M}^m_t$, from which the end of our proof is easily deduced.

Once the bound (12) on $\|D^jX^T_T\|_\infty$ is obtained, one can also retrieve some information on the Hölder norms of $D^jX^T_T$ improving the general estimate (9). This is the content of the following proposition:
Proposition 3.3. Consider $\frac{1}{2} < \gamma < H$ and set $c_0^T = M \exp(CT)$, which is the constant appearing in relation (12). Under Assumption 1.1, the Malliavin derivative of the solution $X_T^x$ to equation (6) can be bounded as follows for any $T \in [0,1]$:

\begin{equation}
\| D X_T^x \|_\gamma \leq c_{T,V,d} \left( 1 + |x| + \| B \|_{1/\gamma} \right) \| B \|_{(1-\gamma)/\gamma},
\end{equation}

for a strictly positive constant $c_{T,V,d}$.

Proof. We have shown at Theorem 3.2 that $D X_T^x$ is governed by equation (13), and that $\| M \|_{\infty} \leq c_0^T$. We will now separate our proof into a local and a global estimate, and notice that the constants appearing in the computations below might change from line to line.

Step 1: Local estimate. Consider $0 \leq s < t \leq T$ and set $\varepsilon = t - s$. Let $u < v$ be two generic elements of $[s,t]$. Applying relation (8) to the expression of $M_u - M_u$ given by equation (13), we obtain

\[
|M_v - M_u| \leq c_0^T c_V|v - u| + \sum_{i=1}^d \left( |M_u| |\omega_i(X_u^x)| \| B \|_\gamma |v - u|^{\gamma} + |M \omega_i(X^x)|_{s,t,\gamma} \| B \|_\gamma |v - u|^{2\gamma} \right).
\]

We thus obtain, for a constant $c_V$ depending on the vector fields $V$,

\begin{align}
\|M\|_{s,t,\gamma} &\leq c_0^T c_V|t - s|^{1-\gamma} + d c_0^T c_V \| B \|_\gamma + c_\gamma \left[ c_0^T c_V \| X^x \|_\gamma + c_V \| M \|_{s,t,\gamma} \right] \| B \|_\gamma |t - s|^{\gamma} \\
&\leq c_0^T c_V \left( T^{1-\gamma} + d \| B \|_\gamma \right) + d c_0^T c_V \| X^x \|_\gamma \| B \|_\gamma |t - s|^{\gamma} + d c_v \| B \|_\gamma |t - s|^{\gamma} \| M \|_{s,t,\gamma}.
\end{align}

Take now $t - s = \varepsilon$ such that $d c_V \| B \|_\gamma \varepsilon^{\gamma} = 1/2$, namely $\varepsilon = [2d c_V \| B \|_\gamma]^{-1/\gamma}$. Recall also that $\| X^x \|_\gamma \leq c(1 + \| B \|_{1/\gamma})$ according to [13]. It is then easily seen that relation (17) yields

\[
\|M\|_{s,t,\gamma} \leq c_0^T c_{T,V,d} \left( 1 + |x| + \| B \|_{1/\gamma} \right) := a_{T,V,d,B},
\]

for a strictly positive constant $c_{T,V,d}$.

Step 2: Global estimate. We consider now $s,t \in [0,T]$ such that $i \varepsilon \leq s < (i + 1) \varepsilon \leq j \varepsilon \leq t < (j + 1) \varepsilon$, where $\varepsilon$ has been defined at Step 1. Set also $t_i = s$, $t_k = k \varepsilon$ for $i + 1 \leq k \leq j$, and $t_{j+1} = t$. Then

\begin{align}
|M_t - M_s| &= \left| \sum_{k=i}^j M_{t_{k+1}} - M_{t_k} \right| \leq a_{T,V,d,B} \sum_{k=i}^j (t_{k+1} - t_k)^{\gamma} \\
&\leq a_{T,V,d,B} (j - i + 1)^{1-\gamma} (t - s)^{\gamma},
\end{align}

where we have used the fact that $r \mapsto r^\lambda$ is a concave function. Note that the indices $i,j$ above satisfy $(j - i + 1) \leq 2T/\varepsilon$. Plugging this into the last series of inequalities, we end up with our claim (16).
3.1. Log-Sobolev inequality. In this section, we present some interesting functional inequalities which are usually studied in a Markov setting; namely, the logarithmic-Sobolev inequality and Poincaré inequality. As we will see, these inequalities become available in our non-Markov case when we have uniform boundedness for the Malliavin derivative of $X_T$ (see Theorem 3.2).

We start with the following version of logarithmic Sobolev inequality for the law of $X_T$.

**Theorem 3.4.** Let $C$ and $M$ be in Theorem 3.2. We have for all $f \in C^1$ and $T \in [0,1]$,

$$\mathbb{E}f(X_T)^2 \ln f(X_T)^2 - (\mathbb{E}f(X_T)^2)^2 \ln (\mathbb{E}f(X_T)^2)^2 \leq 2M^2 e^{2CT}T^{-2H} \mathbb{E}\|\nabla f(X_T)\|^2,$$

provided the right hand side in the above is finite.

**Proof.** The proof is standard by applying Clark-Ocone formula (see e.g. [5]). First recall the representation of fractional Brownian motion

$$B_t = \int_0^t K_H(t,s)dW_s.$$

Here $W$ is a $d$-dimensional Wiener process. Denote by $D^W$ the Malliavin derivative with respect to the Wiener process $W$. We have

$$K_H^*D = D^W,$$

where $K_H^*$ is the isometry from $\mathcal{H}$, the reproducing kernel space of $B$, to $L^2$. By Clark-Ocone formula we have

$$f(X_T) - \mathbb{E}f(X_T) = \int_0^T \mathbb{E}[D^W_s f(X_T)|\mathcal{F}_s]dW_s = \int_0^T \mathbb{E}[K_H^*(Df(X_T))_s|\mathcal{F}_s]dW_s.$$

Hence, if we denote $M_s = \mathbb{E}(f(X_T)|\mathcal{F}_s), 0 \leq s \leq T$, we have

$$dM_s = \mathbb{E}[K_H^*(Df(X_T))_s|\mathcal{F}_s]dW_s.$$

For simplicity we may assume that $f \geq \varepsilon$ for some $\varepsilon > 0$, which can be removed afterwards by letting $\varepsilon$ tend to 0. Applying Itô’s formula to $M_s \ln M_s$, we get

$$\mathbb{E}f(X_T) \ln f(X_T) - \mathbb{E}f(X_T) \ln (\mathbb{E}f(X_T)) = (M_T \ln M_T) - (M_0 \ln M_0)$$

$$= \frac{1}{2} \mathbb{E} \int_0^T \frac{1}{M_s} \left| \mathbb{E} [K_H^*(Df(X_T))_s|\mathcal{F}_s] \right|^2 ds.$$

Replace now $f$ by $f^2$ in the above. By the Cauchy-Schwarz inequality,

$$\left| \mathbb{E} [K_H^*(Df(X_T))_s|\mathcal{F}_s] \right|^2 \leq 4 \mathbb{E} \left[ f(X_T)^2 \mathbb{E} \left[ (\nabla f(X_T), K_H^*(DX_T))_s \right]|\mathcal{F}_s] \right]^2$$

Substituting the above to (20), together with Theorem 3.2, we obtain the desired result. \qed

As a corollary of the logarithmic Sobolev inequality obtained above, we have the following Poincaré inequality (see e.g. [18, Theorem 8.6.8]).

**Theorem 3.5.** Let $C$ and $M$ be in Theorem 3.2. We have for all $f \in C^1$,

$$\mathbb{E}f(X_T)^2 - (\mathbb{E}f(X_T))^2 \leq M^2 e^{2CT}T^{-2H} \mathbb{E}\|\nabla f(X_T)\|^2,$$

provided the right hand side in the above is finite.
Remark 3.6. In the above, assume further that the vector fields $V_1, \ldots, V_d$ form an uniform elliptic system, we obtain the following natural expression of logarithmic-Sobolev inequality and Poincaré inequality when working on a Riemannian manifold

$$
\mathbb{E}f(X_T)^2 \ln f(X_T)^2 - (\mathbb{E}f(X_T)^2) \ln (\mathbb{E}f(X_T)^2) \leq 2aM^2e^{2CT^2H} \sum_{i=1}^{d} \mathbb{E}|V_i f|^2,
$$

and

$$
\mathbb{E}f(X_T)^2 - (\mathbb{E}f(X_T))^2 \leq aM^2e^{2CT^2H} \sum_{i=1}^{d} \mathbb{E}|V_i f|^2.
$$

3.2. Concentration inequality. It is classical that the boundedness of the Malliavin derivative in $\mathcal{H}$ implies the Gaussian concentration inequality, more precisely (see [31, Theorem 9.1.1] or [21]):

Lemma 3.7. Let $F \in \mathbb{D}^{1,2}(\mathcal{H})$ such that almost surely $\|DF\|_{\mathcal{H}} \leq C$, where $C$ is a non random constant. Then, for every $\theta \geq 0$,

$$
\mathbb{E}(e^{\theta F}) \leq e^{\mathbb{E}(F)\theta + \frac{1}{2}C^2\theta^2}
$$

and therefore for every $x \geq 0$,

$$
\mathbb{P}(F - \mathbb{E}(F) \geq x) \leq e^{-\frac{x^2}{2C^2}}.
$$

As a corollary of this lemma, we deduce

Proposition 3.8. Assume that the Assumption 1.1 is satisfied, then there exist $C$ and $M$ such that for every $T \geq 0$ and $\lambda \geq 0$,

$$
\mathbb{P}\left( \sup_{0 \leq t \leq T} |X^x_t| - \mathbb{E}\left( \sup_{0 \leq t \leq T} |X^x_t| \right) \geq \lambda \right) \leq \exp\left( -\frac{\lambda^2}{2M^2e^{2CT^2H^2}} \right).
$$

Proof. Let

$$
F = \sup_{0 \leq t \leq T} |X^x_t|.
$$

By Theorem 3.2, it is not hard to see that (see e.g. [26])

$$
\|DF\|_{\mathcal{H}} \leq Me^{CT^H},
$$

where $M$ and $C$ are the same as in Theorem 3.2. Now an easy application of Lemma 3.7 completes our proof. \qed

Remark 3.9. Notice that this relation can only be obtained for $H > \frac{1}{2}$. Indeed, denote by $C^0$ the space of continuous functions endowed with the supremum norm. Then the norm involved in [31, Theorem 9.1.1] is $\|DX_t\|_{L^\infty(\mathcal{H})}$. This norm is dominated by $\|DX_t\|_{L^\infty(C^0)}$ only if $H > \frac{1}{2}$.
3.3. Gaussian upper bound. One natural way to estimate the density of $X_t$ is to apply the results in [26, Chapter 2]. More precisely, we first have the following integration by parts formula for non-degenerate random vectors.

**Proposition 3.10.** Let $F = (F^1, ..., F^d)$ be a non-degenerate random vector and $\gamma_F$ the Malliavin matrix of $F$. Let $G \in D^\infty$ and $\varphi$ be a function in the space $C^\infty_p(\mathbb{R}^d)$. Then for any multi-index $\alpha \in \{1, 2, ..., d\}^k, k \geq 1$, there exists an element $H_\alpha \in D^\infty$ such that

$$E[\partial_\alpha \varphi(F)G] = E[\varphi(F)H_\alpha].$$

Moreover, the elements $H_\alpha$ are recursively given by

$$H^{(i)} = \sum_{j=1}^d \delta \left(G^{-1}\right)^{ij}DF^{j},$$

$$H_\alpha = H_{\alpha_1}H_{\alpha_2}...H_{\alpha_{k-1}}(H_{\alpha_1, ..., \alpha_{k-1}}),$$

and for $1 \leq p < q < \infty$ we have

$$\|H_\alpha\|_{L^p} \leq C_{p,q}\|\gamma_F^{-1}DF\|_{k,2k-1}^{\beta}\|G\|_{k,q},$$

where $\frac{1}{p} = \frac{1}{q} + \frac{1}{r}$.

**Remark 3.11.** By the estimates for $H_\alpha$ above, one can conclude that there exist constants $\beta, \gamma > 1$ and integers $m, n$ such that

$$\|H_\alpha\|_{L^p} \leq C_{p,q}\|\gamma_F^{-1}DF\|_{k,2k-1}^{\beta}\|G\|_{k,q}.$$  \hspace{1cm} (22)

**Remark 3.12.** In what follows, we use $H_\alpha(F, G)$ to emphasize its dependence on $F$ and $G$.

As a consequence of the above proposition, one has

**Proposition 3.13.** Let $F = (F^1, ..., F^d)$ be a non-degenerate random vector. Then the density $p_F(x)$ of $F$ belongs to the Schwartz space, and

$$p_F(x) = E[I_{\{F > x\}}H_{(1,2,...,d)}(F, 1)].$$

Now we state and prove a global Gaussian upper bound for the density function of $X_t^x$.

**Theorem 3.14.** Denote by $p_X(t, y)$ the density function of $X_t^x$. There exist positive constants $c^{(1)}_t, c^{(2)}_{t,x}, c_3, c_4$ such that for all $t \in [0, \infty)$,

$$p_X(t, y) \leq c^{(1)}_t \exp \left(-\frac{(|y| - c^{(2)}_{t,x})^2}{c_3e^{-t4H}}\right).$$  \hspace{1cm} (23)

Here $c^{(1)}_t$ is of the form

$$c^{(1)}_t = O \left(\frac{1}{t^\alpha}\right)$$

as $t \downarrow 0$,

for some positive number $\alpha$; and $c^{(2)}_{t,x}$ converges to a constant as $t \downarrow 0$. 
Proof. Fix $\beta \in (\frac{1}{T}, 1)$. By (22) and Proposition 3.13, we have
\begin{equation}
 p_X(t, y) \leq C(\mathbb{P}\{X_t > y\})^{\frac{1}{\beta}} \|\det \gamma^{-1}_{X_t}||_{L^n}^{m} ||DX_t||_{k, \gamma},
\end{equation}
for some constants $\alpha, \gamma > 1$ and integers $m, n$. Without lose of generality, we may assume $y_i \geq 0$ for $1 \leq i \leq d$. Since otherwise, for example $y_j < 0$, we can consider the alternative expression for the density
\[ p_X(t, y) = \mathbb{E} \left[ \prod_{i \neq j} I_{\{y_i < X_t\}} I_{\{y_j > X_t\}} H_{(1, 2, \ldots, d)}(X_t, 1) \right], \]
and deduce similar estimate. In the following, we provide estimate for $\|DX_t\|_{k, \gamma}, \|\det \gamma^{-1}_{X_t}||_{L^n}$ and $\mathbb{P}\{X_t > y\}$ respectively.

By Proposition 2.2 there exist constants $C > 0$, depending on $V, x$ and $k$, such that
\begin{equation}
 \sup_{0 \leq t \leq T} \|X_t\| \leq |x| + CT\|B\|_{0, T, \beta}^{1/\beta},
\end{equation}
\begin{equation}
 \sup_{0 \leq t \leq T} \|\gamma^{-1}_{X_t}\| \leq \frac{C}{T^{2Hd}} \left[ 1 + e^{CT\|B\|_{0, T, \beta}^{1/\beta}} \right],
\end{equation}
\begin{equation}
 \sup_{0 \leq t, r \leq T} \|D_{t, r} \cdots D_{t_1} X_t\| \leq Ce^{CT\|B\|_{0, T, \beta}^{1/\beta}}.
\end{equation}

On the other hand we have, for some constant $M_\beta$ (cf. [19]):
\begin{equation}
 \mathbb{P}\{\|B\|_{0, T, \beta} > r\} \leq M_\beta e^{-\frac{r^2}{2\alpha H_M - \gamma}}.
\end{equation}
Hence
\[ \|\det \gamma^{-1}_{X_t}||_{L^n} < \infty \quad \text{and} \quad \|DX_t\|_{k, \gamma} < \infty. \]
Moreover, by (26), (27) and the tail estimate (28), there exists constant $C > 0$ independent of $t$ such that
\[ \|\det \gamma^{-1}_{X_t}||_{L^n} \leq \frac{C}{T^{2Hd}} \left( 1 + t\frac{m}{n} F(t, 1/\beta - 1, 1/\beta, C^{\frac{m}{n}}) \right), \]
and
\[ \|DX_t\|_{k, \gamma} \leq C \left( 1 + t^{nH(k+1)+\frac{1}{\beta}} F(t, 1/\beta - 1, 1/\beta, C^{\frac{1}{\beta}}) \right). \]

In the above
\[ F(t, a, b, M) = \int_0^\infty r^a e^{-\frac{r^2}{2\alpha H_M - \gamma}} e^{M M r^b} dr, \]
for any $a, M > 0$ and $2 > b > 0$. Now set
\[ c^{(1)}_t = \|\det \gamma^{-1}_{X_t}||_{L^n} \|DX_t\|_{k, \gamma}. \]
Elementary computation shows, for some constant $\alpha > 0$
\begin{equation}
 c^{(1)}_t \sim O \left( \frac{1}{t^\alpha} \right) \quad \text{as} \ t \downarrow 0.
\end{equation}

Finally we estimate $\mathbb{P}\{X_t > y\}$. Define
\[ \xi_t = \max_{1 \leq i \leq d} \{|X_t^1|, |X_t^2|, \ldots, |X_t^d|\}. \]
First note that
\[ |D\xi_t| \leq Me^{Ct}, \]
since the Malliavin derivative \(|DX^i_t| \leq Me^{Ct}\) for each \(i = 1, 2, \ldots d\). Hence \(\xi_t\) has the same concentration property as specified in Proposition 3.8.

By (25) and the concentration property for \(\zeta_t\), we conclude
\[ \mathbb{P}\{X_t > y\} \leq \mathbb{P}\left\{ \xi_t > \left| \frac{y}{\sqrt{d}} \right| \right\} \leq \exp \left( -\frac{\left( \frac{|y|}{\sqrt{d}} - \mathbb{E}\xi_t \right)^2}{2Me^{Ct}t^{2H}} \right) \leq \exp \left( -\frac{\left( |y| - c_{t,x}^{(2)} \right)^2}{2\sqrt{d}Me^{Ct}t^{2H}} \right). \]

Now (24), (29) and (30) give us the desired upper bound for the density \(p_X(t, y)\).

**Remark 3.15.** There is also an upper bound for the constant \(c_t^{(1)}\) in the above theorem as \(t \uparrow \infty\). Indeed, by some elementary computation one can show that
\[ c_t^{(1)} \leq t^\alpha e^{t^\beta} \quad \text{as } t \uparrow \infty, \]
for some \(\alpha, \beta > 0\).

## 4. Extension to the Irregular Case

From now on, our purpose is to extend the previous to the case of a fBm with Hurst index \(\frac{1}{2} < H < \frac{1}{2}\). This requires the introduction of some rough paths tools, which is the aim of the current section. We shall use in fact the language of algebraic integration theory, which is a variant of the rough paths theory introduced in [14] (we also refer to [15] for a detailed introduction of the topic).

### 4.1. Increments

The extended pathwise integration we will deal with is based on the notion of **increments**, together with an elementary operator \(\delta\) acting on them. The algebraic structure they generate is described in [14, 15], but here we present directly the definitions of interest for us, for sake of conciseness. First of all, for an arbitrary real number \(T > 0\), a vector space \(V\) and an integer \(k \geq 1\) we denote by \(C_k(V)\) the set of functions \(g : [0, T]^k \rightarrow V\) such that \(g_{t_1 \ldots t_k} = 0\) whenever \(t_i = t_{i+1}\) for some \(i \leq k - 1\). Such a function will be called a \((k - 1)\)-increment, and we set \(C_*(V) = \bigcup_{k \geq 1} C_k(V)\). We can now define the announced elementary operator \(\delta\) on \(C_k(V)\):
\[ \delta : C_k(V) \rightarrow C_{k+1}(V), \quad (\delta g)_{t_1 \ldots t_{k+1}} = \sum_{i=1}^{k+1} (-1)^{k-i} g_{t_1 \ldots \hat{t}_i \ldots t_{k+1}}, \]
where \(\hat{t}_i\) means that this particular argument is omitted. A fundamental property of \(\delta\), which is easily verified, is that \(\delta \delta = 0\), where \(\delta \delta\) is considered as an operator from \(C_k(V)\) to \(C_{k+2}(V)\). We denote \(ZC_k(V) = C_k(V) \cap \ker \delta\) and \(BC_k(V) = C_k(V) \cap \text{Im}\delta\).

Some simple examples of actions of \(\delta\), which will be the ones we will really use throughout the paper, are obtained by letting \(g \in C_1\) and \(h \in C_2\). Then, for any \(s, u, t \in [0, T]\), we have
\[ (\delta g)_{st} = g_t - g_s, \quad \text{and} \quad (\delta h)_{sut} = h_{st} - h_{su} - h_{ut}. \]
Furthermore, it is easily checked that \(ZC_k(V) = BC_k(V)\) for any \(k \geq 1\). In particular, the following basic property holds:
Lemma 4.1. Let $k \geq 1$ and $h \in \mathcal{ZC}_{k+1}(V)$. Then there exists a (non unique) $f \in \mathcal{C}_k(V)$ such that $h = \delta f$.

Proof. This elementary proof is included in [14], and will be omitted here. However, let us mention that $f_{t_1,\ldots,t_k} = (-1)^{k+1}h_{0t_1,\ldots,t_k}$ is a possible choice. \hfill \Box

Observe that Lemma 4.1 implies that all the elements $h \in \mathcal{C}_2(V)$ such that $\delta h = 0$ can be written as $h = \delta f$ for some (non unique) $f \in \mathcal{C}_1(V)$. Thus we get a heuristic interpretation of $\delta |_{\mathcal{C}_2(V)}$: it measures how much a given 1-increment is far from being an exact increment of a function, i.e., a finite difference.

Notice that our future discussions will mainly rely on $k$-increments with $k \leq 2$, for which we will make some analytical assumptions. Namely, we measure the size of these increments by Hölder norms defined in the following way: for $f \in \mathcal{C}_2(V)$ let

$$(33) \quad \|f\|_\mu = \sup_{s,t \in [0,T]} \frac{|f_{st}|}{|t-s|^{\mu}}, \quad \text{and} \quad \mathcal{C}_2^\mu(V) = \{ f \in \mathcal{C}_2(V); \|f\|_\mu < \infty \}.$$ 

Obviously, the usual Hölder spaces $\mathcal{C}_1^\mu(V)$ will be determined in the following way: for a continuous function $g \in \mathcal{C}_1(V)$, we simply set

$$(34) \quad \|g\|_\mu = \|\delta g\|_\mu,$$

and we will say that $g \in \mathcal{C}_1^\mu(V)$ iff $\|g\|_\mu$ is finite. Notice that $\|\cdot\|_\mu$ is only a semi-norm on $\mathcal{C}_1(V)$, but we will generally work on spaces of the type

$$(35) \quad \mathcal{C}_{1,a}^\mu(V) = \{ g : [0,T] \to V; g_0 = a, \|g\|_\mu < \infty \},$$

for a given $a \in V$, on which $\|g\|_\mu$ defines a distance in the usual way. For $h \in \mathcal{C}_3(V)$ set in the same way

$$(36) \quad \|h\|_{\gamma,\rho} = \sup_{s,u,t \in [0,T]} \frac{|h_{sut}|}{|u-s|^{\gamma}|t-u|^{\rho}}, \quad \|h\|_\mu = \inf \left\{ \sum_i \|h_i\|_{\rho_i,\mu-\rho_i}; h = \sum_i h_i, 0 < \rho_i < \mu \right\},$$

where the last infimum is taken over all sequences $\{h_i \in \mathcal{C}_3(V)\}$ such that $h = \sum_i h_i$ and for all choices of the numbers $\rho_i \in (0, \mu)$. Then $\|\cdot\|_\mu$ is easily seen to be a norm on $\mathcal{C}_3(V)$, and we set

$$\mathcal{C}_3^\mu(V) := \{ h \in \mathcal{C}_3(V); \|h\|_\mu < \infty \}.$$ 

Eventually, let $\mathcal{C}_3^{1+}(V) = \cup_{\mu > 1} \mathcal{C}_3^\mu(V)$, and notice that the same kind of norms can be considered on the spaces $\mathcal{ZC}_3(V)$, leading to the definition of some spaces $\mathcal{ZC}_3^\mu(V)$ and $\mathcal{ZC}_3^{1+}(V)$.

With these notations in mind the following proposition is a basic result, which belongs to the core of our approach to pathwise integration. Its proof may be found in a simple form in [15].
Proposition 4.2 (The $\Lambda$-map). There exists a unique linear map $\Lambda : \mathcal{ZC}_2^1(V) \to \mathcal{C}_2^1(V)$ such that

$$\delta \Lambda = \text{Id}_{\mathcal{ZC}_2^1(V)} \quad \text{and} \quad \Lambda \delta = \text{Id}_{\mathcal{C}_2^1(V)}.$$ 

In other words, for any $h \in \mathcal{C}_2^1(V)$ such that $\delta h = 0$ there exists a unique $g = \Lambda(h) \in \mathcal{C}_2^1(V)$ such that $\delta g = h$. Furthermore, for any $\mu > 1$, the map $\Lambda$ is continuous from $\mathcal{ZC}_\mu^1(V)$ to $\mathcal{C}_2^\mu(V)$ and we have

$$
\|\Lambda h\|_\mu \leq \frac{1}{\mu - 2}\|h\|_\mu, \quad h \in \mathcal{ZC}_\mu^1(V).
$$

Let us mention at this point a first link between the structures we have introduced so far and the problem of integration of irregular functions.

Corollary 4.3. For any 1-increment $g \in \mathcal{C}_2(V)$ such that $\delta g \in \mathcal{C}_3^1$, set $\delta f = (\text{Id} - \Lambda \delta)g$. Then

$$
(\delta f)_{st} = \lim_{||\Pi_{st}|| \to 0} \sum_{i=0}^{n-1} g_{t_i, t_{i+1}},
$$

where the limit is over any partition $\Pi_{st} = \{t_0 = s, \ldots, t_n = t\}$ of $[s, t]$, whose mesh tends to zero. Thus, the 1-increment $\delta f$ is the indefinite integral of the 1-increment $g$.

4.2. Computations in $\mathcal{C}$. Let us specialize now to the case $V = \mathbb{R}$, and just write $\mathcal{C}_2^k$ for $\mathcal{C}_2^k(\mathbb{R})$. Then $(\mathcal{C}, \delta)$ can be endowed with the following product: for $g \in \mathcal{C}_n$ and $h \in \mathcal{C}_m$ let $gh$ be the element of $\mathcal{C}_{n+m-1}$ defined by

$$
(gh)_{t_1, \ldots, t_{m+n+1}} = g_{t_1, \ldots, t_m} h_{t_{m+1}, \ldots, t_{m+n}}, \quad t_1, \ldots, t_{m+n+1} \in [0, T].
$$

In this context, we have the following useful properties.

Proposition 4.4. The following differentiation rules hold true:

1. Let $g \in \mathcal{C}_1$ and $h \in \mathcal{C}_1$. Then $gh \in \mathcal{C}_1$ and $\delta(gh) = \delta g h + g \delta h$.
2. Let $g \in \mathcal{C}_1$ and $h \in \mathcal{C}_2$. Then $gh \in \mathcal{C}_2$ and $\delta(gh) = -\delta g h + g \delta h$.
3. Let $g \in \mathcal{C}_2$ and $h \in \mathcal{C}_1$. Then $gh \in \mathcal{C}_2$ and $\delta(gh) = \delta g h + g \delta h$.

The iterated integrals of smooth functions on $[0, T]$ are obviously particular cases of elements of $\mathcal{C}$, which will be of interest for us. Let us recall some basic rules for these objects: consider $f \in \mathcal{C}_1^\infty$ and $g \in \mathcal{C}_1^\infty$, where $\mathcal{C}_1^\infty$ denotes the set of smooth functions on $[0, T]$. Then the integral $\int f dg$, which will be denoted indistinctly by $\int f dg$ or $\mathcal{J}(f dg)$, can be considered as an element of $\mathcal{C}_2^\infty$. Namely, let $\mathcal{S}_{2,T}$ denote the simplex $\{(s, t) \in [0, T]^2 : 0 \leq s < t \leq T\}$, for $(s, t) \in \mathcal{S}_{2,T}$ we set

$$
\mathcal{J}_{st}(f dg) = \left(\int f dg\right)_{st} = \int_s^t f_u dg_u.
$$

The multiple integrals can also be defined in the following way: given a smooth element $h \in \mathcal{C}_2^\infty$ and $(s, t) \in \mathcal{S}_{2,T}$ we set

$$
\mathcal{J}_{st}(h dg) = \left(\int h dg\right)_{st} = \int_s^t h_{su} dg_u.
$$
In particular, for \( f^1 \in C^\infty_1, \ f^2 \in C^\infty_1 \) and \( f^3 \in C^\infty_1 \) the double integral \( \mathcal{J}_{st}(f^3 \, df^2 \, df^1) \) is defined as
\[
\mathcal{J}_{st}(f^3 \, df^2 \, df^1) \left( \int f^3 \, df^2 \, df^1 \right)_{st} = \int_s^t \mathcal{J}_{su}(f^3 \, df^2) \, df^1_u.
\]
Now suppose that the \( n \)th order iterated integral of \( f^{n+1} \cdots df^2 \), which is denoted by \( \mathcal{J}(f^{n+1} \cdots df^2) \), has been defined for \( f^i \in C^\infty_1 \). Then, if \( f^1 \in C^\infty_1 \), we set
\[
\mathcal{J}_{st}(f^{n+1} \cdots df^2 \, df^1) = \int_s^t \mathcal{J}_{su}(f^{n+1} \cdots df^2) \, df^1_u,
\]
which recursively defines the iterated integrals of smooth functions. Observe that an \( n \)th order integral \( \mathcal{J}(df^n \cdots df^2 \, df^1) \) can be defined along the same lines, starting with
\[
\mathcal{J}(df) = \delta f, \quad \mathcal{J}_{st}(df^2 \, df^1) = \int_s^t \mathcal{J}_{su}(df^2) \, df^1_u = \int_s^t (\delta f^2)_{su} \, df^1_u,
\]
and so on.

The following relations between multiple integrals and the operator \( \delta \) will also be useful. The reader is sent to [15] for its elementary proof.

**Proposition 4.5.** Let \( f \in C^\infty_1 \) and \( g \in C^\infty_1 \). Then it holds that
\[
\delta g = \mathcal{J}(dg), \quad \delta (\mathcal{J}(fdg)) = 0, \quad \delta (\mathcal{J}(dfdg)) = (\delta f)(\delta g) = \mathcal{J}(df)\mathcal{J}(dg),
\]
and
\[
\delta (\mathcal{J}(df^n \cdots df^{i+1})) = \sum_{i=1}^{n-1} \mathcal{J}(df^n \cdots df^{i+1}) \mathcal{J}(df^i \cdots df^1).
\]

### 4.3. Weakly controlled processes.

The rough path theory allows to define and solve differential equations driven by a generic Hölder continuous path \( B \) provided enough iterated integrals of this function can be defined. We shall briefly recall how this is done, in the simplest nontrivial case of a Hölder continuity exponent \( \frac{1}{3} < \gamma < \frac{1}{2} \). Observe that we keep here the notation \( B \) for the underlying path as in the fBm case for notational sake, while the theory can be applied to much more general situations.

The basic assumption one has to add in order to define our objects when \( \gamma > \frac{1}{3} \) is the existence of an (abstract) double iterated integral of \( B \) with respect to itself, which can be defined as follows:

**Hypothesis 4.6.** The path \( B \) is \( \mathbb{R}^d \)-valued \( \gamma \)-Hölder with \( \gamma > \frac{1}{3} \) and admits a Lévy area, that is a process \( B^2 \in C^\infty_2(\mathbb{R}^{d,d}) \) satisfying
\[
\delta B^2 = B^1 \otimes B^1, \quad \text{i.e.} \quad B^2_{st} = [B^1]^i_{st} [B^1]^j_{st},
\]
for \( s, u, t \in S_{3,T} \) and \( i, j \in \{1, \ldots, d\} \). We also assume that \( B^2 \) can be obtained in the following way: consider the sequence of linear dyadic approximation \( B^m \) of \( B \) defined like in Proposition 2.6. For \( 0 \leq s < t \leq 1 \) and \( i_1, i_2 \in \{1, \ldots, d\} \), set \( B^2_{st} = \int_{s < u_1 < u_2 < t} dB^m_{u_1} dB^m_{u_2} \), which is defined as a Riemann-Stieljes integral. Then we suppose that \( B^2_m \) converges to \( B^2 \) in the norm of \( C^\infty_2 \).

It should be noticed at this point that fBm satisfies the above assumption, as shown in [9, 13, 25]:
Proposition 4.7. Let $B$ be a $d$-dimensional fBm with $H > \frac{1}{2}$ as defined in Section 2. For the linear dyadic approximation $B^m$ of $B$ defined at Proposition 2.6, the increment $B^{2m}$ almost surely converges to an element $B^2$ satisfying Hypothesis 4.6. The convergence holds in any $C^2_\gamma$ norm for $\gamma < H$.

The first difference between the Young case and the situation of a Hölder continuity exponent $\frac{1}{3} < \gamma \leq \frac{1}{2}$ is that a restriction has to be imposed on the class of allowed integrands with respect to $B$. This class is called the class of weakly controlled processes, and is defined as follows:

Definition 4.8. Let $z$ be a process in $C^1_1(\mathbb{R}^n)$ with $\frac{1}{3} < \gamma \leq \frac{1}{2}$ (that is, $N := [1/\gamma] = 2$). We say that $z$ is a weakly controlled path based on $B$ and starting from $a$ if $z_0 = a$, which is a given initial condition in $\mathbb{R}^n$, and $\delta z \in C^2_\gamma(\mathbb{R}^n)$ can be decomposed into

$$\delta z^i = \xi^i_{ii}B^{1,ii} + r^i, \quad \text{i.e.,} \quad (\delta z^i)_{st} = \xi^i_{ii}B^{1,ii}_{st} + r^i_{st},$$

for all $(s, t) \in S_{2,T}$. In the previous formula, we assume $\xi \in C^1_1(\mathbb{R}^{n,d})$, and $r$ is a regular part such that $r \in C^2_\gamma(\mathbb{R}^n)$. The space of weakly controlled paths starting from a will be denoted by $Q_{\gamma,a}(\mathbb{R}^n)$, and a process $z \in Q_{\gamma,a}(\mathbb{R}^n)$ can be considered in fact as a couple $(z, \xi)$. The natural semi-norm on $Q_{\gamma,a}(\mathbb{R}^n)$ is given by

$$N[z; Q_{\gamma,a}(\mathbb{R}^n)] = N[z; C^1_1(\mathbb{R}^n)] + N[\xi; C^\infty_1(\mathbb{R}^{n,d})] + N[r; C^2_\gamma(\mathbb{R}^n)],$$

with $N[g; C^r_1]$ defined by (34) and $N[\xi; C^r_1(V)] = \sup_{0 \leq s \leq T} |\xi(s)|_V$.

Two basic steps in order to define and solve differential equations with respect to $B$ are then:

1. Study the decomposition of $f(z)$ as weakly controlled process, when $f$ is a smooth function and $z$ a weakly controlled process.
2. Define rigorously the integral $\int z_\alpha dB_a = J(zdB)$ for a weakly controlled path $z$ and compute its decomposition (40).

We shall now detail a little this program.

Let us see then how to decompose $f(z)$ as a controlled process when $f$ is a smooth enough function, a step for which we first introduce a convention which will hold true until the end of the paper: for any smooth function $f : \mathbb{R}^n \to \mathbb{R}$, $(i_1, \ldots, i_k) \in \{1, \ldots, d\}^k$ and $\xi \in \mathbb{R}^n$, we set

$$\delta^k_{i_1 \ldots i_k}f(\xi) = \frac{\partial^k f}{\partial x_{i_1} \cdots \partial x_{i_k}}(\xi).$$

With this notation in hand, our decomposition result is the following:

Proposition 4.9. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a $C^2_\gamma$ function such that $f(a) = \hat{a}$, $z$ a controlled process as in Definition 4.8 and set $\hat{z} = f(z)$. Then $\hat{z} \in Q_{\gamma,\hat{a}}(\mathbb{R})$, and it can be decomposed into $\hat{\delta}z = \tilde{\xi}^{i_{i_1}}B^{1,ii_1} + \hat{r}$, with

$$\tilde{\xi}^{i_{i_1}} = \partial_i f(z) \xi^{ii_1} \quad \text{and} \quad \hat{r} = [\delta f(z) - \partial_i f(z) \delta z^i] + \partial_i f(z) r^i.$$

Furthermore,

$$N[\hat{z}; Q_{\gamma,\hat{a}}(\mathbb{R})] \leq c_{f,T} \left(1 + N^2[z; Q_{\gamma,a}(\mathbb{R}^n)]\right).$$
Let us now turn to the integration of weakly controlled paths, which is summarized in the following theorem.

**Theorem 4.10.** For a given $\frac{1}{3} < \gamma \leq \frac{1}{2}$, let $B$ be a process satisfying Hypothesis 4.6. Furthermore, let $m \in Q_{\gamma,b}(\mathbb{R}^d)$ with $m_0 = b \in \mathbb{R}^d$ and decomposition
\[ \delta m^i = \mu^{i_1}_i B^{1\cdot i} + r^i, \quad \text{where} \quad \mu \in C^1_\gamma(\mathbb{R}^d, \mathbb{R}), \quad r \in C^2_\gamma(\mathbb{R}^d). \]
Define $z$ by $z_0 = a \in \mathbb{R}$ and
\[ \delta z = m^i B^{1\cdot i} + \mu^{i_1}_i B^{2\cdot i} - \Lambda (r^i B^{1\cdot i} + \delta \mu^{i_1}_i B^{2\cdot i}). \]
Finally, set
\[ J_{st}(m \, dB) = \int_s^t \langle m_u, dB_u \rangle_{\mathbb{R}^d} \triangleq \delta z_{st}. \]
Then:
1. $z$ is well-defined as an element of $Q_{\gamma,a}(\mathbb{R})$, and coincides with the Riemann-Stieltjes integral of $m$ with respect to $B$ whenever these two functions are smooth.
2. The semi-norm of $z$ in $Q_{\gamma,a}(\mathbb{R})$ can be estimated as
\[ \mathcal{N}[z; Q_{\gamma,a}(\mathbb{R})] \leq c_B \left( 1 + \mathcal{N}[m; Q_{\gamma,b}(\mathbb{R}^d)] \right), \]
for a positive constant $c_B$ which can be bounded as follows:
\[ c_B \leq c \left( \mathcal{N}[B^1; C^1_\gamma(\mathbb{R}^d)] + \mathcal{N}[B^2; C^2_\gamma(\mathbb{R}^d)] \right), \quad \text{for a universal constant } c. \]
3. It holds
\[ J_{st}(m \, dx) = \lim_{|\Pi_{st}| \to 0} \sum_{q=0}^{n-1} \left[ m^i_{t_q} B^{1\cdot i}_{t_q,t_{q+1}}(i) + \mu^{i_1}_i B^{2\cdot i}_{t_q,t_{q+1}} \right], \]
for any $0 \leq s < t \leq T$, where the limit is taken over all partitions $\Pi_{st} = \{s = t_0, \ldots, t_n = t\}$ of $[s,t]$, as the mesh of the partition goes to zero.

4.4. **Rough differential equations.** Recall that we are concerned with equations of the form (2). In our algebraic setting, we will rephrase this as follows: we will say that $X^x$ is a solution to (2) if $X^0_t = x$, $X^x \in Q_{\gamma,a}(\mathbb{R}^d)$ and for any $0 \leq s \leq t \leq 1$ we have
\[ \delta X^x_{st} = \int_s^t V_0(X^x_u) du + J_{st} \left( V_i(X^x) \, dB^i \right), \]
where the integral $J(V_i(X^x) \, dB^i)$ has to be understood in the sense of Proposition 4.10. The following existence and uniqueness result is then classical in rough paths theory.

**Theorem 4.11.** Let $B$ be a process satisfying Hypothesis 4.6 and $V_0, \ldots, V_n$ a collection of vector fields which fulfill Hypothesis 1.1. Then
1. Equation (47) admits a unique solution $X^x$ in $Q_{\gamma,a}(\mathbb{R}^d)$.
2. Consider the linear approximation $B^m$ of $B$ introduced in Hypothesis 4.6, and set $\hat{X}^m$ for the solution of the (ordinary) differential equation (47) driven by the piecewise smooth function $B^m$. Then $\hat{X}^m$ converges to $X^x$ in $C^1_\gamma$ norm.
(iii) Consider the sequence of dyadic partitions of Proposition 2.6. Define a process \( X^n \) on the points \( t^n_k \) by \( X^n_0 = x \) and

\[
\delta X^n_{t^n_k t^n_{k+1}} = \frac{V_0(X^n_{t^n_k})}{2^n} + V_i(X^n_{t^n_k})B^{1,i}_{t^n_k t^n_{k+1}} + V_{ij} V_i(X^n_{t^n_k})B^{2,ij}_{t^n_k t^n_{k+1}}.
\]

Complete the definition of \( X^n \) on \([0,1]\) by linear interpolation. Then as \( n \to \infty \), the process \( X^n \) converges to \( X^x \) in \( \mathcal{C}_1 \) norm.

**Proof.** We refer to [22] for the proof of the existence and uniqueness part, as well as to [14] for the same result in the algebraic integration setting. Part (ii) of our proposition stems from the continuity of the Itô map, which is also stated and proved in both [22, 14]. The approximation statement (iii) has first been stated by Davie [10] and then been generalized in [13].

In the sequel we will simply try to relate the decomposition of the solution to Equation (47) as a controlled process and the numerical scheme given by (48), a relation which turns out to be useful in the sequel. For this, we shall denote by \( r \) any increment in \( \mathcal{C}^{2\gamma}_2 \) and by \( r^\sharp \) any increment in \( \mathcal{C}^{2\gamma}_2 \) in the computations below, independently of their values. Observe then that, according to the right hand side of (47), the decomposition of \( X^x \) as a controlled process is given by

\[
\delta X^x = \zeta^{ji} B^{1,ji} + r, \quad \text{with} \quad \zeta^{ji} = V_{ji}^j(X^x).
\]

Hence, owing to Proposition 4.9, one has

\[
\delta V_{s}(X^x) = \hat{\zeta}^{ji} B^{1,ji} + r^\sharp, \quad \text{with} \quad \hat{\zeta}^{ji} = \partial_j V_i(X^x) \zeta^{ji} = V_{ji}^j V_i(X^x).
\]

Now, if one desires an expansion of \( \delta X^x \) up to increments of regularity \( 1^+ \), consider again the right hand side of (47), and compute it by a direct application of Theorem 4.10. This yields

\[
\delta X^x_{st} = V_0(X^x_s)(t-s) + V_i(X^x_s)B^{1,ii}_{s,t} + \hat{\zeta}^{ji} B^{2,ji}_{s,t} + r^\sharp
\]

\[
= V_0(X^x_s)(t-s) + V_i(X^x_s)B^{1,ii}_{s,t} + V_{ji} V_i(X^x_s) B^{2,ji}_{s,t} + r^\sharp.
\]

Thanks to identity (46), it is now easily seen that (48) is a natural candidate for our numerical scheme.

We show now how to get efficient bounds on the solution to equation (47) out of its numerical scheme. This step is understood as a warmup for the same kind of estimates concerning the Malliavin derivative of the solution.

**Proposition 4.12.** Under the assumptions of Theorem 4.11, the solution to equation (47) satisfies:

\[
\|X^x\|_\gamma \leq c_V \left( 1 + \|B^1\|_{1/\gamma}^{1/\gamma} + \|B^2\|_{2\gamma}^{1/2\gamma} \right),
\]

where \( c_V \) is a constant which only depends on the vector fields \( V_0, \ldots, V_n \).

**Remark 4.13.** This proposition is shown in [13] by identifying the signature of \( B \) with the signature of a certain finite variation process, plus some easy estimates for ordinary differential equations. We have included here a direct elementary proof of (50) because we haven’t been able to find them in the literature under this form, and mostly because
the generalization of our estimates to linear cases will be obvious from the considerations below.

**Proof of Proposition 4.12.** Theorem 4.11 part (iii) asserts the convergence of the approximation $X^n$ towards $X^s$ as $n \to \infty$. It is thus sufficient to prove relation (50) for $X^n$, uniformly in $n$. One can also be easily reduced to prove

$$
\sup_{0 \leq i < j \leq 2^n} \frac{|\delta X^n_{i,j}|}{|t_j^n - t_i^n|^{1/\gamma}} \leq c_V \left( 1 + \|B^{1/\gamma} + \|B^2\|_{2/\gamma} \right),
$$

which is what we shall proceed to do. We now divide our proof in several steps.

**Step 1: Expression for $\delta X^n$.** Set

$$
q^n_{st} = V_0(X^n_s) (t-s) + V_i(X^n_s)B_{st}^{1,i} + V_i V_j(X^n_s)B_{st}^{2,ij},
$$

so that $\delta X^n_{i,j} = \sum_{l=0}^{j-1} q^n_{t_l, t_{l+1}}$. For $i < j$, we also construct a dyadic partition $\{\tau^k_l; 0 \leq k \leq K, 0 \leq l \leq 2^k \}$ of the set $\{t_0, \ldots, t_n\}$ inductively in the following way: set $\tau^0_0 = t_i$ and $\tau^0_n = t_j$. Now, if the $\tau^k_l$’s are known, we set $\tau^k_{2l+1} = \tau^k_l$. Furthermore, if $\tau^k_{2l+1} = t_m$ and $\tau^k_{2l+2} = t_{m'}$, then take $\tau^{k+1}_{2l+1} = t_m$, and $\tau^{k+1}_{2l+2} = t_{m'}$, with $m = \lfloor (m + m') / 2 \rfloor$. This procedure is then non trivial as long as $j - i \geq 2^k$, which means that we stop at $K = \lfloor \log_2(j - i) \rfloor$. Here is then a simple example of construction: consider $i = 1, j = 4$. Then we have:

$$
\tau^0_0 = 1, \tau^0_1 = 4; \, \tau^1_0 = 1, \tau^1_1 = 2, \tau^2_0 = 1, \tau^2_1 = 4; \, \tau^2_1 = 2, \tau^3_0 = 3, \tau^3_1 = 4.
$$

With these notations in hand, it is easily checked that the relation $\delta X^n_{i,j} = \sum_{l=0}^{j-1} q^n_{t_l, t_{l+1}}$ can also be written as $\delta X^n_{i,j} = \sum_{k=0}^{K-1} q^n_{\tau^k_i, \tau^k_{i+1}}$. Furthermore,

$$
q^n_{\tau^k_{2l}, \tau^k_{2l+1}} + q^n_{\tau^k_{2l+1}, \tau^k_{2l+2}} = q^n_{\tau^{k-1}_l, \tau^{k-1}_{l+1}} - (\delta q^n)_{\tau^k_{2l}, \tau^k_{2l+1}, \tau^k_{2l+2}},
$$

and summing this equality for $k = K$ and $l = 0, \ldots, 2^k - 1$ we get

$$
\sum_{l=0}^{2^k-1} q^n_{\tau^k_l, \tau^k_{l+1}} = \sum_{l=0}^{2^k-1} q^n_{\tau^{k-1}_l, \tau^{k-1}_{l+1}} - \sum_{l=0}^{2^k-1} (\delta q^n)_{\tau^k_{2l}, \tau^k_{2l+1}, \tau^k_{2l+2}},
$$

Iterating, we obtain

$$
\delta X^n_{i,j} = q^n_{i,j} - \sum_{k=1}^{K} \sum_{l=0}^{2^k-1} \delta q^n_{\tau^k_{2l}, \tau^k_{2l+1}, \tau^k_{2l+2}}.
$$

**Step 2: Expression for $\delta q^n$.** Denote by $I$ the identity function on $\mathbb{R}$, so that $\delta I_{st} = t - s$. Start then from expression (52) and use Proposition 4.4 in order to get, for any $s, u, t$ in the dyadic partition,

$$
\delta q^n_{st} = \delta V_0(X^n)_{st} (t - u) + \delta V_i(X^n)_{st}B_{ut}^{1,i} + \delta [V_i V_j(X^n)]_{st}B_{ut}^{2,ij} + V_i V_j(X^n) \delta B_{st}^{2,ij},
$$

or otherwise stated thanks to convention (38),

$$
\delta q^n = \delta V_0(X^n) I + \delta V_i(X^n) B_{st}^{1,i} + \delta [V_i V_j(X^n)] B_{st}^{2,ij} + V_i V_j(X^n) \delta B_{st}^{2,ij}.
$$

Observe now that one can prove, as for (49), that

$$
\delta V_i(X^n) = V_i [V_i(X^n) B_{st}^{1,i} + r^{i,n}], \quad \text{with} \quad |r^{i,n}_{st}| \leq c_V |\delta X^n_{st}|^2.
$$
Thus, according to the fact that $\delta B^{2,i_1,i_2} = B^{1,i_1}B^{1,i_2}$, one can recast (53) into
\begin{equation}
\delta q^n = \delta V_0(X^n)\delta I + r^{i,n}B^{1,i} + \delta [V_iV_{i_2}(X^n)]B^{2,i_1,i_2} := \rho^{1,n} + \rho^{2,n} + \rho^{3,n}.
\end{equation}
Notice that for $j = 1, 2, 3$, the increment $\rho^{j,n}$ lies into $c_3^{\gamma}$. Furthermore, it is readily checked that
\begin{equation}
|\rho^{1,n}| \leq c_V|\delta X^n| |t - u|^{1+\gamma}, \quad |\rho^{2,n}| \leq c_V|\delta X^n|^{2}\|B^1\|_\gamma|t - u|^\gamma,
\end{equation}
and $|\rho^{3,n}| \leq c_V|\delta X^n|\|B^2\|_{2\gamma}|t - u|^{2\gamma}$.

**Step 3: An induction procedure.** Let us consider an integer $\ell \geq 1$ and the quantity:
\[N_{\ell} = \sup_{0 \leq i < j \leq \ell} \frac{|\delta X^n_{t_i,t_j}|}{|t_j - t_i|^\gamma}.
\]

We localize now our study to an interval of the form $[a, a + \eta]$ with an arbitrary positive number $a$, and $\eta$ small enough. We will prove that if $\eta$ is of order $(1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma})^{-1}$, then $N_{\ell} \leq c_V(1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma})$ by induction.

The case $\ell = 1$ being trivial, let us assume that the hypothesis is true up to a given $\ell \geq 1$. Take now $1 \leq i \leq \ell$ and $j = \ell + 1$. According to (52), write
\[\delta X^n_{t_i,t_\ell} - q^n_{t_i,t_\ell} = -\sum_{k=1}^{K} \sum_{l=0}^{2^{k-1}} \delta q^n_{t_i,t_{2^{k-1}+1}}\delta q^n_{t_{2^{k-1}+1},t_\ell}.
\]
In the right hand side of this decomposition, all the points $\tau^n_{2^k}, \tau^n_{2^k+1}$ are of the form $t^n_p$ with $p \leq \ell$. Thus (54), our bounds (55) on $\rho^{j,n}$ and the induction hypothesis entail
\[\left|\delta X^n_{t_i,t_\ell} - q^n_{t_i,t_\ell}\right| \leq c_V \left(N_{\ell} + N_{\ell}^2\|B^1\|_\gamma + N_{\ell}\|B^2\|_{2\gamma}\right) |t_\ell^n - t_i^n|^\gamma.
\]
Furthermore, it is obvious from (51) that
\[\frac{|q^n_{t_i,t_\ell}|}{|t_\ell^n - t_i^n|^\gamma} \leq c_V \left(1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma}\right) |t_\ell^n - t_i^n|^\gamma.
\]
Hence, putting together the last two inequalities, taking into account that we work on an interval of size $\eta$ and that we have chosen $j = \ell + 1$, we end up with the following induction relation: $N_{\ell+1} \leq F_{\eta}(N_{\ell})$, where the function $F_{\eta} : \mathbb{R}_+ \to \mathbb{R}_+$ is defined by
\[F_{\eta}(\xi) = \xi \vee c_V \left[(1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma})\eta^\gamma + (1 + \|B^2\|_{2\gamma} + \|B^1\|_{2\gamma})\eta^\gamma\right].
\]
By separating the cases $\eta^\gamma \xi \leq 1$ and $\eta^\gamma \xi > 1$, one can also prove that $F_{\eta}(\xi) \leq \xi \vee \varphi_{\eta}(\xi)$, with
\[\varphi_{\eta}(\xi) = c_V \left(\|B^2\|_{2\gamma} + \|B^1\|_{2\gamma}\xi^\gamma\right)^2 + \left(1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma}\eta^\gamma\right) := a \xi^2 + c.
\]
In order to obtain a bound of the form $N_{\ell} \leq M$ which remains valid for all $\ell$, it is now sufficient to have the interval $[0, M]$ left invariant by $\varphi_{\eta}$.

We let the reader check the following elementary fact: whenever $4ac$ is of order 1, the interval $[0, M]$ is left invariant by the application $\xi \mapsto a \xi^2 + c$, with $M$ of order $c$. Applying this to $\varphi_{\eta}$, we obtain that
\begin{equation}
\eta \times \left[1 + \|B^1\|_\gamma + \|B^2\|_{2\gamma}\right]^{-1/\gamma} \implies N_{\ell} \leq \|B^1\|_\gamma + \|B^2\|_{2\gamma}^{1/2}.
\end{equation}
Step 4: Conclusion. We have thus obtained that on any interval of length \( \eta \) given by (56), we have \( \|X^n\|_\gamma \lesssim \|B^1\|_\gamma + \|B^2\|_{1/2}^{1/2} \). Our claim (50) is now easily deduced by dividing an arbitrary interval \([s, t]\) into subintervals of length \( \eta \) as in (18).

4.5. Estimates for the Malliavin derivative. We are now interested in extending Proposition 3.3 beyond the Young setting. Recall thus that we are concerned with equation (13), which can be written in our algebraic integration setting as

\[
\delta M_{st} = \int_s^t M_u \omega_0(X_u^x) \, du + J_{st}(M \omega_i(X^x) \, dB^i), \quad 0 \leq s < t \leq T,
\]

with final condition \( M_T = V(X_T^x) \). Then we have the following equivalent of Theorem 4.11:

Proposition 4.14. Theorem 4.11 holds true for equation (57) under Hypothesis 1.1 and 4.6. The discretization scheme for \( M \) can be written as:

\[
\delta M^n_{t_k,t_{k+1}} = M^n_{t_k} \left[ \frac{\omega_0(X^n_{t_k})}{2^n} \delta I_{t_k,t_{k+1}} + \omega_i(X^n_{t_k}) B^{1,i}_{t_k,t_{k+1}} + (\omega_1 \omega_{12}(X^n_{t_k}) + V_{11} \omega_{12}(X^n_{t_k})) B^{2,i_{12}}_{t_k,t_{k+1}} \right].
\]

Proof. As in the case of \( X^x \), we only justify expression (58). Note that, according to equation (57), we have \( \delta M_{st} = \zeta^s \mathbf{B}^1_{st} + r \), with \( \zeta_s = M \omega_i(X_s^x) \). Hence, invoking Proposition 4.4 and relation (49), we get

\[
\delta [M \omega_{12}] = M \left[ \omega_1 \omega_{12}(X^x) + V_{11} \omega_{12}(X^x) \right] \mathbf{B}^1_{s,t} + r.
\]

Expanding now the right hand side of equation (57) with the help of Theorem 4.10, one easily gets

\[
\delta M = M \left[ \omega_0(X^x) \delta I + \omega_1(X^x) \mathbf{B}^{1,i} + (\omega_1 \omega_{12}(X^x) + V_{11} \omega_{12}(X^x)) \mathbf{B}^{2,i_{12}} \right] + r^x,
\]

which gives the desired justification of our scheme (58).

We are now ready to state and prove our bounds for the process \( M \):

Proposition 4.15. Let \( M \) be the unique solution to (57) under Hypothesis 1.1 and 4.6. Then

(i) The bound (12) on \( \|M\|_\infty \) still holds true in our irregular context.

(ii) \( \|M\|_\gamma \) satisfies inequality (50).

Proof. By the continuity property of Itô’s map for \( M \), the approximation procedure of \( M \) by \( M^n \) described in the proof of Theorem 3.2 is still valid. The desired bound for \( \|M\|_\infty \) is thus obtained just like in (15).

Once a bound on \( \|M\|_\infty \) is available, \( \|M\|_\gamma \) can be bounded by considering the Davie type scheme (58), along the same lines as for \( X^x \). Details are left to the reader for sake of conciseness.
4.6. Density upper bound. We finish this section by extending the density estimate and functional inequalities obtained in the smooth case (when $H > \frac{1}{2}$) to the irregular case (when $\frac{1}{3} < H < \frac{1}{2}$). We first show that in the rough case, we can obtain the smoothness of density of $X_t$ under Hypothesis 1.2. Indeed, for this purpose, we only need to show the following integrability of Malliavin matrix.

**Theorem 4.16.** Fix $H \in (\frac{1}{3}, \frac{1}{2})$. Assume Hypothesis 1.2. Let $\gamma_X$ be the Malliavin matrix of $X_t^x$, we have $|\det \gamma_X|^{-1} \in L^\infty(\mathbb{P})$. Therefore $X_t^x$ admits a smooth density.

**Proof.** It suffices to show that there exists $C > 0$ such that for all $v \in \mathbb{R}^d$,

$$v^T \gamma_X v \geq C|v|^2.$$

Recall that

$$\gamma_{ij}^X = \langle D_i X^t, D_j X^t \rangle_H$$

and that the $d \times d$ matrix $\mathcal{M}$ is such that its $j$-th column $\mathcal{M}^j$ is given by

$$\mathcal{M}^j_t = D_j X_1^t.$$

We have

$$v^T \gamma_X v = \sum_{j=1}^d \|v^T \mathcal{M}_j\|_H^2 \geq C \sum_{j=1}^d \int_0^1 (v^T \mathcal{M}^j_s)^2 ds = C \int_0^1 v^T \mathcal{M}_s \mathcal{M}_s^T v ds \geq C \min_m \int_0^1 v^T \mathcal{M}_s^m (\mathcal{M}_s^m)^T v ds.$$

In the above, we used that $\mathcal{H} \subset L^2([0, 1])$ for the second step, and $\mathcal{M}^m$ is that described in Theorem 3.2.

On the other hand one can show, according to the description of $\mathcal{M}^m$ in Theorem 3.2

$$v^T \mathcal{M}_s^m (\mathcal{M}_s^m)^T v \geq C|v|^2$$

uniformly for some constant $C > 0$, if we assume Hypothesis 1.2. The proof is therefore completed. \qed

Another consequence of the above boundedness of the Malliavin Matrix $\gamma_X$ is the following.

**Theorem 4.17.** Fix $H \in (\frac{1}{3}, \frac{1}{2})$. Assume Hypothesis 1.2. Let $p_X(t, y)$ denote the density function of $X_t^x$. There exist constants $c_t^{(1)}$ and $c_t^{(2)}$ such that

$$p_X(t, y) \leq c_t^{(1)} \exp \left(-c_t^{(2)} |y|^\delta\right) \quad y \in \mathbb{R}^d,$$

for any $\delta < H$.

**Proof.** The proof is similar to that of Theorem 3.14. We apply Theorem 4.15 and Theorem 4.16 to obtain bounds for $\|DX_t\|^{\frac{a}{2}}_L\gamma$ and $|\det \gamma_X^{-1}|^{\frac{m}{2}}_L$. The tail estimate for $\mathbb{P}\{X_t > y\}$ is derived by Proposition 2.4. The rest of the proof is then clear. \qed
Remark 4.18. We are not able to obtain log-Sobolev inequality as in Theorem 3.4 in the rough case, since when $H < \frac{1}{2}$ the Hilbert norm $\mathcal{H}$ is not controlled by $L^\infty([0, 1])$. On the other hand, by reproducing the proof in Theorem 3.4 together with the following interpolation inequality
$$\| \cdot \|_{\mathcal{H}} \leq C(\| \cdot \|_\infty + \| \cdot \|_\gamma),$$
and estimates in Proposition 4.15, we are able to prove the following version of a log-Sobolev type inequality: for $T \in [0, 1]$ we have
$$\mathbb{E} f(X_T)^2 \ln f(X_T)^2 - \left( \mathbb{E} f(X_T)^2 \right)^2 \ln \left( \mathbb{E} f(X_T)^2 \right) \leq C_{p,T} \left( \mathbb{E} |\nabla f(X_T)|^{2p} \right)^{1/p},$$
For all $p > 1$. Here $C_{p,T}$ is a universal constant independent of $f$.

REFERENCES


[4] M. Besalú, D. Nualart: Estimates for the solution to stochastic differential equations driven by a fractional Brownian motion with Hurst parameter $H \in \left( \frac{1}{3}, \frac{1}{2} \right)$. Preprint (2010).


FABRICE BAUDOIN, DEPT. MATHEMATICS, PURDUE UNIVERSITY, 150 N. UNIVERSITY ST., WEST LAFAYETTE, IN 47907-2067, USA.
E-mail address: fbaudoin@math.purdue.edu

CHENG OUYANG, DEPT. MATHEMATICS, PURDUE UNIVERSITY, 150 N. UNIVERSITY ST., WEST LAFAYETTE, IN 47907-2067, USA.
E-mail address: couyangmath@gmail.com

SAMY TINDEL, INSTITUT ÉLIE CARTAN NANCY, UNIVERSITÉ DE NANCY 1, B.P. 239, 54506 VANDEUVRER-LES-NANCY CEDEX, FRANCE.
E-mail address: tindel@iecn.u-nancy.fr