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Abstract—We present a system to learn task representations from ambiguous feedback. We consider an inverse reinforcement learner that receives feedback from a teacher with an unknown and noisy protocol. The system needs to estimate simultaneously what the task is (i.e. how to find a compact representation to the task goal), and how the teacher is providing the feedback. We further explore the problem of ambiguous protocols by considering that the words used by the teacher have an unknown relation with the action and meaning expected by the robot. This allows the system to start with a set of known signs and learn the meaning of new ones. We present computational results that show that it is possible to learn the task under a noisy and ambiguous feedback. Using an active learning approach, the system is able to reduce the length of the training period.

I. INTRODUCTION

Developing robots that can interact and live among people is a very challenging problem due to the complex environments and the difficulties in interacting with humans. Two main paradigms are used to address these problems: artificial mental development [1] where complexity is increased guided by a developmental program; and social learning where the existence of other people in the environment is exploited by learning new goals/tasks from observation and by using their feedback. In this paper, we will show how a robot can follow a developmental program to learn new tasks and even some rudimentary language skills. The learner will start to acquire new skills from observation and teacher feedback. After some initial learning the learner is able to acquire a model of the teacher feedback behavior that allows to improve the task model. Finally, using such knowledge it is possible to acquire the meaning of new signs that will again increase the quality of the task and feedback model.

Learning from demonstration has provided several examples of efficient learning in robotic systems [2], [3]. Data from a teacher has been used as: initial condition for further self-exploration in robotics [4], information about the task solution [5], information about the task representation [6]; among others. Several representations have been used to generalize the demonstration data using reinforcement learning [7], inverse reinforcement learning [8], [6] or regression methods [9], [10], [5]. The different formalisms make use of different information and extract different knowledge, either direct policy information or a reward function that explains the behavior.

Another feature of most of those systems is that the data is provided in a batch perspective where data acquisition is done before the learning phase. Recently it has been suggested that interactive learning [4], [11] might be a new perspective on robot learning that combines the ideas of learning by demonstration, learning by exploration and tutor feedback. Under this approach the teacher interacts with the robot and provides extra feedback. Approaches have considered: extra reinforcement signals [7], action requests’ [9], [12], disambiguation among actions [10], preferences among states [13], iterations between practice and user feedback sessions [14] and choosing actions that maximize the user feedback [15], [16]. In [17] the authors compare the results when the robot has the option of asking or not the teacher for feedback.

Several studies discuss the different behaviors naive teachers use when instructing robots [7], [18]. An important aspect is that, many times, the feedback is ambiguous and deviates from the mathematical interpretation of a reward or a sample from a policy. For instance, in the work of [7] the teachers frequently gave a reward to exploratory actions even if the signal was used as a standard reward. Also, in some problems we can define an optimal teaching sequence but humans do not behave according to those strategies [18]. The system in [19] automatically learns different interaction protocols for navigation tasks where the robot learns the actions it should make and which gestures correspond to those actions.

In this work we consider a setting where the robot must learn a task description (in the form of a reward function) from interacting with a teacher that provides feedback signals. We extend previous approaches by learning simultaneously how the feedback is being provided and what is the meaning of the teacher’s feedback signs. Note that we will call what the teacher says/writes sign or feedback sign and the meaning of the sign feedback. In a human-robot interaction setting we consider the case where the robot tries an action and then receives a feedback signal from the teacher. Such feedback is not restricted to a pre-defined protocol, with a pre-defined set of signs or words, but should allow for new interaction types and instruction commands. The teachers will also provide signals not expected by the robot. A simple case is when the teacher gives synonyms of feedback words.

Our contributions are: a) a learning by demonstration system that learns a task description based on noisy feedback, b) an interactive learning system with a loosely defined
protocol in terms of accepted words and their use, and c) an online learning system that estimates simultaneously the task, the feedback protocol and the sign-meaning relations. We assume that the robot is initially equipped with a set of sensory-motor skills and knowledge of some feedback signs. The state space is assumed to be continuous, the set of actions and feedback meanings are finite and the feedback signs can grow infinitely.

The experimental protocol we used is the following. The robot samples a state and tries an action on that state. The teacher has the possibility of providing the robot with a feedback signal. Those signal can refer to the name of the correct action to be used or by explicitly saying if an action is correct or wrong. Our framework is generic and the feedback protocol in terms of accepted words, gestures, facial expression or even the prosody of speech. By iteratively following this process, the system will learn the task representation. This system is different from typical learning by demonstration systems because the data is acquired in an interactive, and online, setting and not in batch. It is different from previous learning by interaction systems in that the feedback signals received have a much looser protocol and might make use of unknown signs.

In the next Section we provide the details of the algorithm, including a summary of Bayesian inverse reinforcement learning and an active learning extension. Finally we present simulations of our system and conclusions.

II. INVERSE REINFORCEMENT LEARNING WITH AMBIGUOUS FEEDBACK

In this section we present our learning algorithm. Our problem can be divided in three smaller ones: a) learn the task representation; b) learn how the teacher provides the feedback on the executed actions; and c) learn the meaning of novel feedback signals. We remember that the feedback is what the teacher means and the sign or feedback sign is what it "says/writes/gestures".

A. Bayesian Inverse Reinforcement Learning

We consider a standard markov decision process (MDP) and follow the notation of [20]. An MDP is defined by a state and action space X and A respectively, a reward function R and a state transition model P. A policy, \( \pi(x,a) \), is a function that attributes a probability of selecting an action in each state and the function \( r(x,a) \) gives the reward the agent receives when choosing the action \( a \) in state \( x \). The goal of reinforcement learning is to find the optimal policy \( \pi^* \), that is defined as the ones that maximizes the total discounted reward, i.e. \( R = \sum_{t=0}^{\infty} \gamma^t r_t \), with \( \gamma \) a discount factor and \( r_t \) the reward received at time \( t \). We define the \( Q^\pi \)-function as the value of taking an action at a given state when following policy \( \pi \), i.e. \( Q^\pi(x,a) = E_{\pi} \left( r(x,a) + \gamma \sum_y P_{xy} p_a(y) \max_b Q^\pi(y,b) \right) \), where \( P_{xy} = p(x_{t+1} = y|x_t = x, a_t = a) \) is the probability of reaching state \( y \) when the current state is \( x \) and the chosen action is \( a \).

In our case we are not interested in learning a task by self-exploration but will use data from a teacher to learn the representation of the task the teacher wants the learner to acquire. In this situation we do not have a reward function from which we can get samples but have instead samples from the policy, i.e. we do not have a reward but have actions. This formalism is called the inverse reinforcement learning (IRL) problem [21]. The goal is to find the reward function that the teacher is trying to maximize and later on use it to select the best actions.

Using a Bayesian perspective, we follow the Bayesian IRL approach [BIRL][22]. In that setting we consider that, if the teacher is performing the task described by the reward function \( r \), the samples of the demonstration are generated by:

\[
p(x,a|r) = \frac{e^{\eta Q(x,a)}}{\sum_b e^{\eta Q(x,b)}}
\]

where \( \eta \) is a confidence parameter where high values correspond to the optimal policy and lower values allow samples of non-optimal actions. We assume a uniform state sampling. For numerical purposes it is convenient to rewrite that expression by considering the summed probability of all the optimal actions \( (A^*) \) as:

\[
p(x,a|r) = \begin{cases} \sum_b e^{\eta Q(x,b)} & \text{if } a \in A^* \\ \sum_a e^{\eta Q(x,a)} & \text{if } a \notin A^* \end{cases}
\]

To have a normalized probability distribution we have to consider all optimal actions as a single one. To learn the reward we compute the posterior distribution of the reward function after observing a given data vector \( D_t = \{ A_{0:t}, X_{0:t} \} \):

\[
p(R_{t+1}|A_{0:t}, X_{0:t}) \propto p(A_t|R_t, X_t)p(R_t) \tag{1}
\]

for a suitable choice of prior distribution on \( R \), see [22]. The process of computing this posterior distribution is computationally intensive. We implement it with a filtering perspective [23]. We consider that the reward function is a linear combination of basis functions \( \phi(x) \) in the following way \( R = \sum w \phi(x) \). Then, we estimate not the posterior of the parameter \( w \) of the mixture, but the posterior of the activation of each feature vector. An intuitive way to see this is to assume that each sample point is generated from a policy corresponding to a single feature vector. Under this perspective the mean of the feature distribution is the best estimation for the reward function.

B. Feedback Model

Now, the learner must infer what the task representation is and how the feedback is being provided. In this section we consider that the signs provided by the teacher have a known relation with the feedback meaning, next subsection will relax this assumption. The difference compared to the standard setting is that the demonstration is not given as a sequence of state-action pairs but as feedback on those pairs. For a given state-action pair \( (x,a) \) we consider the probability of receiving a given feedback signal \( f \).
If the robot performs the correct action, the teacher might say nothing, might verbalize the correct action to reinforce it or acknowledge that it was the correct action. If the learner performs the wrong action the teacher might say “error”, just verbalize the correct action, or say nothing. In all circumstances the learner perceives the feedback with noise and so it can even hear the wrong feedback. Table I shows all the possible feedback protocols that can range from a pure learning from demonstration behavior (protocol 1) to a pure binary reinforcement one (protocol 8). Each protocol is defined with the feedback that the teacher provides the learner when it does the correct action and when it does the wrong action. The teacher might choose to say the correct action (A), say nothing (∅), give a confirmation (O) or inform the learner that the selected action is wrong (W). This protocol is ambiguous and the same feedback (∅) can either mean correct or incorrect. If more than one correct action is available in a state then the teacher provides, randomly, one of them. To model perceptual errors there is a probability of receiving a random sign instead of the correct one. The only restriction we have in the protocol is that a (W) message after a correct action is made or an acknowledge (O) when a wrong action is executed are only given with low probability. These assumptions model the perceptual noise of the learner and give a small bias that improves the convergence of the algorithm by disambiguating the different protocols. More general protocols could be considered, but for computational efficiency we reduced to a small set that allows the implementation of an efficient filter.

Table I

<table>
<thead>
<tr>
<th>Action Feedback</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>∅</td>
<td>∅</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>Wrong</td>
<td>A</td>
<td>∅</td>
<td>W</td>
<td>A</td>
<td>W</td>
<td>A</td>
<td>∅</td>
<td>W</td>
</tr>
</tbody>
</table>

Each different teacher that will be modeled as a convex combination of these protocols. For the teacher model we will consider a set of parameters \( M \) that describe the mixture of protocols in Table I. We do this to be able to explain more teacher behaviors than just the predefined models, this is specially important when we do not know the level of noise on each protocol. As an example, consider \( M = [0.8 0.0 0.0 0.2 0.0] \), the statistical model for the feedback is as follows:

If A is optimal

\[
p(F = A | A, M) = 0.8 \\
p(F = O | A, M) = 0.2
\]

if A is non-optimal

\[
p(F = ∅ | A, M) = 0.8 \\
p(F = A | A, M) = 0.2
\]

This combines 80% of the time a teacher that reinforces the behavior of the learner when it is correct by providing the correct action and says nothing when the action is wrong, and 20% of the time a teacher that confirms that the chosen action was correct or provides it when the learner chooses it wrong.

We have to extend the model in Eq. 1 to include the ambiguous feedback. Our posterior now depends not only on the demonstration but also on the feedback model. By independence we can get the following factored model:

\[
p(R_{t+1}, M_{t+1} | A_{0:t}, F_{0:t}) \\ \propto p(F_t | A_t, R_t, M_t) p(R_t, M_t | A_t) \\
\propto p(F_t | A_t, R_t, M_t) p(A_t | R_t, M_t) p(R_t, M_t) \\
= p(F_t | A_t, R_t, M_t) p(A_t | R_t) p(R_t, M_t)
\]

C. Sign-Meaning Model

Another aspect of human-robot interaction systems is that the feedback is often given using a natural interface such as gestures or speech. Most of the times there is an implicit assumption that the vocal signs are assumed to have a known semantics for the learner. Now, we will relax this assumption and allow the teacher to provide instructions to the learner that are unknown. We will define the feedback as the instruction the teacher wants to provide to the learner, as defined in Table I, and the signs as the words actually provided by the teacher. In this way it is possible for the learner to accept new words and learn their meanings. As an example, the teacher might say “good”, or “ok”, or “correct” and the learner should always understand it as a confirmation, i.e. the different signs all correspond to the same feedback.

\[
\begin{array}{|c|c|}
\hline
\text{Known} & \text{Feedback} \\
\hline
\text{up} & \uparrow \\
\text{down} & \downarrow \\
\text{left} & \leftarrow \\
\text{right} & \rightarrow \\
\emptyset & \text{CORRECT/WRONG} \\
\text{ok} & \text{CORRECT} \\
\text{error} & \text{WRONG} \\
\hline
\end{array}
\]

![Fig. 1. Relation between feedback signs and intended feedback meaning.](image)

There are only \( Na + 3 \) feedback meanings, one corresponding to each available action and the meanings of CORRECT and WRONG. They are fixed and known from the beginning. We assume that there is at least one feedback signal with a known correspondence to a feedback signal, there is the possibility of unknown feedback signs to exist and their relation to the feedback must be learned. For instance the teacher might say good instead of ok. The table shows an example when the agent has 4 available actions (up, down, left and right).

We have to extend the previous feedback model, in Equation 2, to include the uncertainty in the signs received. We will consider a new relation that gives the probability of having a feedback sign \( g \) when the teacher wants to provide a given feedback \( f \), \( p(g | f, .) \). As the feedback is no longer
observed, we have to integrate it out from the observation of the feedback. Finally, we get the following expression:

\[ p(G_{t+1}|D_t) = \sum_g p(G_t|F_t)p(g|D_t) \]

This posterior distribution on the sign-meaning vector can also be implemented as a particle filter.

### D. Algorithm

The algorithm involves the estimation of three entities from data: the reward, the feedback model and the meanings of the feedback signs. We will use a particle filter to estimate all the variables of interest. To reduce the number of particles we will not represent the full joint distribution but only an approximate of each marginal. We update the weight of each particle taking into account the maximum a-posteriori estimate of the other variables. Table II summarizes the algorithm.

**TABLE II**

<table>
<thead>
<tr>
<th>Algorithm for the Joint Estimation of the Task Representation, Feedback and Sign-Meaning Models. It Combines Three Particle Filters to approximate the posterior distribution of the three variables.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Select number of samples ( n_r, n_g ) and ( n_m )</td>
</tr>
<tr>
<td>Sample ( n_r ) reward vectors</td>
</tr>
<tr>
<td>Sample ( n_g ) sign-meaning parameters</td>
</tr>
<tr>
<td>Sample ( n_m ) protocol parameters</td>
</tr>
<tr>
<td>1) Sample state ( x )</td>
</tr>
<tr>
<td>2) Choose and execute action ( a )</td>
</tr>
<tr>
<td>3) Observe feedback sign ( g_t )</td>
</tr>
<tr>
<td>4) Sample feedback from ( f_t \sim \pi(f_t</td>
</tr>
<tr>
<td>5) Find best feedback parameters ( M = \arg\max w_f^{(i)} )</td>
</tr>
<tr>
<td>6) ( w_f^{(i)} = \pi(f_t</td>
</tr>
<tr>
<td>7) Resample reward particles</td>
</tr>
<tr>
<td>8) Find best reward parameters ( r^* = \arg\max w_r^{(i)} )</td>
</tr>
<tr>
<td>9) ( w_r^{(i)} = \pi(f_t</td>
</tr>
<tr>
<td>10) Resample feedback model</td>
</tr>
<tr>
<td>11) ( w_f^{(i)} \sim \sum_i p(g_t</td>
</tr>
<tr>
<td>12) Resample sign-meaning model</td>
</tr>
<tr>
<td>13) goto 1</td>
</tr>
</tbody>
</table>

### E. Active Sampling

The previous algorithm keeps an approximation of the posterior distribution of the reward function. We can use this information to allow the learner to ask the teacher for more informative samples. We do not consider any intrinsic motivation on the system [24] besides that of reducing uncertainty. From the reward distribution it is difficult to decide what state, or action, provides more information. We can follow the active learning extension for IRL as presented in [12], or alternatively [25], to allow the learner to request the most informative samples. In that approach the policy distribution is inferred from the distribution on the rewards. Then, for each state, a measure of the uncertainty is made to select the state where the policy posterior has higher variance. Intuitively, this state is the state where the rewards agree least.

The criteria used is, for each state, the variance of the weighted sum of all policies.

\[ I(x) = \text{variance} \left( \sum_t w_t^{*}\pi(x,a) \right) \]

The most informative state will be the one where the previous criteria is smaller, meaning that the policy distribution is flat. The action is selected randomly. We note that this exploration strategy just takes into account the uncertainty on the reward. Creating an exploration strategy based on the uncertainty of the sign-meaning estimation does not provide a gain due to the probabilistic model we used. Other sampling criteria that we are going to test is a counter based random sampling of states and actions, and random states with actions sampled with the usual \( \epsilon - \text{greedy} \) strategy.

### III. Results

In this Section we present the results from our algorithm in a set of simulated environments.

#### A. Navigation Task

We consider a simulated environment with 5 different actions, the number of states in the discretization grid varies in each problem. All results report averages of 20 executions of the algorithm with different parameters. The true reward function to be found by the learner is randomly generated at each experiment, the same occurs for the meaning and feedback models. The reward in this abstract problem can be seen as corresponding to a navigation task and so the reward is the goal location.

Figure 2 compares two situations, the first where the learner estimates the feedback model of the teacher and the second where it does not estimate the feedback model. But, in both cases, considering that all feedback signs are known. We can see that learning is faster and with a better quality if a model is estimated and so it shows the importance of our approach. Some protocols are equivalent in terms of speed of learning even without any particular assumption about it. But consider, for instance, what the teacher means when it does not say anything. In some protocols that is equivalent to say it is correct and in some others it means that the action is wrong. Only after knowing this relation can the learner make use of that data to improve its estimation of the task representation.

From Figure 3 we can see that the task can be learned even under a noisy feedback signal, and that we can learn simultaneously the model of the feedback behavior. Around 10% of the feedback signals were noisy. The same figure also compares the different sampling methods. We can see that the active exploration is able to learn faster, with less variance and with a better asymptotic convergence. This situation happens even if the active criteria was developed without taking the noise in the feedback into account.

We now present our full system where there are some feedback signs with unknown meanings. The system needs to learn the task, the feedback model and the map of new signs to their meanings. We consider 7 feedback signs whose...
meanings are known, i.e. the five actions plus $O$ and $W$, and 7 new signs that can map to any of those meanings. Figure 4 shows the results using 100 particles for the estimation of the sign-meaning relations. The first conclusion is that the system can learn all the important variables and, again, the active exploration method learns faster and with less variance than the other methods. Not all the signs meanings are successfully estimated and this situation is caused by a very asymmetrical sampling of the feedback signs. We can observe this in Figure 5. For instance, a teacher that always gives the correct action will never use the signs for correct and wrong and so their meanings will not be learned.

B. Collecting Objects

We now consider an environment where the learner can navigate and where there is a probability of finding three different objects. The learner has to learn which objects it should collect, or not, and for each of the object classes learn where they must be delivered. The number of actions is now 7, the 5 navigation ones plus collect and release. The number of feedback signs is now 10, again we assume that we have an initial known set of signs and the teacher will provide 10 new synonyms.

Figures 6 and 7 give the results for a problem with three objects and 64 possible locations. In each execution of the problem the system randomly selects the objects that should be collected and their delivery locations. Results are qualitatively equal to the previous problem.

IV. CONCLUSIONS

Computational approaches in learning by demonstration have evolved a lot in recent years. These methods can now be applied in realistic human-robot interaction settings to effectively provide an intuitive way for untrained teachers to program robots. Under this setting most algorithms have to be adapted to the noise and ambiguity usually present in human dialog. In this work we showed how a learning
system can learn a task description when the feedback it gets from the teacher does not follow a rigid protocol and is very noisy (10% error in correctly recognizing the feedback signs). Having very restricted protocols makes interaction more tiring and does not take advantage of the extra signals that teachers provide to robots. We showed that a learner can estimate simultaneously the feedback protocol and the task representation in a reasonable amount of time and computational complexity.

We took a further challenge and only assumed partial knowledge of the feedback signs. By bootstrapping the systems with some known sign-meaning correspondences, the system could successfully estimate the correspondences of new feedback signs. To further improve the efficiency of the system we presented an active learning approach where
the learner asked the teacher for specific information in states where it is more uncertain. This results in faster learning than with a simple random strategy with a smaller variance and bias.

We tested our system in different problems and the qualitative results are consistent among different domains and the system is able to learn all the entities. The results degraded when the noise level increases. The improvement we get from active sampling is dependent on the quality of the posterior estimation and thus it is important to have features that can correctly describe the possible tasks. In terms of the number of signs, in our system we had to assume that some correspondences are known to improve the convergence.

This research can also be compared to language learning research, where we learn synonyms for words labeling actions from a teacher already proficient with the language. The information used to learn these synonyms is not traditionally used in language learning research. It is often the case that a label is used to describe an object or property of an object (and a difficulty often encountered is that it is unknown what property the label refers to), see for example [26]. In our research a label is associated with a desired action that is in fact never seen (the person that knows the language does not perform demonstration of the actions but instead gives the label of the action). The meaning of the label is instead found by building a model of what task the teacher is trying to teach the learner, where a good model of the feedback helps learning a good task model and vice versa (under a set of observations some feedback model task model pairs typically becomes much more probable).

The possible feedback models used spontaneously by people can be more complex than the simple meaning correspondences we assumed [7], [18]. We plan to study how to integrate such complex models in our approach. Also, we want to see if similar approaches can be used when the learner tries to directly estimate the policy. In a real situation the three elements do not need to be learned simultaneously. A robot that interacts repeatedly with the same teacher will be able to reuse part of its knowledge about the used signals and protocols when acquiring new tasks.
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