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1 Introduction
The coefficient of variation, denoted by \( \gamma \) hereafter, is widely calculated and interpreted. It is the ratio of the standard deviation to the mean, a dimensionless measure of the dispersion found to be very useful in many situations. Its application can be found in different disciplines, in the chemical experiments, finance and medical sciences (Nairy and Rao (2003) and Pang et al. (2005)). The sample \( \hat{\gamma} \) is the ratio of the sample standard deviation and the sample mean that can be found in most introductory statistics books.

In order to draw inference concerning the population \( \gamma \), it is necessary to make assumption on shape of the distribution (Nairy and Rao (2003)). Hence the reported inferences in literature are generally based on parametric models and focus in particular on the \( \gamma \) of normal population. It should be noted that the exact distribution of the sample \( \hat{\gamma} \) is difficult to obtain even for the normal distribution, even more difficult for skewed distribution (Pang et al. (2005)). An approximation of the distribution of the sample \( \hat{\gamma} \) has been considered in Mckay (1932). He showed that \( \hat{\gamma} \) has a \( \chi^2 \) distribution if \( \gamma < 1/3 \). Mckay’s approximation has been considered by many authors (see, for example, Umphery (1983)). Moreover, Forkman and Verill (2008) showed that Mckay’s approximation has type II noncentral beta distribution and has asymptotically normal distribution with mean \( n - 1 \) and variance slightly smaller than \( 2(n - 1) \). There are a vast amount of literature on the sample \( \hat{\gamma} \) to exploit it in various levels of difficulties (see, for example, Nairy and Rao (2003), Pang et al. (2005), and Mahmoudvand and Hassani (2009) and the references therein).
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Nonparametric methods like bootstrap, which free up the analysis from the restrictive assumptions, can be considered as an alternative method. There are few papers that have tried to use bootstrap for the inference of $\hat{\gamma}$; Amiri and Zwanzig (2010) uses the bootstrap exponential tilting to inference one sample $\hat{\gamma}$. In another research, Cabras et al. (2006) proposed a bootstrap test in term of the transformed data to compare the CV of two populations. We consider this idea in the next section. Here we introduce an alternative transformation and consider a different procedure of bootstrap method that leads us to make an improvement of the accuracy of the results from different points of view. As mentioned earlier most of the given tests have aimed $\gamma < 1/3$ that is necessary condition of McKay’s test, this work will cover the statistical inference of $\gamma \geq 1/3$ as well. This work uses the nonparametric bootstrap approach, since if the chosen distribution is exactly correct then it works well but it suffers when the underlying assumptions are violated, there exists some works that tried to discuss the difference between the parametric and nonparametric bootstrap in other regards (see, for example, Amiri et al. (2010) that consider the comparison of parametric and nonparametric bootstrap of variance).

The paper is organized as follow. The proposed tests based on the bootstrap method are considered in Section 2. Section 3 studies the appropriateness of given methods, and finally the Monte Carlo simulation is used to evaluate the performance of the proposed tests in Section 4.

2 The Proposed Tests

Let $Y_i = (Y_{i1}, \ldots, Y_{in_i})$ be iid samples taken from the distribution $F_i$ ($i = 1, 2$). Consider the following hypothesis;

$$H_0 : \gamma_1 = \gamma_2,$$

$$H_1 : \gamma_1 > \gamma_2.$$  \hspace{1cm} (1)

Denote $\gamma = \sigma/\mu$ and $\nu = \mu/\sigma$. The bootstrap methods are the nonparametric resampling that have become a powerful tool for the statistical inference. These methods especially attach a standard error to an estimate and carry out a test of hypothesis. It has been revolutionary for incorporation of computers into statistical practice (see, for example, Efron and Tibshirani (1993), and Davison and Hinkley (1997) and references therein). Here we consider two main approaches; the separate and simultaneous approaches. In the separate approach resampling is done on each sample, whilst in the second method we consider two samples as one sample and then obtain the resamples simultaneously from the new created sample. These approaches are explained in the following.

2.1 Separate approach

Consider the following transform to implement a bootstrap test,

$$\tilde{Y}_{1j} = Y'_{1j} - \bar{Y}'_1 + \frac{n_1\bar{Y}'_1 + n_2\bar{Y}'_2}{n_1 + n_2}, \ j = 1, \ldots, n_1,$$

$$\tilde{Y}_{2j} = Y'_{2j} - \bar{Y}'_2 + \frac{n_1\bar{Y}'_1 + n_2\bar{Y}'_2}{n_1 + n_2}, \ j = 1, \ldots, n_2.$$  \hspace{1cm} (2)
where

\[ Y'_{ij} = \frac{Y_{ij}}{S_i}, \quad j = 1, \ldots, n_i, \quad i = 1, 2. \]

\( \bar{Y}'_1 \) and \( \bar{Y}'_2 \) are the means of the \( Y'_1 = \{ Y'_1j \} \) and \( Y'_2 = \{ Y'_2j \} \), \( S^2_p \) is the pooled sample variance, i.e.,

\[ S^2_p = \frac{(n_1 - 1)S^2_1 + (n_2 - 1)S^2_2}{n_1 + n_2 - 2}, \]

where \( S^2_i \) is the sample variance of sample \( i \). Indeed, the given transformation allows to resample under \( H_0 \) (the resampling under \( H_0 \) is the essential to the bootstrap test, see Hall and Wilson (1991)), because the sample \( \hat{\gamma} \) of \( \tilde{Y}_{ij} \) and \( \tilde{Y}_{2j} \) are equal. The bootstrap steps can be performed as follows;

1. Transform the original data by the transformation (2), and then consider \( T_D(\tilde{Y}_1', \tilde{Y}_2') = |\hat{\gamma}_1 - \hat{\gamma}_2|/\sqrt{\frac{\hat{\gamma}^2_1}{2n_1} + \frac{\hat{\gamma}^2_2}{2n_2}} \) (the natural approach for the test statistic is the difference of the sample \( \hat{\gamma}_i \), the proposed statistic is obtained in reformulation in Sachs (1985)), calculate the following statistic

\[ Z_D = T_D/\sqrt{V_D}, \]

where \( V_D \) is the variance of \( T_D \), since it is difficult to find, the bootstrap method is used

\[ V^*_D = \frac{1}{K-1} \sum_{k=1}^{K} (T^*_{D,K} - T_D)^2, \]

where \( K \) is the number of bootstrap replicates and \( T^*_{D,1}, \ldots, T^*_{D,K} \) are the bootstrap of \( T_D(\tilde{Y}_1', \tilde{Y}_2') \).

2. Generate samples with replacement of \( \tilde{Y}_1' \) and \( \tilde{Y}_2' \), separately. Denote the resamples by \( (\tilde{Y}^*_{1b}, \tilde{Y}^*_{2b}), b = 1, \ldots, B \), and calculate

\[ Z_D(\tilde{Y}^*_{1b}, \tilde{Y}^*_{2b}). \]

3. Handle the replications as \( iid \) random samples and calculate the \( p \)-value of \( H_0 : \gamma_1 = \gamma_2 \) vs \( H_1 : \gamma_1 > \gamma_2 \) by

\[ p-value = \frac{\#\{Z_D(\tilde{Y}^*_{1b}, \tilde{Y}^*_{2b}) > Z_D(\tilde{Y}_1, \tilde{Y}_2)\} + 1}{B + 1}. \]

The complete discussion can be found in Cabras et al. (2006). In the rest of the paper, we consider the abbreviation \( BI \) for this test.
2.2 Simultaneous approach

Now, we consider the two samples simultaneously. Consider two transformations $Y_{ij} = Y_{ij}/\bar{Y}_i$ and $X_{ij} = Y_{ij}/S_i$, the division of observations by the mean and standard deviation, they are achieved to get the appropriate tests for $\gamma$. The steps of bootstrap test can be as follow.

1. Transform original data using $Y_{ij} = Y_{ij}/\bar{Y}_i$, and then calculate the following statistic

$$T(Y_1, Y_2) = S(Y_1) - S(Y_2) = \frac{S_1}{\bar{Y}_1} - \frac{S_2}{\bar{Y}_2}. \tag{3}$$

2. Generate samples with replacement of $F_n(y) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n_i} (Y_{ij} \leq y)$, where $n = n_1 + n_2$, actually $F_n(y)$ is the empirical distribution of the pooled observations into one sample. Let denotes the resampling by $(Y_{1b}^{*}, Y_{2b}^{*})$, $b = 1, \cdots, B$, and calculate

$$T_b(Y_{1b}^{*}, Y_{2b}^{*}) = S(Y_{1b}^{*}) - S(Y_{2b}^{*}). \tag{4}$$

3. Handle the replications as iid random samples and calculate the p-value of $H_0 : \gamma_1 = \gamma_2$ vs $H_1 : \gamma_1 > \gamma_2$ by

$$p-value = \frac{\# \{ T_b(Y_{1b}^{*}, Y_{2b}^{*}) > T(Y_1, Y_2) \}}{B + 1} \tag{5}$$

This procedure should be used for $X_{ij}$ and $\tau(X_{1j}, X_{2j}) = \bar{X}_1 - \bar{X}_2 = \bar{Y}_1/S_1 - \bar{Y}_2/S_2$. The proposed tests based on the $T(.)$ and $\tau(.)$ are referred to as the $BII$ and $BIII$, respectively.

3 Appropriateness of tests

Often the statistical test is expressed by calculating a p-value that is the probability, under holding $H_0$, that a given test statistic $T$ exceeds its observed value. If the statistical test and its distribution are correct then the p-value is readily obtained and it has a uniform distribution under holding $H_0$. Robins et al. (2000) discuss the effect of the unknown parameter on the p-value using theorems and examples, they show when the mean of test statistic $T$ depends on $\theta$, the plug-in p-value is conservative, since the bootstrap method is based on plug-in principle, this condition is necessary to study. Since the parameter of interest is $\gamma$, the nuisance parameters are $\mu$ and $\sigma$. This is considered by Cabras et al. (2006) to study the appropriateness of $BI$, they consider the mean (and variance) under null hypothesis, $H_0$, that should not depend on population parameters, i.e.,

$$E_{H_0}(T|\mu_1, \mu_2, \sigma_1, \sigma_2) = E_{H_0}(T).$$

They study this condition using simulations. Here aim is to examine the appropriateness of the new proposed tests, $BII$ and $BIII$. In order to study the uniformity of p-value under the null hypothesis, Monte Carlo experiments implemented with 1000 simulations were used. The number of bootstrap replications was $B = 500$. The Q-Q plot is given in Figure 1 for different
Figure 1: Q-Q plot of the simulated p-value for the method BII and BIII.

values of $\gamma$ ($\gamma = 1/3, 1, 2$). Here only the result of $n = 30$ is given. However, the results are examined for $n \geq 5$. The results clearly indicate that for $\gamma = 1/3$, the p-value of BII has the uniform distribution whilst for $\gamma = 1, 2$, the p-value of BIII is uniformly distributed. Therefore, a composite statistics, denotes as $BC$, can be nominated i.e.,

$$BC = \begin{cases} 
\text{BII} & \gamma < 0.6, \\
\text{BIII} & \gamma \geq 0.6,
\end{cases}$$

(6)

for the test $H_0 : \gamma_1 = \gamma_2$ vs $H_1 : \gamma_1 > \gamma_2$. The value of 0.6 is approximated by simulating a ranges of normal distributions with different $\gamma$, around the value of 0.6 the BII test and BIII test have the closed p-values. Since the $\gamma$ is unknown the $\hat{\gamma}$ can be used, the $(\hat{\gamma}_1 + \hat{\gamma}_2)/2$ can be a suitable criterion to decide which test should be used.

In order to study the second property, consider the following statements that are discussed by Nairy and Rao (2003),

$$E(\hat{\gamma}) = \gamma + \frac{1}{n}(\gamma^2 - \frac{1}{4}) + O(n^{-2}).$$

$$E(\hat{\nu}) = \nu + \frac{3}{4n} + O(n^{-2}).$$

where $\hat{\gamma} = s/\bar{x}$ and $\hat{\nu} = 1/\hat{\gamma}$. In virtue of the above statements, can show the expected value of the proposed statistics are not in term of the nuisance parameters,

$$E_{H_0}(\hat{T}) \approx 0.$$  
$$E_{H_0}(\hat{\tau}) \approx 0.$$  

4 Comparison with the existing method

Let us now evaluate the performance of the proposed tests using Type I error and the statistical power. We used the Monte Carlo experiments in order to study finite sample properties of the tests, implemented by 1000 simulations. The proposed tests are based on the same simulated data that increase the accuracy of the comparison results. The bootstrap resampling was performed by B=500. In order to making a comparative evaluation of testing procedures, we seek
certain desirable features such as robustness and applicability. In the followings, the significance (robustness) of the proposed tests are studied for different sample sizes. It is noteworthy that a test is robust if the maximum type I error rate is less than 0.2 for a 10 percent test (Conover et al. (1981)). The proposed tests are computed and compared with the 10 percent nominal criterion value.

Table 1 shows the simulated p-value of $H_0 : \gamma_1 = \gamma_2$ vs $H_1 : \gamma_1 > \gamma_2$ where $F_1 \overset{d}{=} F_2 \sim N(3,1)$, $F_1 \overset{d}{=} F_2 \sim N(1,1)$ and $F_1 \overset{d}{=} F_2 \sim N(1,3)$ for different sample sizes, and with $\gamma$ equals to 0.33, 1 and 3, respectively, it includes the simulated significance level at the level $\alpha = 0.10$.

Table 1: The significance level of the simulated p-values at $\alpha = 0.10$

<table>
<thead>
<tr>
<th>Underlying distribution</th>
<th>$\gamma$</th>
<th>test</th>
<th>$n$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1 \overset{d}{=} F_2 \sim N(3,1)$</td>
<td>$\frac{1}{3}$</td>
<td>$BI$</td>
<td>0.11</td>
<td>0.101</td>
<td>0.095</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BII$</td>
<td>0.115</td>
<td>0.130</td>
<td>0.119</td>
<td>0.131</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BIII$</td>
<td>0.250</td>
<td>0.302</td>
<td>0.305</td>
<td>0.299</td>
<td></td>
</tr>
<tr>
<td>$F_1 \overset{d}{=} F_2 \sim N(1,1)$</td>
<td>1</td>
<td>$BI$</td>
<td>0.005</td>
<td>0.013</td>
<td>0.051</td>
<td>0.080</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BII$</td>
<td>0.224</td>
<td>0.245</td>
<td>0.225</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BIII$</td>
<td>0.135</td>
<td>0.143</td>
<td>0.151</td>
<td>0.152</td>
<td></td>
</tr>
<tr>
<td>$F_1 \overset{d}{=} F_2 \sim N(1,3)$</td>
<td>3</td>
<td>$BI$</td>
<td>0.041</td>
<td>0.031</td>
<td>0.015</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BII$</td>
<td>0.335</td>
<td>0.339</td>
<td>0.329</td>
<td>0.346</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$BIII$</td>
<td>0.102</td>
<td>0.108</td>
<td>0.126</td>
<td>0.121</td>
<td></td>
</tr>
</tbody>
</table>

Since the ratio of the mean and standard variation is of interest not their values separately, the distribution of p-value of the test of $H_0 : \gamma_1 = \gamma_2$ vs $H_1 : \gamma_1 > \gamma_2$ where $(F_1 \sim N(3,1), F_2 \sim N(4.5,1.5))$, $(F_1 \sim N(1,1), F_2 \sim N(1.5,1.5))$ and $(F_1 \sim N(1.5,4.5), F_2 \sim N(1,3))$ for the sample size of 30 are given in Figure 3, they admit that the tests consider the ratio of $\mu$ and $\sigma$. Table 2 represents the statistical power, it includes the simulated p-value where the underlying distributions are $(F_1 \sim N(3,1), F_2 \sim N(3,2))$, $(F_1 \sim N(1,1), F_2 \sim N(1,2))$ and $(F_1 \sim N(1,2), F_2 \sim N(1,3))$, respectively. The results indicate that the proposed tests have sufficient power to diagnosis the incorrect null hypothesis.

5 Conclusion

We proposed new test for assessing the equality of two coefficient of variations. The proposed test is based on alternative transformation of the original data and different bootstrap procedures. The performance of the existing bootstrap test was also compared with the proposed bootstrap tests. The appropriateness of the new test was discussed. It is shown that the composite test $(BC)$ can be considered as a suitable test for the comparison of the $\gamma$. The results with strong evidence indicate that the $BC$ test has a good performance according to the values of Type I
Figure 2: Q-Q plot of the simulated p-value for the method $BII$ and $BIII$.

Figure 3: Q-Q plot of the simulated p-value with different $\mu$ and $\sigma$ but the same $\gamma$. 
error and statistical power. An advantage of the suggested test is that it is much faster than the existing bootstrap test.

It is noteworthy that the results hold greatly for the normal and mixture normal distribution and other distribution tending to the normal distribution, but for distribution rather than normal distribution with $\gamma > 1/3$ (the violation of Mckay’s condition), the accuracy of the proposed test maybe suffered.

Moreover, regardless of the advantages and disadvantages of the mentioned tests, this work can be considered as a practice in the bootstrap method to inference of the $\gamma$: An appropriate transformation of the observations used by Cabras et al. (2006) to allow the separate resampling, inversely this paper uses another simple transformation with the simultaneous resampling.

Because of the applicability of inference $\hat{\gamma}$, a library in R language, BCV, including the proposed tests and other methos is under construction by authors and available upon request.
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