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DIFFUSION MODELS FOR SPIN TRANSPORT DERIVED FROM
THE SPINOR BOLTZMANN EQUATION

RAYMOND EL HAJJ *

Abstract. The aim of this paper is to derive and analyse diffusion models for semiconductor spintronics. We begin by presenting and studying the so called "spinor" Boltzmann equation. Starting then from a rescaled version of linear Boltzmann equation with different spin-flip and non spin-flip collision operators, different continuum (drift-diffusion) models are derived. By comparing the strength of the spin-orbit scattering with the scaled mean free paths, we explain how some models existing in the literature (like the two-component models) can be obtained from the spinor Boltzmann equation. A new spin-vector drift-diffusion model keeping spin relaxation and spin precession effects due to the spin-orbit coupling in semiconductor structures is derived and some of its mathematical properties are checked.
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1. Introduction. The electrons are not only characterized by their electric charge but also by their intrinsic kinetic moment or the so called "spin". The spintronics is a new domain of research which tries to control the spin and to use it as an additional degree of freedom or a new vector of information. Although the first researches in this domain were led essentially for structures based on magnetic multilayers [10], the spin dependent properties of the electron transport in semiconductors have recently attracted significant attention from the scientific community. There are typically two class of mechanisms acting on the electronic spin dynamics in semiconductor structures [11]. In one side, we have, according to the Elliot-Yafet mechanism [28, 11], the instantaneous interactions of the particles with the crystal accompanied with reversal of the spin direction. They will be called the spin-flip interactions. These events are rare in semiconductors [4]. The second category of mechanisms are relative to the effect on spin-orbit coupling of the asymmetry inversion that can exist in the system. They can be characterized by an effective magnetic field which makes precess the spin vector during the free path of the particles. There are two main types of spin-orbit interactions in semiconductor heterostructures : the Rashba and Dresselhaus spin-orbit interactions [5], [9].

Many theoretical models are used by the physical community for spin-polarized transport [17, 18, 20, 22, 23, 25, 26, 27, 28]. In microelectronics the drift-diffusion system is one of the most used model for modelling the transport of charged particles in semiconductors [14, 15], Plasma [3], Gas Discharges [21], etc. The drift-diffusion model, which describes the macroscopic behavior of the particles, is a very well suited model for numerical simulations. Two types of drift-diffusion approximations are essentially used in spintronics : the so called two-component drift-diffusion model and the spin polarization vector or density matrix based approximation. In the two-component description, the electrons are considered to be of two types, namely, having spin up or down. Each type of electrons is described by the usual drift-diffusion equation with additional terms related to sources and relaxation of the electron spin polarization, see [26, 27, 18]. In this kind of model, the mechanism of spin relaxation
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(such the spin-orbit interaction for instance) is not specified. The spin-vector (or density matrix) approach is a more general description in which the spin variable (the density or the distribution function for example) is a vector quantity and the mechanisms acting on the spin dynamics can be taken into account.

The aim of this work is to derive and study new spin-vector diffusion models starting from the spinor linear Boltzmann equation. Here, we do not discuss the non-linear case. The derivation of non-linear diffusion models (Energy-Transport, drift-diffusion with Fermi-Dirac statistics, etc.) will be the subject of future work. The paper is organized as follows. In the next section, we introduce the problem, notations and present the main results. Section 3 is devoted to the study of spinor Boltzmann equation. Section 4 is dedicated to the rigorous derivation of two-component drift-diffusion models from the spinor Boltzmann equation. Finally, in Section 5 a general spin-vector drift-diffusion model keeping spin rotation and relaxation effects is derived and analyzed.

2. Setting of the problem and main results. The starting equation is the following scaled spinor Boltzmann equation

$$\frac{\partial F^\varepsilon}{\partial t} + \frac{1}{\varepsilon} (v \cdot \nabla_x F^\varepsilon - \nabla_x V \cdot \nabla_v F^\varepsilon) = \frac{1}{\varepsilon^2} Q(F^\varepsilon) + \frac{\alpha}{\varepsilon} \left[ i \frac{1}{2} \tilde{\Omega} \cdot F^\varepsilon \right] + Q_{sf}(F^\varepsilon), \quad (2.1)$$

under the initial condition

$$F^\varepsilon(0,x,v) = F_{in}(x,v), \quad (2.2)$$

where $\varepsilon > 0$ is a small positive parameter. It represents the scaled mean free paths. The parameter $\alpha > 0$ is the scaled strength of the spin-orbit scattering. The operator $Q$ is the collision operator and $Q_{sf}$ represents the spin-flip interactions (or interactions accompanied with reversal of spin’s direction). The distribution function, $F^\varepsilon(t,x,v)$, is a function of the time $t$, the position $x$ and the velocity $v$ with value in the space of $2 \times 2$ hermitian matrices. The second term of the right hand side of (2.1) describes the spin-orbit interactions (see subsection 2.2 for notations). The spin precession vector $\tilde{\Omega}(x,v)$ is a regular function on $\mathbb{R}^6$ with values in $\mathbb{R}^3$ (Assumption 4.3). We denote by $\tilde{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$ the vector of Pauli spin matrices given by Definition 2.3. To understand the physical meaning of the matrix distribution function, one has to make the following decomposition. Since the identity matrix $I_2$ and the Pauli matrices $\tilde{\sigma}$ form a basis of the space of $2 \times 2$ hermitian matrices, one can write $F^\varepsilon(t,x,v) = \frac{1}{2} f_{c}^\varepsilon(t,x,v) I_2 + \tilde{f}_s^\varepsilon(t,x,v) \cdot \tilde{\sigma}$. The function $f_{c}^\varepsilon$ is scalar and represents the charge distribution. However, $\tilde{f}_s^\varepsilon$ is a vector value function representing the spin-vector part of the distribution function. Under the above decomposition, the eigenvalues of $F^\varepsilon(t,x,v)$ for any $(t,x,v) \in \mathbb{R}^+ \times \mathbb{R}^6$ are given by $f^{\uparrow \varepsilon}(t,x,v) = \frac{1}{2} f_{c}^\varepsilon(t,x,v) + \frac{1}{2} \| \tilde{f}_s^\varepsilon(t,x,v) \|$ and $f^{\downarrow \varepsilon}(t,x,v) = \frac{1}{2} f_{c}^\varepsilon(t,x,v) - \frac{1}{2} \| \tilde{f}_s^\varepsilon(t,x,v) \|$. They represent the distribution functions of the particles with spin-up and spin-down respectively. One deduces that $f_s^\varepsilon = f^{\uparrow \varepsilon} + f^{\downarrow \varepsilon}$ is the total distribution (or the charge distribution) and $\| \tilde{f}_s^\varepsilon \| = \frac{1}{2} (f^{\uparrow \varepsilon} - f^{\downarrow \varepsilon})$ is the spin-polarization distribution. This expansion can be applied to any spin matrix quantity and it will be called the decomposition into spin independent and spin dependent parts. The spin-orbit term becomes then

$$i \frac{1}{2} [\tilde{\Omega} \cdot \tilde{\sigma}, F^\varepsilon] = - (\tilde{\Omega} \times \tilde{f}_s^\varepsilon) \cdot \tilde{\sigma}$$
which well describes a rotation effect of $\vec{f}_s$ around the effective field $\vec{\Omega}$.

Coming back to equation (2.1), the scaling used is a standard diffusion one [19]. As we mentioned, $\varepsilon = \frac{\tau}{t} \ll 1$ is the scaled mean free time where $\tau$ denotes the relaxation time (or mean time between two successive collisions) and $t$ is the time scale. With this scaling, the parameter $\alpha$ is given by $\alpha = \frac{\bar{t}}{T}$ and denotes the inverse of the scaled mean rotational period $T$ induced by the spin-orbit interactions. The diffusion limit $\varepsilon \to 0$ leads to macroscopic diffusion models (drift-diffusion, SHE, etc...) according to the dominant scattering mechanisms, $Q$. We refer to [1, 2, 6, 7, 8, 13, 19, 12, 24] for the rigorous derivation of macroscopic models from kinetic equations. We consider here the collision operator for a Boltzmann statistics in the linear BGK approximation given by:

$$Q(F) = \int_{\mathbb{R}^3} \alpha(v, v')[\mathcal{M}(v)F(v') - \mathcal{M}(v')F(v)]dv'.$$

(2.3)

The function $\mathcal{M}$ is the normalized Maxwellian

$$\mathcal{M}(v) = \frac{1}{(2\pi)^{\frac{3}{2}}} e^{-\frac{1}{2}|v|^2}, \quad \forall v \in \mathbb{R}^3. $$

(2.4)

We use the following relaxation time approximation of $Q_{sf}$

$$Q_{sf}(F) = \frac{tr(F)I_2 - 2F}{\tau_{sf}},$$

(2.5)

with $\tau_{sf} > 0$ is the scaled spin relaxation time. This operator makes relax, when $\tau_{sf}$ goes to zero, the matrix distribution function to a scalar one. Since the spin-flip interactions are not frequent in semiconductor structures as we mentioned in the introduction, $\tau_{sf}$ is not small and we assume that $Q_{sf}$ is a perturbation part of the collision operator. This is natural then to consider $Q_{sf}$ of order one in the diffusion scaling (2.1).

2.1. Description of the main results. In the sequel, we will study the diffusion limit, $\varepsilon \to 0$, for different order of $\alpha$ with respect to $\varepsilon$. We begin by studying the spinor Boltzmann equation which is carried out in Section 3. Existence and uniqueness of weak solutions of (2.1) is presented (Theorem 3.2). It is a standard result of Boltzmann type equations. In the spinor Boltzmann description, the distribution function shall be a matrix valued function from $\mathbb{R}^+ \times \mathbb{R}^6$ into the space of $2 \times 2$ hermitian and positive matrices ($\mathcal{H}_2^+(\mathbb{C})$). We prove that equation (2.1) preserves the positivity and the self adjointness of the distribution function during the time. In other terms, the following maximum principle holds:

if $F_0(x, v) \in \mathcal{H}_2^+(\mathbb{C}), \forall (x, v) \in \mathbb{R}^6$ then, $F^\varepsilon(t, x, v) \in \mathcal{H}_2^+(\mathbb{C}), \forall t > 0$ and $(x, v) \in \mathbb{R}^6$.

This means that if $F^\varepsilon$ satisfies (2.1), then $(F^\varepsilon)^*$ is also a solution of (2.1). Moreover, if $F_0 \in \mathcal{H}_2^+(\mathbb{C})$ and if we decompose $F^\varepsilon$ into spin-dependent and spin-independent parts as

$$F^\varepsilon(t, x, v) = \frac{1}{2} f^\varepsilon_c(t, x, v)I_2 + \vec{f}^\varepsilon_s(t, x, v) \cdot \vec{\sigma},$$

where $f^\varepsilon_c(t, x, v)$ and $f^\varepsilon_s(t, x, v)$ are the spin-dependent and spin-independent parts of $F^\varepsilon$.
where $f^c_\epsilon$ and $f^s_\epsilon$ are respectively the charge and spin distribution functions, then, we have $\frac{1}{2}f^c_\epsilon(t,x,v) \geq |f^s_\epsilon(t,x,v)|$ for every $(t,x,v) \in \mathbb{R} \times \mathbb{R}^6$.

We are interested then in the derivation of two-component models from the spinor Boltzmann equation (see Section 4). We begin by discussing what we call the decoherence limit. This limit corresponds to keeping $\epsilon$ constant and to taking $\alpha$ goes to $+\infty$. It corresponds also to taking a large spin-orbit coupling so that the ratio between the mean period of rotations ($T$) induced by the spin-orbit coupling and the used time scale ($\bar{t}$) is small and goes to zero. This limit makes relax the spin part of the distribution function towards $\vec{\Omega}$. If the direction of $\vec{\Omega}$ does not depend on $v$, a two-component kinetic model is obtained which yields two-component macroscopic model at the diffusion limit. We check then this result by studying the diffusion limit of (2.1) when $\alpha = \mathcal{O}(\frac{1}{\epsilon})$. This situation occurs in structures where the spin-orbit coupling is high such that the rotational period $T$ is of the same order of the mean free path time $\tau$ and where $\frac{T}{\tau} = \epsilon$. Similarly, we prove that if the direction of $\vec{\Omega}$ does not depend on $v$, the diffusion limit leads to a two component drift-diffusion model (Theorem 4.4). However, if the direction of $\vec{\Omega}$ depends on $v$, the spin information is lost at the limit. In other words, the spin vector relaxes towards zero and we obtain the standard scalar drift-diffusion model for the charge density (or the total density) used in microelectronics. This is a well known spin relaxation mechanism in semiconductor heterostructures called the D'yakonov-Perel mechanism [28]. It happens in the diffusion regime under investigation due to the numerous interactions that a particle undergo on its trajectory which change frequently the direction of the effective field if it depends on $v$.

In Section 5, we are interested in the derivation of general spin-vector drift-diffusion model with spin rotation and relaxation effects. Suppose first that $\alpha$ is of the same order as $\epsilon$ ($\alpha = \mathcal{O}(\epsilon)$) and take $\alpha = \epsilon$ for simplicity. This means that the order of the spin-orbit coupling is small in such a way that the rotation angle of the spin vector around the effective field $\vec{\Omega}$ is small during the free paths of the particles. In this case, $F^s$ converges to $N(t,x,M(v))$ (in the weak sense see Section 5) such that $N$ is a positive hermitian matrix satisfying the following equation

$$\partial_t N + \text{div}_x (\mathcal{D}(\nabla_x N + \nabla_x V N)) = \frac{i}{2}[\vec{H}_e \cdot \vec{\sigma}, N] + \frac{tr(N)I_2 - N}{\tau_{sf}},$$

where $\mathcal{D}$ is a positive definite matrix and the obtained effective field, $\vec{H}_e$, is an $M$-weighted averaging of $\vec{\Omega}$ with respect to $v$ :

$$\vec{H}_e(x) = \int_{\mathbb{R}^3} \vec{\Omega}(x,v) M(v) dv.$$

Remark that if $\vec{\Omega}$ is an odd vector with respect to $v$ then $\vec{H}_e = 0$ and no rotation effect appears at the limit. This is generally the case of the spin-orbit effective fields in semiconductor heterostructures (Rashba or Dresselhauss vectors). To keep trace of the spin-orbit interactions at the diffusion limit when $\vec{\Omega}$ is an odd vector, one has to take a time scale such that $\alpha = \mathcal{O}(1)$ with respect to $\epsilon$. Applying this idea, a general spin-vector drift-diffusion model will be rigourously derived (Theorem 5.2) and one of its main properties to wit the conservation of the positivity and the self-adjointness of the density matrix during the time (maximum principle) will be checked (see Theorem 5.3).
2.2. Assumptions and notations. Let us begin by introducing some assumptions and notations.

Assumption 2.1. The cross-section, $\alpha(...)$, of the collision operator (2.3) belongs to $W^{1,\infty}(\mathbb{R}^d)$ and is assumed to be symmetric and bounded from above and below:

$$\exists \alpha_1, \alpha_2 > 0, \quad 0 < \alpha_1 \leq \alpha(v, v') \leq \alpha_2, \quad \forall v, v' \in \mathbb{R}^3.$$

Assumption 2.2. For any fixed $T > 0$, the potential $(t,x) \mapsto V(t, x)$ is a non negative real function belonging to $C^1([0,T], W^{1,\infty}(\mathbb{R}^3))$.

We will use $\mathcal{M}_2(\mathbb{C})$ to denote the space of $2 \times 2$ complex matrices; $\mathcal{H}_2(\mathbb{C})$ denotes the subspace of hermitian matrices and $\mathcal{H}_2^+(\mathbb{C})$ the subspace of hermitian positive matrices. For any two matrices $A, B \in \mathcal{M}_2(\mathbb{C})$, $[A, B]$ denotes the commutator of $A$ and $B$ ($[A, B] = AB - BA$). We will denote by $\| \cdot \|_2$ and $(\cdot, \cdot)_2$ the Frobenius norm and the associated Frobenius inner product

$$(A, B)_2 = \Re(A \cdot \overline{B}) = \Re(\sum_{i,j=1}^2 A_{ij} \overline{B}_{ij}), \quad \| A \|_2^2 = (A, A)_2 = \sum_{i,j=1}^2 |A_{ij}|^2$$

where for $z \in \mathbb{C}$, $\Re(z)$ is the real part of $z$ and for any two complex matrices $A, B \in \mathcal{M}_2(\mathbb{C})$, $A : B = \sum_{i,j} A_{ij} B_{ij}$ denotes the contracted product of $A$ and $B$. For any two vectors $\vec{a}, \vec{b} \in \mathbb{R}^3$, the tensor product of $\vec{a}$ and $\vec{b}$ is the matrix $\vec{a} \otimes \vec{b} = (a_i b_j)_{1 \leq i,j \leq 3}$ and $\vec{a} \times \vec{b}$ will denote the cross product of $\vec{a}$ and $\vec{b}$. For any function $\vec{f} : \mathbb{R}^3 \to \mathbb{R}^3$, $\nabla_x \vec{f}$ will represent the transpose of the Jacobian matrix of $\vec{f}$, or $\nabla_x \otimes \vec{f} = (\partial_{x_i} \vec{f}_j)_{1 \leq i,j \leq 3}$. Finally, for any function $A : \mathbb{R}^3 \to \mathcal{M}_2(\mathbb{C})$, $\text{div}_x(A)$ or $\nabla_x \cdot A$ is the vector valued function given by $(\text{div}_x(A))_i = (\nabla_x \cdot A)_i = \sum_{1 \leq k \leq 3} \partial_{x_k} A_{ki}$ for any $1 \leq i \leq 3$.

Definition 2.3. We denote by $\vec{\sigma}$ the vector of Pauli matrices $\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$ such that

$$\sigma_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (2.6)$$

In addition for any real vector $\vec{a} = (a_1, a_2, a_3) \in \mathbb{R}^3$, $\vec{a} \cdot \vec{\sigma}$ denotes the $2 \times 2$ square matrix given by $\vec{a} \cdot \vec{\sigma} = \sum_{i=1}^3 a_i \sigma_i$.

The Pauli matrices satisfy the following properties.

Lemma 2.4.

1. We have the following equalities

$$[\sigma_1, \sigma_2] = 2i\sigma_3, \quad [\sigma_2, \sigma_3] = 2i\sigma_1, \quad [\sigma_3, \sigma_1] = 2i\sigma_2 \quad \text{and} \quad [\sigma_i, \sigma_i] = 0$$

which are equivalent to

$$\vec{\sigma} \times \vec{\sigma} = 2i\vec{\sigma}.$$

where $\vec{\sigma} \times \vec{\sigma} = ([\sigma_2, \sigma_3], [\sigma_3, \sigma_1], [\sigma_1, \sigma_2])$. In general, one has

$$[\vec{a} \cdot \vec{\sigma}, \vec{b} \cdot \vec{\sigma}] = 2i(\vec{a} \times \vec{b}) \cdot \vec{\sigma},$$

for any $\vec{a} \in \mathbb{R}^3$ and $\vec{b} \in \mathbb{R}^3$. 
2. The contracted products of \((\sigma_i)\) give
\[ \sigma_i : \sigma_j = 2\delta_{ij} \quad \text{and} \quad \overline{(\vec{a} \cdot \vec{\sigma}) : (\vec{b} \cdot \vec{\sigma})} = 2\vec{a} \cdot \vec{b}. \]

3. We have also
\[ \overline{(\vec{a} \cdot \vec{\sigma}) (\vec{b} \cdot \vec{\sigma})} = \vec{a} \cdot \vec{b} I + i(\vec{a} \times \vec{b}) \cdot \vec{\sigma}. \]

**Definition 2.5.** We define the space \(L^2_{\mathcal{M}}\) by
\[
L^2_{\mathcal{M}} = \{ F = F(x,v) \in \mathcal{H}_2(\mathbb{C}) \text{ such that } \int_{\mathbb{R}^6} \frac{\| F(x,v) \|_2^2}{{\mathcal{M}}} dxdv < +\infty \}. \tag{2.7}
\]
This is an Hilbert space equipped with the following scalar product
\[
\langle F, G \rangle_{\mathcal{M}} = \int_{\mathbb{R}^6} \frac{(F,G)_2}{{\mathcal{M}}} dxdv,
\]
and \(\| \cdot \|_{\mathcal{M}}\) will denote the norm associated to \(\langle \cdot, \cdot \rangle_{\mathcal{M}}\). The same space with scalar valued functions will be denoted by \(L^2_{\mathcal{M}}\) instead of \(L^2_{\mathcal{M}}\).

3. Study of spinor Boltzmann type models. The aim of this section is to study the properties of the spinor Boltzmann equation with the spin-orbit term. The content of this part summarizes some well known results on linear Boltzmann type equations which are given without proof (see for example [19]). We begin by defining the notion of weak solution of (2.1).

**Definition 3.1 (weak solution).** For a fixed time \(T > 0\), a function \(F^\varepsilon \in L^2([0,T];L^2_{\mathcal{M}})\) is called weak solution of (2.1) if it satisfies:

\[
- \int_0^T \int_{\mathbb{R}^6} (F^\varepsilon, \partial_t \psi)_2 dtdxdv - \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^6} (F^\varepsilon, v \cdot \nabla_x \psi - \nabla_x V \cdot \nabla_v \psi)_2 dtdxdv =
\]

\[
\frac{1}{\varepsilon^2} \int_0^T \int_{\mathbb{R}^6} (Q(F^\varepsilon), \psi)_2^2 dtdxdv + \frac{\alpha}{\varepsilon} \int_0^T \int_{\mathbb{R}^6} \frac{1}{2} \overline{(\vec{a}(x,v) \cdot \vec{\sigma}, F^\varepsilon), \psi}_2^2 dtdxdv
\]

\[
+ \int_0^T \int_{\mathbb{R}^6} (Q_{sf}(F^\varepsilon), \psi)_2^2 dtdxdv + \int_{\mathbb{R}^6} (F_{in}, \psi(0))_2^2 dxdv, \tag{3.1}
\]

for all \(\psi \in C^1_0([0,T) \times \mathbb{R}^6; \mathcal{H}_2(\mathbb{C}))\).

The following theorem shows the existence and uniqueness of weak solution of (2.1) and gives some a priori estimates on the solution independent of the parameters \(\alpha\) and \(\varepsilon\).

**Theorem 3.2.** For all fixed \(\varepsilon > 0\), \(\alpha > 0\), \(T \geq 0\), \(F_{in} \in L^2_{\mathcal{M}}\) and under Assumptions 2.1, 2.2, 4.3, the model (2.1)-(2.2) admits a unique weak solution \(F^\varepsilon \in C^0([0,T];L^2_{\mathcal{M}})\) satisfying

\[
\| F^\varepsilon(t) \|_{L^2_{\mathcal{M}}} \leq C, \quad \| N^\varepsilon \|_{L^2([0,T] \times \mathbb{R}^3)} \leq C \quad \forall t > 0, \tag{3.2}
\]

\[
\| F^\varepsilon - P(F^\varepsilon) \|_{L^2([0,T];L^2_{\mathcal{M}})}^2 \leq C\varepsilon^2, \tag{3.3}
\]
where $C > 0$ is a general constant independent of $\alpha$ and $\varepsilon$. Here, $\mathcal{P}$ is the orthogonal projection on $\text{Ker}(Q)$ which satisfies: $\mathcal{P}(\mathcal{F}) = \mathcal{N}_c \mathcal{M}$ with $\mathcal{N}_c := \int_{\mathbb{R}^3} F^c dv$. In addition the following maximum principle holds: if $F_{in}(x,v) \in \mathcal{H}^2(\mathbb{C}), \forall (x,v) \in \mathbb{R}^6$ then $F(t,x,v) \in \mathcal{H}^2(\mathbb{C}) \ \forall t \in [0,T], (x,v) \in \mathbb{R}^6$.

The next proposition summarizes some fundamental properties of the collision operator (2.3). Since it acts only on the speed variable $v$, $t$ and $x$ are considered as parameters and are omitted.

**Proposition 3.3 (Properties of the collision operator (2.3)).** Under Assumption 2.1, the collision operator given by (2.3) satisfies the following properties.

(i) For all $F \in \mathbb{L}^2_{\mathcal{M}}$, we have the mass conservation:

\[
\int_{\mathbb{R}^3} Q(F)(v) dv = 0.
\]

(ii) The mapping $Q: \mathbb{L}^2_{\mathcal{M}} \rightarrow \mathbb{L}^2_{\mathcal{M}}$ is a linear, continuous, selfadjoint and nonpositive operator.

(iii) The kernel of $Q$ is

\[
\text{Ker}(Q) = \{ F \in \mathbb{L}^2_{\mathcal{M}}, \text{ such that } \exists N \in \mathcal{H}_2(\mathbb{C}), F(v) = N \mathcal{M}(v) \}.
\]

(iv) Let $\mathcal{P}$ be the orthogonal projection on $\text{Ker}Q$, then we have the following coercivity inequality

\[
-\langle Q(F), F \rangle_{\mathcal{M}} \geq \alpha_1 \| F - \mathcal{P}(F) \|^2_{\mathcal{M}}.
\]

(v) The range of $Q$, $\mathcal{R}(Q)$, is a closed subset of $\mathbb{L}^2_{\mathcal{M}}$ such that

\[
\mathcal{R}(Q) = \text{Ker}(Q) = \left\{ F \in \mathbb{L}^2_{\mathcal{M}}, \text{ such that } \int_{\mathbb{R}^3} F(v) dv = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \right\}.
\]

4. Two-component models. This section is concerned with the derivation of two-component kinetic and macroscopic models from the general spinor kinetic equation.

4.1. Decoherence limit. We explain in this subsection how the spin-orbit interaction acts on the distribution function when the order of this coupling becomes large. We assume that the period of rotation $T$ of the spin vector distribution part around the effective field $\tilde{\Omega}$ is small in front of the time scale $\bar{t}$ of the problem. The decoherence limit is the limit $\eta = \frac{T}{\bar{t}} \rightarrow 0$. This makes relax the spin part of the distribution function $F_\eta$ of (4.1) towards the effective field line. This is the subject of the next proposition.

**Proposition 4.1.** Assume that $\tilde{\Omega}$ satisfies Assumption 4.3, $F_{in} \in \mathbb{L}^2_{\mathcal{M}}$ and that Assumptions 2.1, 2.2 hold. Let $T > 0$ and $F_\eta \in L^2([0,T], \mathbb{L}^2_{\mathcal{M}})$ be the weak solution of

\[
\partial_t F_\eta + v \cdot \nabla_x F_\eta - \nabla_x V \cdot \nabla_v F_\eta = Q(F_\eta) + \frac{i}{2 \eta} [\tilde{\Omega} \cdot \sigma, F_\eta] + Q_{sf}(F_\eta)\quad (4.1)
\]

with $F_\eta(0,x,v) = F_{in}(x,v)$. Then, when $\eta$ goes to 0, $F_\eta$ tends to $F_0$ such that

\[
F_0(t,x,v) = \frac{f_c(t,x,v)}{2} I_2 + f_s(t,x,v) \tilde{\omega}(x,v) \cdot \tilde{\sigma}
\]

with $f_c$ and $f_s$ belong to $L^2([0,T], \mathbb{L}^2_{\mathcal{M}})$. In addition, the charge and spin distribution functions, $f_c$ and $f_s$, satisfy weakly...
\[ \partial_t f_c + v \cdot \nabla_x f_c - \nabla_x V \cdot \nabla_v f_c = Q(f_c) \] (4.2)

\[ \partial_t f_s + v \cdot \nabla_x f_s - \nabla_x V \cdot \nabla_v f_s = Q(f_s \bar{\omega}) \cdot \bar{\omega} - 2f_s \tau_{sf} \] (4.3)

and \( F_0(0, x, v) = F_{in}(x, v) \) where for any \((x, v) \in \mathbb{R}^6\), \( \bar{\omega}(x, v) \) is the unit vector of the effective field line.

Proof. Equation 4.1 admits a unique weak solution \( F_\eta \in L^2([0, T]; L^2_M) \) such that \((F_0)_\eta \) is bounded with respect to \( \eta \) (see Section 3 for details). There exists \( F_0 \in L^2([0, T]; L^2_M) \) such that \( F_\eta \rightharpoonup F_0 \) weakly in \( L^2([0, T]; L^2_M) \). This implies that \( i[\vec{\Omega} \cdot \vec{\sigma}, F_\eta] \) is also bounded in \( L^2([0, T]; L^2_M) \) with respect to \( \eta \) and \( i[\vec{\Omega} \cdot \vec{\sigma}, F_\eta] \rightharpoonup i[\vec{\Omega} \cdot \vec{\sigma}, F_0] \). Multiplying the weak formulation of (4.1) by \( \eta \) and taking \( \eta \) tends to zero, we get

\[ i[\vec{\Omega} \cdot \vec{\sigma}, F_0] = 0. \] 

This implies that the spin part of \( F_0 \) is parallel to \( \vec{\Omega} \) i.e. there exist \( f_c \) and \( f_s \) in \( L^2([0, T]; L^2_M) \) such that \( F_0 = \frac{f_c}{2} I_2 + f_s \bar{\omega} \cdot \vec{\sigma} \). Decomposing (4.1) into charge and spin parts by setting \( F_\eta = \frac{f_c}{2} + f_s^\eta \cdot \vec{\sigma} \), one has

\[ \partial_t f_c^\eta + v \cdot \nabla_x f_c^\eta - \nabla_x V \cdot \nabla_v f_c^\eta = Q(f_c^\eta) \]

\[ \partial_t f_s^\eta + v \cdot \nabla_x f_s^\eta - \nabla_x V \cdot \nabla_v f_s^\eta = Q(f_s^\eta) - \frac{1}{\eta} \vec{\Omega} \times f_s^\eta - \frac{2}{\tau_{sf}} f_s^\eta. \] (4.4)

The weak limit of the first equation is (4.2). Taking the scalar multiplication of (4.4) with \( \bar{\omega} \) and passing to the limit weakly in \( L^2([0, T]; L^2_M) \) one finds (4.3).

Remark 4.2. If we suppose that the direction of \( \vec{\Omega} \), \( \bar{\omega} \), does not depend on \( v \) then, we obtain at the decoherence limit a two-component kinetic model describing the evolution of spin-up and spin-down distribution functions \( f^\uparrow \) and \( f^\downarrow \). These functions are nothing but the eigenvalues of \( F_0 \) choosing such that: \( f^\uparrow = f_c + f_s \) and \( f^\downarrow = f_c - f_s \). If \( f_c \), \( f_s \) satisfy (4.2)-(4.3), then \( f^\uparrow \) and \( f^\downarrow \) satisfy the following two-component kinetic model

\[ \begin{cases} 
\partial_t f^\uparrow + v \cdot \nabla_x f^\uparrow - \nabla_x V \cdot \nabla_v f^\uparrow = Q(f^\uparrow) + \frac{f^\uparrow - f^\downarrow}{\tau_{sf}}, \\
\partial_t f^\downarrow + v \cdot \nabla_x f^\downarrow - \nabla_x V \cdot \nabla_v f^\downarrow = Q(f^\downarrow) + \frac{f^\downarrow - f^\uparrow}{\tau_{sf}},
\end{cases} \] (4.5)

subject to the initial conditions: \( f^\uparrow(0) = \frac{f^\uparrow_{in}}{2} + f^\uparrow_{in} \cdot \bar{\omega} \) and \( f^\downarrow(0) = \frac{f^\downarrow_{in}}{2} - f^\downarrow_{in} \cdot \bar{\omega} \), where \( f^\uparrow_{in} \) and \( f^\downarrow_{in} \) are the charge and spin parts of \( F_{in} \left( F_{in} = \frac{f^\uparrow_{in}}{2} I_2 + f^\downarrow_{in} \bar{\omega} \cdot \vec{\sigma} \right) \). The model (4.5), leads then to a two-component macroscopic model in this case (the case when the effective field direction is independent on \( v \)).

4.2. Diffusion limit with strong spin-orbit coupling : two-component drift-diffusion model. In this subsection, we will derive a two-component drift-diffusion model from the spinor Boltzmann equation. We will see also that this asymptotic is possible if the effective field line does not depend on \( v \) and it corresponds to
Assumption 4.3. We assume that

\[ \vec{\omega} \] of weak solutions, \((n)\)

Theorem 4.4. Let \(N \to 0\), we take the sequence of starting equation is then

\[
\frac{\partial F^c}{\partial t} + \frac{1}{\varepsilon} (v \cdot \nabla_x F^c - \nabla_x V \cdot \nabla_v F^c) = \frac{1}{\varepsilon^2} \left\{ Q(F^c) + \frac{i}{2} \vec{\Omega} \cdot \vec{\sigma} \right\} + Q_{sf}(F^c),
\]

(4.6)

We will use the following form of \(\vec{\Omega}\).

Assumption 4.3. We assume that \(\vec{\Omega}\) belongs to \(C^2(\mathbb{R}^6, \mathbb{R}^3)\) and is given by

\[ \vec{\Omega}(x,v) = \lambda(x,v) \vec{\omega}(x,v), \quad \text{such that} \quad |\vec{\omega}(x,v)| = 1, \forall (x,v) \in \mathbb{R}^6 \]

where \(\lambda\) and \(\vec{\omega}\) are two regular respectively scalar and vectorial functions. In addition, we suppose that the following polynomial controls at infinity with respect to \(v\) hold

\[
C_1 (1 + |v|^m) \leq |\lambda(x,v)| \leq C_2 (1 + |v|^m)
\]

(4.7)

\[
\sum_{\eta \in \{x,v\}} |\partial_{\eta} \vec{\Omega}| + \sum_{\eta, \eta' \in \{x,v\}} |\partial^{2}_{\eta \eta'} \vec{\omega}(x,v)| \leq C (1 + |v|^m)
\]

(4.8)

for \(C_1 > 0, C_2 > 0, \ C > 0 \) and \(m \in \mathbb{N}\).

The main result of this section is the following theorem.

Theorem 4.4. Let \(T > 0\), \(F_{in} \in L^2_\mathcal{M}\) and assume that Assumptions \(2.1, 2.2, 4.3\) hold and that the direction of the effective field \(\vec{\omega}\) is independent on \(v\). Then, the sequence of weak solutions, \((F^c)_{\varepsilon > 0}\), of (4.6)-(2.2) converges weakly in \(L^2([0,T];L^2_\mathcal{M})\), when \(\varepsilon\) goes to zero, to \(N(t,x)\mathcal{M}(v)\) with \(N \in L^2([0,T] \times \mathbb{R}^3, \mathcal{H}^1_\mathcal{M}(\mathbb{C}))\) and such that

\[
N(t,x) = \frac{n_c(t,x)}{2} I_2 + n_s(t,x) \vec{\omega}(x) \cdot \vec{\sigma}
\]

(4.9)

(the spin part of \(N\) is parallel to \(\vec{\omega}\)). In addition, the spin-up and spin-down densities, \(n^\uparrow = n_c + n_s\) and \(n^\downarrow = n_c - n_s\) satisfy the following two-component drift-diffusion model

\[
\begin{align*}
\frac{\partial n^\uparrow}{\partial t} - \text{div}_x (D_1 (\nabla_x n^\uparrow + \nabla_v V n^\uparrow)) &= \frac{n^\downarrow - n^\uparrow}{\tau(x)} \\
\frac{\partial n^\downarrow}{\partial t} - \text{div}_x (D_1 (\nabla_x n^\downarrow + \nabla_v V n^\downarrow)) &= \frac{n^\downarrow - n^\uparrow}{\tau(x)}
\end{align*}
\]

(4.10)

where \(D_1\) is a symmetric positive definite matrix given by (5.10). We obtain at the limit a modified spin relaxation time given by

\[
\tau(x) = \frac{2\tau_{sf}}{2 + \tau_{sf} \chi(x)}
\]

(4.11)

where \(\chi(x)\) is a positive function

\[
\chi(x) = - \int_{\mathbb{R}^3} \frac{Q(\chi_s) \cdot \vec{\chi}_s}{\mathcal{M}} dv \geq 0
\]

with \(\vec{\chi}_s\) being the solution (4.25).
Remark 4.5. The time $\tau$ (4.11) is a modified relaxation time combining explicitly the spin-flip time ($\tau_{sf}$) and a kind of relaxation time ($\chi$) due to the spin-orbit coupling. Although the spin-orbit coupling with asymmetry inversion is not explicitly specified in the two-component models, we remark that in the literature the spin-relaxation time is generally considered as a time resulting from the spin-flip interactions and (or) from the spin-orbit coupling with asymmetry inversion. Theorem 4.4 shows somehow this fact and gives an explicit relation between the spin-relaxation times due to the spin-flip and the spin-orbit interactions.

The diffusion limit in this case leads to the study of the following unbounded operator

$$Q_{SO} = Q + \frac{i}{2} \overrightarrow{\Omega} \cdot \overrightarrow{\sigma}$$

with domain given by

$$D(Q_{SO}) = \left\{ F \in L^2_M : \ i[\overrightarrow{\Omega} \cdot \overrightarrow{\sigma}, F] \in L^2_M \right\}$$

(4.12)

4.2.1. Study of $Q_{SO}$. In view of the properties of the collision operator listed in Proposition 3.3, the following proposition summarizes some important properties of $Q_{SO}$.

Proposition 4.6. Under Assumptions 2.1, 4.3, the unbounded operator $(Q_{SO}, D(Q_{SO}))$ given by (4.12)-(4.13) satisfies the following properties.

1. It is a maximal monotone operator on $L^2_M$.

2. Let $\text{Ker}(Q_{SO})$ be the null space of $Q_{SO}$, then we have the following characterization:

$$\text{Ker}(Q_{SO}) = \left\{ F = \frac{tr(F)}{2} I_2 + \tilde{N}_s \cdot \sigma \in L^2_M : \ N = \frac{N_e}{2} I_2 + \tilde{N}_s \cdot \sigma \in L^2(\mathbb{R}^3, H_2(\mathbb{C})) \right\}$$

and

$$\tilde{N}_s = \begin{cases} 0 & \text{if } \overrightarrow{\omega} \text{ depends on } v \\ n_s(x) \overrightarrow{\omega} & \text{if } \overrightarrow{\omega} = \overrightarrow{\omega}(x) \text{ independent on } v. \end{cases}$$

(4.14)

3. The range of $Q_{SO}$ is given by

$$\text{Im}(Q_{SO}) = \left\{ G = \frac{g_c}{2} I_2 + \tilde{g}_s \cdot \sigma \in L^2_M : \int_{\mathbb{R}^3} g_c dv = 0 \right\}$$

and

$$\int_{\mathbb{R}^3} \tilde{g}_s dv \cdot \overrightarrow{\omega} = 0 \text{ if } \overrightarrow{\omega} \text{ does not depend on } v \}$$

(4.15)

Proof. 1. The adjoint of $Q_{SO}$ is given by

$$Q^*_{SO} = Q - \frac{i}{2} [\overrightarrow{\Omega} \cdot \overrightarrow{\sigma}]$$

(4.16)

defined on $D(Q^*_{SO}) = D(Q_{SO})$. Indeed, by definition

$$D(Q^*_{SO}) = \left\{ F \in L^2_M : G \mapsto \langle F, Q_{SO}(G) \rangle_M \text{ is a bounded operator on } D(Q_{SO}) \right\}.$$
For every $F \in D(\mathcal{Q}^*_\mathcal{S}O)$, $G \in D(\mathcal{Q}\mathcal{S}O)$, we have by the self-adjointness of $\mathcal{Q}$

$$\langle F, \mathcal{Q}^*_\mathcal{S}O(G) \rangle = \langle \mathcal{Q}(F) - \frac{i}{2} [\hat{\Omega} \cdot \hat{\sigma}, F], G \rangle, \quad (4.17)$$

This implies that

$$\langle \frac{i}{2} [\hat{\Omega} \cdot \hat{\sigma}, F], G \rangle = \langle \mathcal{Q}(F), G \rangle - \langle F, \mathcal{Q}^*_\mathcal{S}O(G) \rangle$$

for every $G \in D(\mathcal{Q}^*_\mathcal{S}O)$. We deduce that for $F \in D(\mathcal{Q}^*_\mathcal{S}O)$, $\frac{i}{2} [\hat{\Omega} \cdot \hat{\sigma}, F]$ is a linear and continuous operator on $D(\mathcal{Q}^*_\mathcal{S}O)$ which is dense in $L^2_M$. It can be then prolonged to a linear continuous operator on $L^2_M$ which implies that (since $L^2_M$ is an Hilbert space) $\frac{i}{2} [\hat{\Omega} \cdot \hat{\sigma}, F] \in L^2_M$ and thus $F \in D(\mathcal{Q}^*_\mathcal{S}O)$ if $F \in D(\mathcal{Q}^*_\mathcal{S}O)$. The reciprocal inclusion $(D(\mathcal{Q}^*_\mathcal{S}O) \subset D(\mathcal{Q}^*_\mathcal{S}O))$ is obvious and from (4.17), one deduces that $\mathcal{Q}^*_\mathcal{S}$ is given by (4.16) on $D(\mathcal{Q}^*_\mathcal{S}O)$. In other side, $(i \langle \hat{\Omega} \cdot \hat{\sigma}, F \rangle, F) = 0$ for every $F \in L^2_M$. Then, since $\mathcal{Q}$ is a non positive operator, we have

$$\langle \mathcal{Q}(F), F \rangle = \langle \mathcal{Q}(F), F \rangle = \langle \mathcal{Q}(F), F \rangle \leq 0$$

and the operators $\mathcal{Q}$ and $\mathcal{Q}^*_\mathcal{S}$ are monotones. Moreover, $D(\mathcal{Q}^*_\mathcal{S}O)$ is dense in $L^2_M$ and the graph of $\mathcal{Q}^*_\mathcal{S}O$, $\mathcal{G}(\mathcal{Q}^*_\mathcal{S}O)$, is closed. Indeed, let $(F_n, \mathcal{Q}^*_\mathcal{S}O(F_n))$ such that $F_n \in D(\mathcal{Q}^*_\mathcal{S}O)$ be a sequence in $\mathcal{G}(\mathcal{Q}^*_\mathcal{S}O)$ converging to $(F, G)$ in $(L^2_M)^2$. We have to prove that $F \in D(\mathcal{Q}^*_\mathcal{S}O)$ and $G = \mathcal{Q}^*_\mathcal{S}O(F)$. For every $H \in D(\mathcal{Q}^*_\mathcal{S}O)$, one has

$$\langle F_n, \mathcal{Q}^*_\mathcal{S}O(H) \rangle = \langle \mathcal{Q}(F_n), H \rangle$$

By passing to the limit, $n \to +\infty$, one gets

$$\langle F, \mathcal{Q}^*_\mathcal{S}O(H) \rangle = \langle G, H \rangle$$

for every $H \in D(\mathcal{Q}^*_\mathcal{S}O)$ and since $\overline{D(\mathcal{Q}^*_\mathcal{S}O)} = L^2_M$, we deduce that $F \in D(\mathcal{Q}^*_\mathcal{S}O)$ and $\mathcal{Q}^*_\mathcal{S}O(F) = G$. As a consequence, $\mathcal{Q}^*_\mathcal{S}O$ is a densely defined closed operator such that $\mathcal{Q}^*_\mathcal{S}$ and $\mathcal{Q}^*_\mathcal{S}O$ are monotones. It is then a maximal monotone operator on $L^2_M$.

2. Let $F \in \mathcal{K}er(\mathcal{Q}^*_\mathcal{S}O)$, we have

$$\mathcal{Q}(F) + \frac{i}{2} [\hat{\Omega} \cdot \hat{\sigma}, F] = 0. \quad (4.18)$$

Taking the scalar product with $F$ in $L^2_M$, one gets $\langle \mathcal{Q}(F), F \rangle = 0$. This implies that $\mathcal{Q}(F) = 0$ and $F = \mathcal{N}(x)\mathcal{M}(v)$ such that $\mathcal{N} \in L^2(\mathbb{R}^3, \mathcal{H}_2(\mathbb{C}))$ (see Proposition 3.3).

Writing $\mathcal{N} = \frac{\mathcal{N}}{2} I_2 + \tilde{\mathcal{N}} \cdot \hat{\sigma}$ and inserting it in (4.18), we obtain

$$\tilde{\mathcal{N}} \times \tilde{\mathcal{N}} = 0. \quad (4.19)$$

One can deduce simply that $\tilde{\mathcal{N}} = 0$ if $\tilde{\Omega}$ changes direction with $v$ and if not, the vector $\tilde{\mathcal{N}}$ is parallel to $\tilde{\Omega}$.

3. Since $\mathcal{Q}^*_\mathcal{S}O$ is a closed and densely defined operator on $L^2_M$, we have

$$\text{RMO}(\mathcal{Q}^*_\mathcal{S}O) = (\mathcal{Ker}(\mathcal{Q}^*_\mathcal{S}O))^\perp.$$
Moreover, we have $Ker(Q^\dagger_{SO}) = Ker(Q_{SO})$ and it is simple to verify that the orthogonal of $Ker(Q_{SO})$ is nothing else but the set given by (4.15). This implies that $Im(Q_{SO}) \subset Ker(Q_{SO})$. In other side, let $G = \frac{\delta_0}{2} I_2 + \tilde{g}_s \cdot \tilde{\sigma} \in ker(Q_{SO})^\perp$ which means that $\int_{\mathbb{R}^3} g_x dv = 0$ and $(\int_{\mathbb{R}^3} \tilde{g}_s dv) \cdot \tilde{\omega} = 0$ if $\tilde{\omega} = \tilde{\omega}(x)$ does not depend on $v$. Viewing the properties of the collision operator $Q$ (Proposition 3.3), there is a unique function $f_c \in L^2_{\mathcal{M}}(\mathbb{R}^6)$ such that $\int_{\mathbb{R}^3} f_c(x,v) dv = 0$ and $Q(f_c) = g_c$. It remains to verify the existence of a unique $\tilde{f}_s \in (L^2_{\mathcal{M}}(\mathbb{R}^6))^3$ such that $(\int_{\mathbb{R}^3} f_s dv) \cdot \tilde{\omega} = 0$ if $\tilde{\omega}$ does not depend on $v$ and

$$Q(\tilde{f}_s) - \lambda(\tilde{\omega} \times \tilde{f}_s) = \tilde{g}_s.$$  

Since $Q_{SO}$ is a maximal monotone operator, then $\forall \delta > 0$, $\delta Id - Q_{SO}$ is surjective, where $Id$ denotes the identity operator on $L^2_{\mathcal{M}}$. There exists a vector function $\tilde{f}_s^\delta$ such that $\tilde{f}_s^\delta \cdot \tilde{\sigma} \in D(Q_{SO})$ for any $\delta > 0$ and $(\delta Id - Q_{SO})(\tilde{f}_s^\delta) = \tilde{g}_s$. Then,

$$\delta \tilde{f}_s^\delta - Q(\tilde{f}_s^\delta) + \lambda \tilde{\omega} \times \tilde{f}_s^\delta = \tilde{g}_s,$$

for all $\delta > 0$. We have to prove now that the sequence $(\tilde{f}_s^\delta)_{\delta}$ is bounded in $(L^2_{\mathcal{M}}(\mathbb{R}^6))^3$. We argue by contradiction and assume the existence of a subsequence denoted also by $(\tilde{f}_s^\delta)_{\delta}$ such that $\|\tilde{f}_s^\delta\|_{\delta \rightarrow 0} + \infty$ with $\|\cdot\|$ is the norm in $(L^2_{\mathcal{M}}(\mathbb{R}^6))^3$. Denoting by

$$\tilde{f}_s = \frac{\tilde{f}_s^\delta}{\|\tilde{f}_s^\delta\|},$$

we have

$$\delta \tilde{f}_s^\delta - Q(\tilde{f}_s^\delta) + \lambda \tilde{\omega} \times \tilde{f}_s^\delta = \frac{\tilde{g}_s}{\|\tilde{f}_s^\delta\|},$$

and $\|\tilde{f}_s^\delta\| = 1$. Then, by passing to the limit weakly in $(L^2_{\mathcal{M}})^3$, we have $\tilde{f}_s^\delta \rightharpoonup \tilde{f}_s$ in $(L^2_{\mathcal{M}})^3$ such that

$$\delta \tilde{f}_s^\delta - Q(\tilde{f}_s) + \lambda \tilde{\omega} \times \tilde{f}_s = 0,$$

which implies that $\tilde{f}_s = 0$ if $\tilde{\omega}$ depends on $v$ and $\tilde{f}_s = n_s(x)\tilde{\omega}(x)\mathcal{M}$ if not. Moreover, if $\tilde{\omega}$ is independent on $v$, $\tilde{g}_s$ satisfies $(\int_{\mathbb{R}^3} \tilde{g}_s dv) \cdot \tilde{\omega} = 0$. Then, integrating (4.20) with respect to $v$ and multiplying by $\tilde{\omega}$, the same condition is also satisfied by $(\tilde{f}_s^\delta)$:

$$\int_{\mathbb{R}^3} \tilde{f}_s^\delta dv \cdot \tilde{\omega} = 0$$

for every $\delta > 0$. Getting $\delta \rightarrow 0$, one deduces that $n_s = (\int_{\mathbb{R}^3} \tilde{g}_s dv) \cdot \tilde{\omega} = 0$. Hence, $\tilde{f}_s^\delta \rightharpoonup \tilde{f}_s = 0$. In other side, let us show that $\tilde{f}_s^\delta \rightarrow \tilde{f}_s$ strongly in $(L^2_{\mathcal{M}})^3$. This implies that $\|\tilde{f}_s^\delta\| = 1$ and $\|\tilde{f}_s\| = 1 \forall \delta > 0$ which is in contradistinction with $\tilde{f}_s = 0$. Indeed, rewriting equation (4.20) as follows

$$(\delta + \nu(v))\tilde{f}_s^\delta + \lambda \tilde{\omega} \times \tilde{f}_s^\delta = \tilde{g}_s^\delta + Q^+(\tilde{f}_s^\delta),$$

with $\nu(v) = \int_{\mathbb{R}^3} \alpha(v,v')\mathcal{M}(v') dv'$, $Q^+(\tilde{f}_s^\delta) = \int_{\mathbb{R}^3} \alpha(v,v')\tilde{f}_s^\delta(v') dv' \mathcal{M}(v)$ and $\tilde{g}_s^\delta = \frac{\tilde{g}_s}{\|\tilde{f}_s\|}$.

The solution of (4.21) can be computed explicitly. Indeed, without loss of generality,
assume that \( \vec{\omega} = (w_1, w_2, w_3) \) is such that \( w_3 \neq 0 \), \( \|\vec{\omega}\| = 1 \), and complete it to an orthonormal basis of \( \mathbb{R}^3 : (\varepsilon_1, \varepsilon_2, \vec{\omega}) \). The change-of-basis matrix, \( P \), from the standard euclidian basis to the new one is an orthogonal matrix \( \langle t P \cdot P = I_3 \rangle \) given by

\[
P = \frac{1}{(w_1^2 + w_2^2)^{\frac{1}{2}}} \begin{pmatrix}
  w_3 & -w_1 w_2 & w_1(w_1^2 + w_2^2)^{\frac{1}{2}} \\
  0 & w_1^2 + w_2^2 & w_2(w_1^2 + w_2^2)^{\frac{1}{2}} \\
  -w_1 & -w_2 w_3 & w_3(w_1^2 + w_2^2)^{\frac{1}{2}}
\end{pmatrix}.
\] (4.22)

Let \( \vec{F}_s^\delta = t P \vec{f}_s^\delta \) be the new coordinates of \( \vec{f}_s^\delta \) in the new basis \((\varepsilon_i)_i\). Then, it satisfies the following equation

\[
N_\delta(\vec{F}_s^\delta) = t P(\vec{h}_s^\delta),
\] (4.23)

where \( \vec{h}_s^\delta = \vec{g}_s^\delta + Q^+(\vec{f}_s^\delta) \) is the second member of (4.21) and

\[
N_\delta = (\delta + \nu(v)) \begin{pmatrix}
  1 & -\tilde{\lambda} & 0 \\
  \tilde{\lambda} & 1 & 0 \\
  0 & 0 & 1
\end{pmatrix}, \quad \tilde{\lambda}(x,v) = \frac{\lambda(x,v)}{\delta + \nu(v)}.
\] (4.24)

It is simple to verify that \( \vec{h}_s^\delta \) converges strongly in \( (L_3^2) \) to \( Q^+(\vec{f}_s^\delta) \). Moreover, \( N_\delta \) is invertible and

\[
N_\delta^{-1} = \frac{1}{\delta + \nu(v)} \begin{pmatrix}
  1 & \tilde{\lambda} & 0 \\
  -\tilde{\lambda} & 1 + \lambda^2 & 0 \\
  0 & 0 & 1
\end{pmatrix}.
\]

It is a bounded matrix with respect to \( \delta \) uniformly with respect to \( (x,v) \): \( \|N_\delta^{-1}\|_2 \leq \frac{2}{\delta + \alpha_1} \) if the cross section \( \alpha(v,v') \) satisfies Assumption 2.1. As a conclusion, we have

\[
\vec{f}_s^\delta = P \cdot N_\delta^{-1} \cdot t P(\vec{h}_s^\delta)
\]

with \( (\vec{h}_s^\delta)_\delta \) is a strongly convergent sequence in \( (L_3^2) \) and \( N_\delta^{-1} \) is a uniformly bounded matrix with respect to \( \delta \). Then, \( (\vec{f}_s^\delta)_\delta \) converges strongly in \( (L_3^2) \). The proof of the proposition is completed. \( \square \)

The following lemma follows from the last proposition.

**Lemma 4.7.** There exists a unique \( \vec{\chi}_s \in (L_3^2) \) satisfying

\[
Q(\vec{\chi}_s) + \lambda(\vec{\omega} \times \vec{\chi}_s) = v \cdot \nabla_x \vec{\omega} \mathcal{M}
\] (4.25)

under the following condition

\[
\left( \int_{\mathbb{R}^3} \vec{\chi}_s(x,v)dv \right) \cdot \vec{\omega} = 0, \quad \forall x \in \mathbb{R}^3.
\] (4.26)
4.2.2. Proof of Theorem 4.4. With estimate (3.2), there exist \( F \in L^2([0,T], \mathbb{L}_3^2(M)) \) and \( N \in L^2([0,T] \times \mathbb{R}^3; \mathbb{H}_3^1(C)) \) such that \( F^\varepsilon \rightharpoonup F \) and \( N^\varepsilon \rightharpoonup N \) in the corresponding spaces and \( N = \int_{\mathbb{R}^3} F^\varepsilon \, dv \) (since \( N^\varepsilon = \int_{\mathbb{R}^3} F^\varepsilon \, dv, \forall \varepsilon > 0 \)). Multiplying (4.6) by \( \varepsilon^2 \) and passing to the weak limit \( \varepsilon \to 0 \), one gets in the distribution sense

\[
Q(F) + \frac{i}{2} \lbracket \varpi \cdot \sigma, F \rbracket = 0.
\]

Since \( \varpi \) is independent on \( v \) and with (4.14), \( F = N(t,x)M(v) \), such that the density matrix \( N \) can be written as (4.9). Let \( N^\varepsilon = \frac{n^\varepsilon}{2} I_2 + \vec{n}^\varepsilon \cdot \vec{\sigma} \) and \( F^\varepsilon = \frac{f^\varepsilon}{2} I_2 + \vec{f}^\varepsilon \cdot \vec{\sigma} \) with \( n^\varepsilon = \int_{\mathbb{R}^3} f^\varepsilon \, dv \) and \( \vec{n}^\varepsilon = \int_{\mathbb{R}^3} \vec{f}^\varepsilon \, dv \). Then, \( n^\varepsilon \rightharpoonup n_c \) in \( L^2([0,T] \times \mathbb{R}^3) \) and \( \vec{n}^\varepsilon \rightharpoonup \vec{n}_s \varpi \) in \( (L^2([0,T] \times \mathbb{R}^3))^3 \) \((\vec{n}_s \cdot \varpi \rightharpoonup n_s) \) where \( n_c \) and \( n_s \) are the charge and spin parts of \( N \) (4.9). Integrating equation (4.6) with respect to \( v \), one obtains the following continuity equations

\[
\begin{aligned}
\partial_t n^\varepsilon + \text{div}_x j^\varepsilon &= 0, \\
\partial_t \vec{n}^\varepsilon + \nabla_x \cdot J^\varepsilon &= \frac{1}{\varepsilon^2} \int_{\mathbb{R}^3} \left( \vec{1} \times \vec{f}^\varepsilon \right) dv - \frac{2 \vec{n}^\varepsilon}{\tau_{sf}} \end{aligned} \tag{4.27}
\]

where the charge and spin currents, \( j^\varepsilon \) and \( J^\varepsilon \), are given by

\[
\begin{aligned}
j^\varepsilon_c &= \frac{1}{\varepsilon} \int_{\mathbb{R}^3} v f^\varepsilon \, dv, \\
j^\varepsilon_s &= \frac{1}{\varepsilon} \int_{\mathbb{R}^3} (v \otimes \vec{f}^\varepsilon) \, dv.
\end{aligned}
\]

These continuity equations can be obtained weakly by taking test functions constants with respect to \( v \) in the weak formulation (3.1) (this choice of test functions is possible, see the next section). Moreover, using estimate (3.3), there is \( R^c \) in \( L^2([0,T] \times \mathbb{L}_3^2(M)) \) bounded with respect to \( \varepsilon \) such that \( F^\varepsilon = N^\varepsilon M + \varepsilon R^c \). In terms of spin and charge parts, we have

\[
\begin{aligned}
\vec{f}^\varepsilon_s &= \vec{n}^\varepsilon_s M + \varepsilon \vec{r}_s^\varepsilon, \\
f^\varepsilon_c &= n^\varepsilon_c M + \varepsilon r_c^\varepsilon \\
\|r_c^\varepsilon\|_{L^2_t(L^2_x)} &\leq C, \\
\|r_s^\varepsilon\|_{L^2_t(L^2_x)} &\leq C
\end{aligned} \tag{4.28}
\]

where \( C > 0 \) is a general constant independent of \( \varepsilon \). Thus, \( j^\varepsilon_c = \int_{\mathbb{R}^3} vr^\varepsilon \, dv \) and \( (j^\varepsilon_c)^c \) is bounded with respect to \( \varepsilon \) in \( L^2([0,T] \times \mathbb{R}^3) \). It converges weakly to a function \( j_c \) in \( L^2([0,T] \times \mathbb{R}^3) \) and by passing to the limit on the first equation of (4.27), we have

\[
\partial_t n_c + \text{div}_x j_c = 0. \tag{4.29}
\]

Moreover, multiplying the second equation of (4.27) by \( \varpi \), we get

\[
\partial_t (\vec{n}^\varepsilon \cdot \varpi) + \text{div}_x (J^\varepsilon_s (\varpi)) = J^\varepsilon_s \cdot (\nabla_x \otimes \varpi) - \frac{2 \vec{n}^\varepsilon}{\tau_{sf}} \tag{4.30}
\]

where \( J^\varepsilon_s (\varpi) = \frac{1}{\varepsilon^2} \int_{\mathbb{R}^3} (v \otimes \vec{f}^\varepsilon_s (\varpi)) dv - \frac{1}{\varepsilon^2} \int_{\mathbb{R}^3} v (f^\varepsilon_s \cdot \varpi) dv = \int_{\mathbb{R}^3} v (r^\varepsilon_s \cdot \varpi) dv \) bounded with respect to \( \varepsilon \). Let us denote by \( j_s \) the weak limit of \( J^\varepsilon_s (\varpi) \) in \( L^2([0,T] \times \mathbb{R}^3) \). Besides, let \( S^s := J^\varepsilon_s : (\nabla_x \otimes \varpi) \). Then, \( S^s = \frac{1}{\varepsilon} \int_{\mathbb{R}^3} (v \cdot \nabla_s \varpi) \cdot \vec{f}^\varepsilon_s dv \) which is also bounded
with respect to $\varepsilon$ in $L^2([0,T] \times \mathbb{R}^3)$ and converges weakly to a some function $S \in L^2([0,T] \times \mathbb{R}^3)$. By passing to the weak limit $\varepsilon \to 0$, (4.30) yields the following continuity equation

$$\partial_t n_s + \text{div}_x(j_s) = S - \frac{2n_s}{\tau_{sf}}. \tag{4.31}$$

To close this equation, one has to express $j_s$ and $S$ according to $n_s$. For this, taking the Frobenius inner product of (4.6) with $\frac{\theta_1 \vec{\omega} \cdot \vec{\sigma}}{\mathcal{M}}$ where $\theta_1$ is given by (5.8) and integrating with respect to $v$ yields

$$J_s^\varepsilon(w) = -\varepsilon \int_{\mathbb{R}^3} \partial_t (f_s^\varepsilon \cdot \vec{\omega}) \frac{\theta_1}{\mathcal{M}} dv - \int_{\mathbb{R}^3} v \cdot (\nabla_x + \nabla_x V)(\vec{n}_s^\varepsilon \cdot \vec{\omega}) \theta_1 dv - \int_{\mathbb{R}^3} \vec{n}_s^\varepsilon \cdot (v \cdot \nabla_x \vec{\omega}) \theta_1 dv - \varepsilon \int_{\mathbb{R}^3} (v \cdot \nabla_x - \nabla_x V \cdot \nabla_x)(\vec{n}_s^\varepsilon \cdot \vec{\omega}) \frac{\theta_1}{\mathcal{M}} dv - \frac{\varepsilon}{\tau_{sf}} \int_{\mathbb{R}^3} (\vec{f}_s^\varepsilon \cdot \vec{\sigma}) \theta_1 dv,$$

up to straightforward computations using the self-adjointness of the collision operator $Q$ and the expansion of $f_s^\varepsilon$ around the equilibrium (4.28). Taking $\varepsilon$ goes to zero one obtains

$$J_s^\varepsilon(\vec{\omega}) \to j_s = -\mathbb{D}_1(\nabla_x n_s + \nabla_x V n_s) - \int_{\mathbb{R}^3} (v \cdot \nabla_x \vec{\omega}) \cdot \vec{\omega} n_s \theta_1 dv$$

$$= -\mathbb{D}_1(\nabla_x n_s + \nabla_x V n_s) \quad \text{(since } ||\vec{\omega}|| = 1) \tag{4.32}$$

with $\mathbb{D}_1 = \int_{\mathbb{R}^3} (\theta_1 \otimes v) dv$. To rigourously find the relation between $j_s$ and $n_s$, one has to use the weak formulation of (4.6) with $\frac{\theta_1 \vec{\omega} \cdot \vec{\sigma}}{\mathcal{M}} \phi(t, x)$, $\phi \in C^1_c([0,T] \times \mathbb{R}^3)$, as test function and to pass then to the limit. The choice of this test function is justified (see the next section for details). A similar computation gives also

$$j_s = -\mathbb{D}_1(\nabla_x n_c + \nabla_x V n_c). \tag{4.33}$$

Finally, we shall express the limit of $S^\varepsilon := \frac{1}{\varepsilon} \int_{\mathbb{R}^3} (v \cdot \nabla_x \vec{\omega}) \cdot \vec{f}_s^\varepsilon$, $S$, in terms of $n_s$. Taking the inner product of (4.6) with $\vec{\chi}_s$, where $\vec{\chi}_s$ satisfies (4.25)-(4.26), and integrating with respect to $v$, one obtains

$$S^\varepsilon = \varepsilon \int_{\mathbb{R}^3} \partial_t f_s^\varepsilon \cdot \frac{\vec{\chi}_s}{\mathcal{M}} dv + \int_{\mathbb{R}^3} (v \cdot \nabla_x \vec{n}_s^\varepsilon + v \cdot \nabla_x V \vec{n}_s^\varepsilon) \cdot \vec{\chi}_s dv$$

$$+ \varepsilon \int_{\mathbb{R}^3} (v \cdot \nabla_x - \nabla_x V \cdot \nabla_x) \vec{n}_s^\varepsilon \cdot \frac{\vec{\chi}_s}{\mathcal{M}} dv + \frac{\varepsilon}{\tau_{sf}} \int_{\mathbb{R}^3} \vec{f}_s^\varepsilon \cdot \vec{\chi}_s \mathcal{M} dv.$$

By passing to the limit $\varepsilon \to 0$,

$$S = \int_{\mathbb{R}^3} v \cdot \nabla_x (n_s \vec{\omega}) \cdot \vec{\chi}_s dv + \int_{\mathbb{R}^3} v \cdot \nabla_x V n_s (\vec{\omega} \cdot \vec{\chi}_s) dv. \tag{4.34}$$

This limit can be rigourously verified by taking $\frac{\vec{\chi}_s}{\mathcal{M}} \phi(t, x)$, with $\phi \in C^1_c([0,T] \times \mathbb{R}^3)$, as test function in (3.1). This choice is valid since $\frac{\vec{\chi}_s}{\mathcal{M}}$ is polynomially increasing at
The matrices \( P \) and \( C \) with \( \nu \) are given by (4.22) and (4.23), respectively. When the effective field of the spin-orbit coupling is of order one with respect to \( v \), we take a general effective field \( \vec{\chi} = \vec{\chi}(\epsilon) \), and apply the same computations we have made for resolving equation (4.21), one finds

\[
\int_{\mathbb{R}^3} (v \cdot \nabla_x \vec{\omega}) \cdot \vec{x}_s dv = \int_{\mathbb{R}^3} \frac{Q(\vec{x}_s)}{M} dv = -\chi(x) \leq 0.
\]

Consequently, the charge and spin densities \( n_c \) and \( n_s \) satisfy

\[
\begin{align*}
\partial_t n_c - \text{div}_x (\mathbb{D}_1 (\nabla_x n_c + n_c \nabla_x V)) &= 0 \\
\partial_t n_s - \text{div}_x (\mathbb{D}_1 (\nabla_x n_s + n_s \nabla_x V)) &= -\frac{2n_s}{\tau_{sf}} - \chi(x) n_s
\end{align*}
\]

which yields (4.10). The proof of Theorem 4.4 is achieved.

**Lemma 4.8.** Let \( \vec{x}_s \) be the solution of (4.25)-(4.26). Then under Assumption 2.1 and Assumption 4.3, one has

\[
\frac{|\vec{x}_s|}{M} \leq C(1 + |v|)^m + 1, \quad \sum_{\eta \in \{x, v\}} \frac{\partial_\eta \vec{x}_s}{M} \leq C(1 + |v|)^{m'},
\]

with \( C \) is a general positive constant and \( m', m \in \mathbb{N} \).

**Proof.** Rewriting equation (4.25) as

\[
-\nu(v) \vec{x}_s + \lambda (\vec{\omega} \times \vec{x}_s) = (v \cdot \nabla_x \vec{\omega} - Q^+(\vec{x}_s)) \mathcal{M}(v) \tag{4.35}
\]

with \( \nu(v) = \int_{\mathbb{R}^3} \alpha(v, v') \mathcal{M}(v') dv' \), \( Q^+(\vec{x}_s) = \int_{\mathbb{R}^3} \alpha(v, v') \vec{x}_s(v') dv' \) and applying the same computations we have made for resolving equation (4.21), one finds

\[
\frac{\vec{x}_s}{M} = P \cdot N^{-1} \cdot t P(v \cdot \nabla_x \vec{\omega} - Q^+(\vec{x}_s)).
\]

The matrix \( P \) is given by (4.22) and

\[
N^{-1} = -\frac{1}{\nu} \begin{pmatrix}
\frac{1}{1 + \lambda v} & \frac{1}{1 + \lambda v} & 0 \\
\frac{-\lambda}{1 + \lambda v} & \frac{1}{1 + \lambda v} & 1 \\
0 & 0 & 1
\end{pmatrix}, \quad \tilde{\lambda}(x, v) = -\frac{\lambda(x, v)}{\nu(v)}.
\]

The matrices \( P \) and \( N^{-1} \) are uniformly bounded with respect to \( (x, v), \|P\|_2 = \sqrt{3} \) and \( \|N^{-1}\|_2 \leq 2 \frac{\alpha_1}{\alpha_1} \) (with Assumption 2.1). Therefore, using Assumption 4.3, we deduce that \( \frac{|\vec{x}_s|}{M} \leq C(1 + |v|)^{m+1} \). Similarly, by differentiating (4.35) with respect to \( x \) or \( v \), one can obtain the second estimates on \( \frac{\partial_\eta \vec{x}_s}{M} \).

**5. A general spin-vector Drift-Diffusion model.** This section is concerned with the diffusion limit when the spin-orbit coupling is of order one with respect to \( \epsilon (\alpha = \mathcal{O}(1)) \). This scaling is useful to get a spin vector continuum model with rotational effects when the effective field of the spin-orbit coupling is odd with respect to \( v \). Here we take a general effective field \( \vec{\Omega}^v \) as follows

\[
\vec{\Omega}^v(x, v) = \frac{1}{\epsilon} \vec{\Omega}_c(x, v) + \vec{\Omega}_e(x, v),
\]

(5.1)
where $\tilde{\Omega}_o$ is odd with respect to $v$ and $\tilde{\Omega}_e$ is even with respect to $v$. For instance, $\tilde{\Omega}_o$ can be the effective magnetic field following from the spin-orbit interactions (Rashba [5], Dresselhaus [9]) or the odd part of an applied magnetic field and $\tilde{\Omega}_e$ can represent the even part of an applied field. The scaled spinor Boltzmann equation writes then as

$$\frac{\partial F^c}{\partial t} + \frac{1}{\varepsilon}(v \cdot \nabla_x F^c - \nabla_x V \cdot \nabla_v F^c) = \frac{1}{\varepsilon^2}Q(F^c) + i |\tilde{\Omega}| (x,v) \cdot \tilde{\sigma} F^c + Q_{sf}(F^c), \tag{5.2}$$

with the initial condition (2.2) and the operators $Q$, $Q_{sf}$ are respectively given by (2.3) and (2.5). Let us rewrite the weak formulation of (5.2). A function $F^c \in L^2([0, T]; \mathbb{L}^2_M)$ is called weak solution of (5.2) if it satisfies:

$$- \int_0^T \int_{\mathbb{R}^3} (F^c, \partial_t \psi)_2 dt dx dv - \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^3} (F^c, v \cdot \nabla_x \psi - \nabla_x V \cdot \nabla_v \psi)_2 dt dx dv =$$

$$\frac{1}{\varepsilon^2} \int_0^T \int_{\mathbb{R}^3} Q(F^c), \psi)_2 dt dx dv + \int_0^T \int_{\mathbb{R}^3} \left( \frac{i}{2} |\tilde{\Omega}| (x,v) \cdot \tilde{\sigma}, F^c \right)_2 dt dx dv$$

$$+ \int_0^T \int_{\mathbb{R}^3} (Q_{sf}(F^c), \psi)_2 dt dx dv + \int_0^T \int_{\mathbb{R}^3} (F_{in}, \psi(0))_2 dt dx dv, \tag{5.3}$$

for all $\psi \in C^1_0([0, T] \times \mathbb{R}^6; \mathcal{H}_2(\mathbb{C}))$.

**Assumption 5.1.** We assume that $\tilde{\Omega}_o(x,v)$ and $\tilde{\Omega}_e(x,v)$ are respectively two regular odd and even vectors with respect to $v$. In addition, we suppose that $\tilde{\Omega}_o$ is compactly supported with respect to $x$ and there exist a constant $C_0 > 0$ and $m \in \mathbb{N}$ such that

$$|\tilde{\Omega}_o(x,v)| + \sum_{\eta \in \{x,v\}} |\partial_{\eta} \tilde{\Omega}_o(x,v)| \leq C_0 (1 + |v|)^m. \tag{5.4}$$

The main results of this section are stated in the following two theorems.

**Theorem 5.2.** Let $T > 0$, $F_{in} \in L^2_M$ and assume that Assumption 2.1, Assumption 2.2 and Assumption 5.1 hold. Let for all $\varepsilon > 0$ $F^c \in C^0([0, T]; \mathbb{L}^2_M)$ be the weak solution of (5.2)-(2.2). Then, the matrix density $N^\varepsilon := \int_{\mathbb{R}^3} F^c(t,x,v) dv$ converges weakly in $L^2([0, T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C}))$ to $N$ which satisfies the following equation

$$\partial_t N - \text{div} \{\mathbb{D}_1 (\nabla_x N + N \nabla_x V) - i \mathbb{D}_2 [\tilde{\sigma}, N] \} =$$

$$\frac{i}{2} |\tilde{\Omega}| \cdot \tilde{\sigma} N + (\mathbb{D}_4 - \text{tr} (\mathbb{D}_4))(\tilde{N}_s) \cdot \tilde{\sigma} + Q_{sf}(N) \tag{5.5}$$

with initial condition $N(0,x) = \int_{\mathbb{R}^3} F_{in}(x,v) dv$, and where $\tilde{N}_s$ is the spin density part of $N$. In addition, if we decompose $N$ as : $N = \frac{N_c}{2} I_2 + \tilde{N}_s \cdot \tilde{\sigma}$, then the charge and spin densities satisfy

$$\begin{cases}
\partial_t N_c - \text{div} (\mathbb{D}_1 (\nabla_x N_c + \nabla_x V N_c)) = 0 \\
\partial_t \tilde{N}_s - \text{div} (\mathbb{D}_1 \cdot (\nabla_x \otimes \tilde{N}_s + \nabla_x V \otimes \tilde{N}_s) + 2 (\mathbb{D}_2 \times \tilde{N}_s)_{k=1,2,3}) = -\tilde{\Omega} \times \tilde{N}_s + (\mathbb{D}_4 - \text{tr} \mathbb{D}_4)(\tilde{N}_s) - 2 \tilde{N}_s \times r_{sf}.
\end{cases} \tag{5.6}$$
Here,

\[ \tilde{\Omega} = \text{div}_x \mathbb{D}_2 - \mathbb{D}_3 (\nabla_x V) + H_e, \quad H_e(x) = \int_{\mathbb{R}^3} \tilde{\Omega}_e(x,v) M(v) dv, \tag{5.7} \]

the matrices \( \mathbb{D}_1, \mathbb{D}_2, \mathbb{D}_3 \) and \( \mathbb{D}_4 \) are given by (5.10) and \( \mathbb{D}_i^k \) is the \( k \)-th row of \( \mathbb{D}_i \).

**Theorem 5.3 (Maximum principle).** Let \( N_{in} \in L^2(\mathbb{R}^3, H^1_{sym}(\mathbb{C})) \) be given and under the same hypothesis as for the last theorem, there exists a unique weak solution \( N(t,x) = \frac{N_i(t,x)}{2} I_2 + N_s(t,x), \sigma \in C^0([0,T],L^2(\mathbb{R}^3,H^1_{sym}(\mathbb{C}))) \) for any \( T > 0 \) of (5.6) with \( N(0,x) = N_{in}(x) \). In addition, for all \( t \geq 0 \) and \( x \in \mathbb{R}^3 \), \( N(t,x) \) is an Hermitian and positive matrix \( (N(t,x) \in H^1_{sym}(\mathbb{C})) \).

**Remark 5.4.** The right hand side of the limit equation (5.6) is the sum of a rotational term around a certain field \( \tilde{\Omega} \) (5.7) and a relaxation terms arising from the spin-flip and non spin-flip scattering operators \( (\mathbb{D}_4 - \text{tr}(\mathbb{D}_4)) \) is a negative matrix since \( \mathbb{D}_4 \) is a symmetric positive definite matrix. The limiting effective field (5.7) contains an averaging of the even part \( \tilde{\Omega}_e \) and keeps traces via the matrices \( \mathbb{D}_2 \) and \( \mathbb{D}_3 \) from the odd part \( \tilde{\Omega}_o \) of the effective field in the kinetic equation.

Before beginning the proof of these theorems, we have to introduce the four matrices \( \mathbb{D}_1, \mathbb{D}_2, \mathbb{D}_3 \) and \( \mathbb{D}_4 \) appearing in the limit model (5.6). These matrices keep traces from the collision operator and the spin-orbit interactions considered. This is the aim of the two following propositions.

**Proposition 5.5.** There exist a unique \( \theta_1 \in (L^2_{\chi})^3 \) and \( \theta_2 \in (L^2_{\chi})^3 \) such that

\[-Q(\theta_1 I_2) = v M(v) I_2, \quad \int_{\mathbb{R}^3} \theta_1(v) dv = 0, \tag{5.8}\]

\[-Q(\theta_2 I_2) = \tilde{\Omega}_o(v) M(v) I_2, \quad \int_{\mathbb{R}^3} \theta_2(v) dv = 0, \tag{5.9}\]

where \( I_2 \) is the \( 2 \times 2 \) identity matrix.

**Proof.** Using the properties of the collision operator introduced in Proposition 3.3 and since \( \int_{\mathbb{R}^3} v M(v) I_2 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \), there exists \( \theta_1 \in (L^2_{\chi})^3 \) such that \( -Q(\theta_1) = v M(v) I_2 \). The uniqueness of \( \theta_1 \) is guarantied under the condition \( \int_{\mathbb{R}^3} \theta_1(v) dv = 0 \). It remains to prove that \( \theta_1 \) is a scalar matrix. For this, we decompose \( \tilde{\Omega}_o \) in the orthogonal basis \( \{I_2, \sigma_1, \sigma_2, \sigma_3\} \) of the set of \( 2 \times 2 \) hermitian matrices and we use the linearity of \( \theta_1 \). Since \( \tilde{\Omega}_o \) is odd with respect to \( v \), one can check similarly the existence of \( \theta_2 \) satisfying (5.9).

**Proposition 5.6.** Let \( \mathbb{D}_1, \mathbb{D}_2, \mathbb{D}_3 \) and \( \mathbb{D}_4 \) be the \( 3 \times 3 \) matrices defined respectively by

\[
\mathbb{D}_1 = \int_{\mathbb{R}^3} (\theta_1(v) \otimes v) dv, \quad \mathbb{D}_2 = \int_{\mathbb{R}^3} (v \otimes \theta_2(v)) dv, \\
\mathbb{D}_3 = \int_{\mathbb{R}^3} (\tilde{\Omega}_o(v) \otimes \theta_1(v)) dv, \quad \mathbb{D}_4 = \int_{\mathbb{R}^3} (\theta_2(v) \otimes \tilde{\Omega}_o(v)) dv \tag{5.10}\]

where \( \theta_1, \theta_2 \) are given by (5.8), (5.9). The matrices \( \mathbb{D}_1 \) and \( \mathbb{D}_4 \) are symmetric positive definite and \( \mathbb{D}_3 = \mathbb{D}_2 \).
Moreover, if $X$ of $Q$ satisfies (5.5) and (5.8) respectively. Integrating equation (5.2) with respect to $v$ yields

$$\partial_t N^\varepsilon + \text{div}_x J^\varepsilon = S^\varepsilon + Q_{sf}(N^\varepsilon),$$

(5.12)
where \( N^\varepsilon = \int_{\mathbb{R}^3} F^\varepsilon dv, \quad J^\varepsilon = \frac{1}{\varepsilon} \int_{\mathbb{R}^3} vF^\varepsilon(t,x,v)dv \) and \( S^\varepsilon = \frac{i}{2} \int_{\mathbb{R}^3} \vec{\Omega}^\varepsilon(x,v) \cdot \vec{\sigma}, F^\varepsilon(t,x,v)dv \). In addition, using the Hilbert expansion of \( F^\varepsilon \), one can calculate formally the limit of each term of the last equation. Indeed, we have

\[
J^\varepsilon = \frac{1}{\varepsilon} \int_{\mathbb{R}^3} vF^\varepsilon(v)dv \equiv \frac{1}{\varepsilon} \left( \int_{\mathbb{R}^3} vM(v)dv \right) N + \int_{\mathbb{R}^3} vF^1 dv + O(\varepsilon)
\]

\[
= 0 + \int_{\mathbb{R}^3} vF^1 dv + O(\varepsilon) = -\mathbb{D}_1(\nabla_x N + N\nabla_x V) + \frac{i}{2} \mathbb{D}_2([\vec{\sigma}, N]) + O(\varepsilon), \quad (5.13)
\]

Then, by a straightforward computation, one finds

\[
2S^\varepsilon = -i [\mathbb{D}_3(\nabla_x + \nabla_x V) \cdot \vec{\sigma}, N] - \frac{1}{2} \sum_{i,j=1}^3 \mathbb{D}_4^{ij} [\vec{e}_i \cdot \vec{\sigma}, [\vec{e}_j \cdot \vec{\sigma}, N]] + i [H_e \cdot \vec{\sigma}, N] + O(\varepsilon),
\]

(5.14)

where \( \{\vec{e}_1, \vec{e}_2, \vec{e}_3\} \) is the euclidian basis of \( \mathbb{R}^3 \). Let \( N = \frac{N^\varepsilon}{\varepsilon} \vec{J}_1 + \vec{N}_s \cdot \vec{\sigma} \), then with Lemma 2.4 and the double cross product formula, \( \vec{a} \times (\vec{b} \times \vec{c}) = (\vec{a} \cdot \vec{c})\vec{b} - (\vec{a} \cdot \vec{b})\vec{c} \), one obtains

\[
\sum_{i,j=1}^3 \mathbb{D}_4^{ij} [\vec{e}_i \cdot \vec{\sigma}, [\vec{e}_j \cdot \vec{\sigma}, N]] = -4 \sum_{i,j=1}^3 \mathbb{D}_4^{ij} \vec{e}_i \times (\vec{e}_j \times \vec{N}_s) \cdot \vec{\sigma}
\]

\[
= -4 \sum_{i,j=1}^3 \mathbb{D}_4^{ij} (\vec{N}_s \vec{e}_j - \vec{e}_i \cdot \vec{e}_j \vec{N}_s) \cdot \vec{\sigma}, \quad (\vec{N}_s = \vec{N}_s \cdot \vec{e}_i)
\]

\[
= -4 (\mathbb{D}_4 \vec{N}_s) - tr(\mathbb{D}_4) \vec{N}_s \cdot \vec{\sigma}.
\]

Replacing (5.13) and (5.14) in (5.12), passing to the limit \( \varepsilon \to 0 \), and using the fact that \( \mathbb{D}_2 = \mathbb{D}_3 \) which implies that

\[
\text{div}_x (\mathbb{D}_2 [\vec{\sigma}, N]) = \left( \text{div}(\mathbb{D}_2 + \mathbb{D}_3(\nabla_x)) \right) \cdot \vec{\sigma}, N],
\]

one obtains (5.5). \( \square \)

### 5.2. Diffusion limit: the rigorous approach.

This part is devoted to the proof of Theorem 5.2. The first Lemma is a consequence of estimate (3.2).

**Lemma 5.8.** Let \( T > 0 \) and let \( F^\varepsilon \in C^0([0,T];L^2_{\lambda}(\mathcal{H}_2)^3) \) be the weak solution of (5.2).

There exist \( F \in L^2([0,T];L^2_{\lambda}(\mathcal{H}_2)^3) \) and \( N \in L^2([0,T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C})) \) such that

\[
F^\varepsilon \rightharpoonup F \quad \text{in} \quad L^2([0,T];L^2_{\lambda}(\mathcal{H}_2)^3) - \text{weak} \quad \text{and} \quad N^\varepsilon \rightharpoonup N \quad \text{in} \quad L^2([0,T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C})) - \text{weak}.
\]

(5.15)

In addition, we have \( N(t,x) = \int_{\mathbb{R}^3} F(t,x,v)dv \) a.e. \( (t,x) \in \mathbb{R}^+ \times \mathbb{R}^3 \).

**Definition 5.9.** For all \( \varepsilon \in \mathbb{R}^+ \), we define the current \( J^\varepsilon \) and the source spin-orbit term \( S^\varepsilon \) by

\[
J^\varepsilon(t,x) = \frac{1}{\varepsilon} \int_{\mathbb{R}^3} vF^\varepsilon(t,x,v)dv,
\]

(5.16)
Lemma 5.10. The current \( J^\varepsilon \) and the term \( S^\varepsilon \) given by (5.16), (5.17) are respectively bounded in \( L^2([0,T] \times \mathbb{R}^3; (\mathcal{H}_2(\mathbb{C}))^3) \) and \( L^2([0,T] \times \mathbb{R}^3; \mathcal{H}_2(\mathbb{C})) \) with respect to \( \varepsilon \).

Proof. By (3.3), there exists \( R^\varepsilon \in L^2([0,T], L^2_M) \) such that

\[
F^\varepsilon = N^\varepsilon M + \varepsilon R^\varepsilon \quad \text{and} \quad ||R^\varepsilon||_{L^2([0,T], L^2_M)} \leq C. \tag{5.18}
\]

The current is then equal to: \( J^\varepsilon(t,x) = \int_{\mathbb{R}^3} vR^\varepsilon(t,x,v)dv \), and for all \((t,x)\in\mathbb{R}^+\times\mathbb{R}^3\), we have with the Cauchy-Schwartz inequality

\[
\int_0^T \int_{\mathbb{R}^3} ||J^\varepsilon(t,x)||_{\mathcal{H}_2(\mathbb{C})}^2 dtdx \leq \int_0^T \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} |v||R^\varepsilon||_2 dv \right)^2 dtdx \leq ||R^\varepsilon||_{L^2([0,T], L^2_M)}^2 \left( \int_{\mathbb{R}^3} |v|^2 M dv \right).
\]

Then, with (5.18), \( J^\varepsilon \) is bounded in \( L^2([0,T] \times \mathbb{R}^3; (\mathcal{H}_2(\mathbb{C}))^3) \). By proceeding analogously, we obtain the boundedness of \( S^\varepsilon \) in \( L^2([0,T] \times \mathbb{R}^3; \mathcal{H}_2(\mathbb{C})) \). \( \square \)

Proof of Theorem 5.2: As a consequence of Lemma 5.10, there exist \( J \in L^2([0,T] \times \mathbb{R}^3, (\mathcal{H}_2(\mathbb{C}))^3) \) and \( S \in L^2([0,T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C})) \) such that

\( J^\varepsilon \rightharpoonup J \) in \( L^2([0,T] \times \mathbb{R}^3; (\mathcal{H}_2(\mathbb{C}))^3) \) – weak and \( S^\varepsilon \rightharpoonup S \) in \( L^2([0,T] \times \mathbb{R}^3; \mathcal{H}_2(\mathbb{C})) \) – weak.

If we pass formally to the limit in the equation (5.12) we get the continuity equation

\[
\partial_t N + \text{div}_x J = S + Q_{sf}(N). \tag{5.19}
\]

In order to complete the limit equation (5.19), we have to find the relation between \( J \), \( S \) and \( N \). Indeed, multiplying equation (5.2) with \( \frac{\theta^1 I_2}{M} \) and integrating with respect to \( v \) yields:

\[
J^\varepsilon = -\int_{\mathbb{R}^3} (v \cdot \nabla_x F^\varepsilon - \nabla_x v \cdot \nabla \theta^1 F^\varepsilon + \varepsilon \partial_t F^\varepsilon) \frac{\theta^1}{M} dv \\
+ \frac{i\varepsilon}{2} \int_{\mathbb{R}^3} [\vec{\Omega}^\varepsilon \cdot \vec{\sigma}, F^\varepsilon] \frac{\theta^1}{M} dv + \varepsilon \int_{\mathbb{R}^3} Q_{sf}(F^\varepsilon) \frac{\theta^1}{M} dv.
\]

By passing to the limit, \( \varepsilon \to 0 \), we get

\[
J = -\int_{\mathbb{R}^3} v \cdot (\nabla_x N + \nabla_x VN) \theta^1 dv + \frac{i}{2} \int_{\mathbb{R}^3} [\vec{\Omega}, \vec{\sigma}, N] \theta^1 dv \\
= -D_1(\nabla_x N + \nabla_x VN) + \frac{i}{2} D_2[\vec{\sigma}, N]. \tag{5.20}
\]
To find the relation between \( S \) and \( N \), we apply the operation: 
\[
\frac{i}{2} \int_{\mathbb{R}^3} \frac{[\theta_2 \cdot \sigma, \cdot]}{\mathcal{M}} \, dv
\]
on (5.2). This yields
\[
S^\varepsilon - \frac{i}{2} \int_{\mathbb{R}^3} [\Omega, \cdot, \sigma] \, dv = -\frac{i}{2} \int_{\mathbb{R}^3} [\theta_2 \cdot \sigma, \cdot] \xi \cdot F^\varepsilon + v \cdot \nabla_x F^\varepsilon - \nabla_x V \cdot \nabla_x F^\varepsilon \, dv
\]
\[
- \varepsilon \int_{\mathbb{R}^3} [\theta_2 \cdot \sigma, [\tilde{\Omega}, \cdot, \sigma] \, dv + \frac{i\varepsilon}{4} \int_{\mathbb{R}^3} [\theta_2 \cdot \sigma, Q_s(F^\varepsilon)] \, dv.
\]
Taking \( \varepsilon \) goes to zero and using \( D_3 = D_2 \), the last equation becomes (see the proof of Proposition 5.7 for calculation details)
\[
S = -\frac{i}{2} \int_{\mathbb{R}^3} [\theta_2 \cdot \sigma, \cdot] \xi \cdot (\nabla_x N + \nabla_x V N) \, dv - \frac{1}{4} \int_{\mathbb{R}^3} [\theta_2 \cdot \sigma, [\tilde{\Omega}, \cdot, \sigma], N] \, dv + \frac{i}{2} [H_6 \cdot \sigma, N]
\]
\[
= -\frac{i}{2} [D_3(\nabla_x + \nabla_x V) \cdot \sigma, N] + (D_4 - tr(D_4))(\tilde{N}_3) \cdot \sigma + \frac{i}{2} [H_6 \cdot \sigma, N]. \quad (5.21)
\]

For rigorous analysis, we have to use the weak formulation of (5.2) with different test functions. Remark first that (5.3) is also verified for test functions lie in the following space
\[
T = \{ \psi(t, x, v) \in C^1([0, T) \times \mathbb{R}^6, \mathcal{H}_2(\mathbb{C})) \text{ compactly supported with respect to } (t, x) \text{ and } \psi \text{ and all its derivatives are polynomially increasing with respect to } v \}
\]
i.e: \( \exists n \in \mathbb{N}, C \in \mathbb{R}^+ / \| \psi(t, x, v) \|_2 + \sum_{s \in \{t, x, v\}} \| \partial_s \psi \|_2 \leq C(1 + |v|^n) \}. \quad (5.22)

In particular, if we take \( \psi = \phi(t, x, v) \in C^1_2([0, T) \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C})) \) in (5.3), we obtain
\[
- \int_0^T \int_{\mathbb{R}^3} \langle N^\varepsilon, \partial_t \phi \rangle \, dt \, dx - \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^6} \langle F^\varepsilon, v, \nabla_x \phi \rangle \, dt \, dx \, dv = \int_0^T \int_{\mathbb{R}^3} \left( \frac{i}{2} \langle \tilde{\Omega}(v), \sigma, F^\varepsilon \rangle \, dv \right) \phi \, dx \, dt \, dv + \int_0^T \int_{\mathbb{R}^3} \langle Q_s(F^\varepsilon), \phi \rangle \, dt \, dx \, dv \quad (5.23)
\]
This is nothing else but the weak formulation of the continuity equation (5.12) with initial condition
\[
N^\varepsilon(0, x) = \int_{\mathbb{R}^3} F_{in}(x, v) \, dv. \quad (5.24)
\]

Passing to the limit \( \varepsilon \to 0 \) in (5.23), one finds the limit continuity equation (5.19) in the distribution sense.

It remains now to rigorously rely the current \( J \) and the term \( S \) with the density \( N \). For this, one needs the following lemma which can be proved as Lemma 4.8.

**Lemma 5.11.** Let \( \theta_1 \) and \( \theta_2 \) be given by (5.8), (5.9). Then, under Assumption 2.1 and Assumption 5.1, we have
\[
\frac{|\theta_1|}{\mathcal{M}} \leq C(1 + |v|), \quad \sum_{i=1}^{3} \frac{|\partial_{\nu_i} \theta_1|}{\mathcal{M}} \leq C(1 + |v|^2), \quad (5.25)
\]
where $C$ stands for a generic nonnegative constant.

This lemma shows that for all $\phi \in C^1_c([0,T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C}))$ each component of the vectorial function $\psi = \phi(t,x) \frac{\partial}{\partial t}$ belongs to $\mathcal{T}$. Using it as a test function in the weak formulation (5.3), we get

$$
\int_0^T \int_{\mathbb{R}^3} (J^*, \phi)_{2} dt dx = \varepsilon \int_0^T \int_{\mathbb{R}^3} (F^e, \phi)_{2} \frac{\partial}{\partial t} M_{1} dt dx + \int_0^T \int_{\mathbb{R}^3} (F^e, v \cdot \nabla_x \phi - v \cdot \nabla_x V \phi)_{2} \frac{\partial}{\partial t} M_{1} dt dx \\
- \int_0^T \int_{\mathbb{R}^3} (F^e, \phi)_{2} \nabla_x \theta_1 M_{1} dt dx + \int_0^T \int_{\mathbb{R}^3} \varepsilon \left( \frac{1}{2} \nabla \cdot \sigma, F^e \right)_{2} \frac{\partial}{\partial t} M_{1} dt dx \\
+ \varepsilon \int_0^T \int_{\mathbb{R}^3} (Q_{1f}(F^e), \phi)_{2} \frac{\partial}{\partial t} M_{1} dt dx + \varepsilon \int_0^T \int_{\mathbb{R}^3} (F_{in}, \phi(0,x))_{2} \frac{\partial}{\partial t} M_{1} dt dx.
$$

(5.27)

**Lemma 5.12.** Let $\tilde{\Omega}$ be a general vector field ($\tilde{\Omega} = \tilde{\Omega}_o$ or $\tilde{\Omega}_e$), then $[\tilde{\Omega} \cdot \tilde{\sigma}, F^e]$ converges weakly to $[\tilde{\Omega} \cdot \tilde{\sigma}, N] M_{1}$ in $L^2([0,T], L^2_{\mu})$.

**Proof.** For all $\psi \in L^2([0,T], L^2_{\mu})$, we have

$$
\int_0^T \int_{\mathbb{R}^3} \frac{\langle [\tilde{\Omega} \cdot \tilde{\sigma}, F^e], \psi \rangle_{2}}{M_{1}} dt dx = - \int_0^T \int_{\mathbb{R}^3} \frac{\langle F^e, [\tilde{\Omega} \cdot \tilde{\sigma}, \psi] \rangle_{2}}{M_{1}} dt dx \\
\longrightarrow_{\varepsilon \to 0} - \int_0^T \int_{\mathbb{R}^3} \langle N, [\tilde{\Omega} \cdot \tilde{\sigma}, \psi] \rangle_{2} dt dx = \int_0^T \int_{\mathbb{R}^3} \langle [\tilde{\Omega} \cdot \tilde{\sigma}, N], \psi \rangle_{2} dt dx.
$$

Using this lemma and with (5.25), it is simply to verify that we can pass to the limit in all the terms of equation (5.3). We obtain in the limit

$$
\int_0^T \int_{\mathbb{R}^3} (J, \phi)_{2} dt dx = \int_0^T \int_{\mathbb{R}^3} \langle N, (\nabla_x \phi - \nabla_x V \phi) \cdot v \rangle_{2} \theta_1 dt dx \\
+ \int_0^T \int_{\mathbb{R}^3} \varepsilon \left( \frac{1}{2} \tilde{\Omega}_o(x,v) \cdot \tilde{\sigma}, N \right) \phi_{2} \theta_1 dt dx \\
= \int_0^T \int_{\mathbb{R}^3} \langle N, D_1(\nabla_x \phi - \nabla_x V \phi) \rangle_{2} dt dx + \int_0^T \int_{\mathbb{R}^3} \varepsilon \left( \frac{1}{2} D_2 \cdot \tilde{\sigma}, N \right) \phi_{2} dt dx.
$$

This is the weak formulation of the current (5.20). Finally, to find weakly the relation between $S$ and $N$ given by (5.21), we choose now $\psi = \frac{i}{2} \theta_1 \cdot \tilde{\sigma}, \phi(t,x)$ for an arbitrary $\phi \in C^1_c([0,T] \times \mathbb{R}^3, \mathcal{H}_2(\mathbb{C}))$ as a test function in (5.3). In view of (5.26) and Assumption
5.1. This is an admissible test function (i.e. belongs to $T$). One has
\[
\int_0^T \int_{\mathbb{R}^3} (S^*, \phi) dt dx - \int_0^T \int_{\mathbb{R}^6} \left( \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx = - \varepsilon \int_0^T \int_{\mathbb{R}^6} \left( \frac{i}{2} \mathcal{M}_s \phi, \phi \right) dt dx
\]
\[
- \int_0^T \int_{\mathbb{R}^6} \left( F^*, \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx + \frac{\varepsilon}{6} \int_0^T \int_{\mathbb{R}^6} \left( [\bar{F}^* \phi, i\mathcal{L}_s \phi], \phi \right) dt dx
\]
which, to obtain the left hand side of this equation, we have used the self-adjointness of $Q$ and the following identity.

**Lemma 5.13.** For each $A, B$ and $C$ in $\mathcal{M}_2(\mathbb{C})$, we have
\[
\langle [A, B, C] \rangle = \langle C^*, [A^*, B] \rangle.
\]  

One verifies easily that we can pass to the limit at all the terms of (5.28) to obtain
\[
\int_0^T \int_{\mathbb{R}^3} (S, \phi(t, x)) dt dx - \int_0^T \int_{\mathbb{R}^6} \left( \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx =
\]
\[
- \int_0^T \int_{\mathbb{R}^6} \left( N, \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx + \frac{\varepsilon}{6} \int_0^T \int_{\mathbb{R}^6} \left( [\bar{F} \phi, i\mathcal{L}_s \phi], \phi \right) dt dx
\]
This can be rewritten, using identity (5.29) and the self-adjointness of all our matrices, as follows
\[
\int_0^T \int_{\mathbb{R}^3} (S, \phi(t, x)) dt dx = \int_0^T \int_{\mathbb{R}^6} \left( \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx
\]
\[
+ \int_0^T \int_{\mathbb{R}^6} \left( \frac{i}{2} \mathcal{L}_s \phi, \phi \right) dt dx - \frac{1}{4} \int_0^T \int_{\mathbb{R}^6} \left( [\bar{F} \phi, i\mathcal{L}_s \phi], \phi \right) dt dx
\]
This is the weak formulation of equation (5.21). The proof of Theorem 5.2 is achieved.

**5.3. Maximum Principle (Proof of Theorem 5.3).** The existence of weak solution of (5.5) can be readily verified using semigroups technics [16] and the fact that $D_1$ and $D_4$ are two symmetric definite positive matrices. Let us just show that, for all $(t, x)$, $N(t, x) := \frac{N_c(t, x)}{2} + \bar{N}_s(t, x) - \bar{\sigma}$ is a non-negative matrix. It is sufficient to verify that $\frac{N_c}{2} \geq \|\bar{N}_s\|$ since the eigenvalues of $N$ are $\frac{N_c}{2} \pm \|\bar{N}_s\|$. All the following computations can be made rigourously using the weak form of (5.6). Taking the scalar product of the second equation of (5.6) with $\bar{N}_s$, we get
\[
\|\bar{N}_s\| \langle \partial_t (\|\bar{N}_s\|) - \text{div}_x (D_1 \cdot (\nabla_x \otimes \bar{N}_s + \nabla_x V \otimes \bar{N}_s)) \cdot \bar{N}_s = 2(D_2(\nabla_x) \times \bar{N}_s) \cdot \bar{N}_s
\]
\[
+ (D_4 - tr D_4) (\bar{N}_s) \cdot \bar{N}_s - 2\|\bar{N}_s\|^2_{\tau_{sf}}.
\]  

\[
\text{(5.30)}
\]
Lemma 5.14. We have
\[
\text{div}_x(D_1 \cdot (\nabla_x \otimes \vec{N}_s + \nabla_x V \otimes \vec{N}_s)) \cdot \vec{N}_s = \| \vec{N}_s \| \text{div}_x(D_1(\nabla_x \| \vec{N}_s \| + \nabla_x V \| \vec{N}_s \|)) - D_1 \cdot (\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s) + \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|).
\]

Proof. We have
\[
\text{div}_x(D_1(\nabla_x \| \vec{N}_s \|)^2) = \text{div}_x(D_1(\nabla_x)(\vec{N}_s \cdot \vec{N}_s)) = \sum_i \partial_i(\sum_j D_{ij} \partial_j(\vec{N}_s \cdot \vec{N}_s)) = 2 \sum_i \partial_i(\sum_j D_{ij} \partial_j \vec{N}_s \cdot \vec{N}_s) = 2 \sum_i \partial_i(\sum_{i,j,k} D_{ij} \partial_j \vec{N}_s \vec{N}_k \vec{N}_s) \vec{N}_k
\]
\[
= 2 \sum_i \partial_i(\sum_{i,j,k} D_{ij} \partial_j \vec{N}_s \vec{N}_k) \vec{N}_s + 2 \sum_{i,j,k} D_{ij} \partial_j \vec{N}_s \vec{N}_k \vec{N}_s + 2 \sum_i \partial_i(\sum_{i,j,k} D_{ij} \vec{N}_s \vec{N}_k) \vec{N}_s
\]
\[
= 2 \text{div}_x(D_1 \cdot (\nabla_x \otimes \vec{N}_s)) \cdot \vec{N}_s + 2 \text{div}_x(D_1 \cdot (\nabla_x \otimes \vec{N}_s)) \cdot \vec{N}_s + 2 \text{div}_x(D_1 \cdot (\nabla_x \otimes \vec{N}_s) \cdot \vec{N}_s).
\]

In other side, we have
\[
\text{div}_x(D_1(\nabla_x \| \vec{N}_s \|)^2) = 2 \text{div}_x(\| \vec{N}_s \|D_1(\nabla_x \| \vec{N}_s \|)) = 2 \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|) + 2 \| \vec{N}_s \| \text{div}_x(D_1(\nabla_x \| \vec{N}_s \|)).
\]

Identifying these two equations, one obtains
\[
\text{div}_x(D_1 \cdot (\nabla_x \otimes \vec{N}_s)) \cdot \vec{N}_s = \| \vec{N}_s \| \text{div}_x(D_1(\nabla_x \| \vec{N}_s \|)) + \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|) - D_1 \cdot (\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s).
\]

A similar calculations give
\[
\text{div}_x(D_1(\nabla_x V \otimes \vec{N}_s)) \cdot \vec{N}_s = \| \vec{N}_s \| \text{div}_x(D_1(\nabla_x V \| \vec{N}_s \|)).
\]

Therefore, equation (5.30) becomes
\[
\| \vec{N}_s \| \left\{ \partial_i \| \vec{N}_s \| - \text{div}_x(D_1(\nabla_x \| \vec{N}_s \| + \nabla_x V \| \vec{N}_s \|)) \right\} = - D_1 \cdot (\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s)
\]
\[
+ 2(D_3(\nabla_x) \times \vec{N}_s) \cdot \vec{N}_s + (D_4 - \text{tr} D_4)(\vec{N}_s) \cdot \vec{N}_s + \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|) - 2 \frac{\| \vec{N}_s \|^2}{\tau_{sf}}
\]
\[
\leq - D_1 \cdot (\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s) + 2(D_3(\nabla_x) \times \vec{N}_s) \cdot \vec{N}_s + (D_4 - \text{tr} D_4)(\vec{N}_s) \cdot \vec{N}_s + \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|).
\]

Lemma 5.15. We have,
\[
- D_1 \cdot (\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s) + 2(D_3(\nabla_x) \times \vec{N}_s) \cdot \vec{N}_s + (D_4 - \text{tr} D_4)(\vec{N}_s) \cdot \vec{N}_s + \nabla_x \| \vec{N}_s \| \cdot D_1(\nabla_x \| \vec{N}_s \|) \leq 0.
\]
Proof. Let \( W \in \mathbb{L}^2(M(\mathbb{R}^3)) \) be the solution of
\[
Q(W) = ' (\nabla_x \otimes \vec{N}_s)(v) + (\vec{N}_0 \times \vec{N}_s)M.
\]
We have
\[
W = -' (\nabla_x \otimes \vec{N}_s)(\theta_1) - \theta_2 \times \vec{N}_s.
\]
The operator \( Q \) is negative on \( \mathbb{L}^2(M) \). Then, \( \int_{\mathbb{R}^3} \frac{Q(W) \otimes W}{M} dv \) is a negative matrix. Indeed, for all \( \xi, \vec{N}_s \in \mathbb{R}^3 \), we have
\[
\left( \int_{\mathbb{R}^3} \frac{Q(W) \otimes W}{M} dv \right) (\xi) \cdot \vec{N}_s = \int_{\mathbb{R}^3} \frac{(Q(W) \cdot \xi)(W \cdot \xi)}{M} dv = \langle Q(W \cdot \xi), W \cdot \xi \rangle, \quad \forall \xi, \vec{N}_s \in \mathbb{R}^3,
\]
This implies that, for all \( \xi, \vec{N}_s \in \mathbb{R}^3 \),
\[
\langle Q(W \cdot \xi), W \cdot \xi \rangle, M \geq \text{tr} \left( \int_{\mathbb{R}^3} \frac{Q(W) \otimes W}{M} dv \right) \| \xi \|^2 = \left( \int_{\mathbb{R}^3} \frac{Q(W) \cdot W}{M} dv \right) \| \xi \|^2.
\]
Particularly, taking \( \xi = \vec{N}_s \), one gets the following inequality :
\[
\| \vec{N}_s \|^2 \int_{\mathbb{R}^3} \frac{Q(W) \cdot W}{M} dv \leq \int_{\mathbb{R}^3} \frac{(Q(W) \cdot \vec{N}_s)(W \cdot \vec{N}_s)}{M} dv,
\]
which yields (5.32). Indeed, we have
\[
\frac{Q(W) \cdot W}{M} = -' (\nabla_x \otimes \vec{N}_s)(v) \cdot ' (\nabla_x \otimes \vec{N}_s)(\theta_1) - ' (\nabla_x \otimes \vec{N}_s)(v) \cdot (\theta_2 \times \vec{N}_s)
\]
\[
= ' (\nabla_x \otimes \vec{N}_s)(v) \cdot o \vec{N}_s) - (\vec{N}_0 \times \vec{N}_s) \cdot (\theta_2 \times \vec{N}_s)
\]
\[
= - ' (\nabla_x \otimes \vec{N}_s) : (v \otimes \theta_1) - (\nabla_x \otimes \vec{N}_s) : (v \otimes (\theta_2 \times \vec{N}_s))
\]
\[
- (\nabla_x \otimes \vec{N}_s) : (\theta_1 \otimes (\vec{N}_0 \times \vec{N}_s)) - (\vec{N}_0 \times \vec{N}_s) : (\theta_2 \times \vec{N}_s),
\]
where we have used the following identity : \( A(v) \cdot B(w) = ' (A \cdot B) : (v \otimes w) \). Integrating with respect to \( v \), the first term of the right hand side of the last equation is \( D_1(\nabla_x \otimes \vec{N}_s) : (\nabla_x \otimes \vec{N}_s) \). In addition,
\[
(\nabla_x \otimes \vec{N}_s) : \int_{\mathbb{R}^3} v \otimes (\theta_2 \times \vec{N}_s) dv = \sum_{i,j} \partial_i \vec{N}_s_j \int_{\mathbb{R}^3} v_i (\partial_j (\theta_2 \times \vec{N}_s)) dv
\]
\[
= \sum_{i,j} \partial_i \left( \vec{N}_s_j \int_{\mathbb{R}^3} v_i (\partial_j (\theta_2 \times \vec{N}_s)) dv \right) - \sum_{i,j} \vec{N}_s_j \int_{\mathbb{R}^3} \partial_i (v_i (\partial_j (\theta_2 \times \vec{N}_s)) dv
\]
\[
= \sum_{j} \partial_j \left( \int_{\mathbb{R}^3} v_j (\theta_2 \times \vec{N}_s) \cdot \vec{N}_s_j dv \right) - \vec{N}_s_j \int_{\mathbb{R}^3} (v_i \partial_i (\theta_2 \times \vec{N}_s)) dv - \sum_{i,j} \vec{N}_s_j \int_{\mathbb{R}^3} (v_i \partial_i (\theta_2 \times \vec{N}_s)) dv
\]
\[
= 0 - \sum_{j} \left( \int_{\mathbb{R}^3} v_j (\theta_j \partial_i) \cdot \vec{N}_s_j \right) \vec{N}_s_j - \vec{N}_s_j \int_{\mathbb{R}^3} (\nabla_x \otimes \vec{N}_s) \cdot \vec{N}_s_j dv
\]
Moreover, one can verify that $(\nabla_x \otimes \vec{N}_s) : \int_{\mathbb{R}^3} \theta_1 \otimes (\vec{\Omega}_o \times \vec{N}_s)dv = - (\mathbb{D}_3(\nabla_x) \times \vec{N}_s) \cdot \vec{N}_s$.

Moreover,
\[
\int_{\mathbb{R}^3} (\vec{\Omega}_o \times \vec{N}_s) \cdot (\theta_2 \times \vec{N}_s)dv = \int_{\mathbb{R}^3} ((\theta_2 \times \vec{N}_s) \times \vec{\Omega}_o) \cdot \vec{N}_s dv \\
= \left( \int_{\mathbb{R}^3} \vec{\Omega}_o \cdot \theta_2 dv \right) \vec{N}_s - \int_{\mathbb{R}^3} (\vec{\Omega}_o \cdot \vec{N}_s) \theta_2 \right) \cdot \vec{N}_s = (\text{tr}(\mathbb{D}_4) - \mathbb{D}_4)(\vec{N}_s) \cdot \vec{N}_s.
\]

Finally, a straightforward computations of the right hand side of (5.33) yield: $Q(W) \cdot \vec{N}_s = ||\vec{N}_s|| v \cdot (\nabla_x (||\vec{N}_s||)) M$ and $W \cdot \vec{N}_s = - ||\vec{N}_s|| \theta_1 \cdot (\nabla_x (||\vec{N}_s||))$. Therefore,
\[
\int_{\mathbb{R}^3} (Q(W) \cdot \vec{N}_s)(W \cdot \vec{N}_s) M = - ||\vec{N}_s||^2 \int_{\mathbb{R}^3} v \cdot (\nabla_x (||\vec{N}_s||)) \theta_1 \cdot (\nabla_x (||\vec{N}_s||) dv \\
= - ||\vec{N}_s||^2 \mathcal{D}_1 (\nabla_x (||\vec{N}_s||)) \cdot (\nabla_x (||\vec{N}_s||).
\]

All these computations together with inequality (5.33) give (5.32).  \qed

To complete the proof of Theorem 5.3, (5.31) and (5.32) and the first equation of (5.6) imply that $(N_c - 2||\vec{N}_s||)$ verifies
\[
\partial_t (N_c - 2||\vec{N}_s||) - \text{div}_x [\mathcal{D}_1 (\nabla_x (N_c - 2||\vec{N}_s||) + \nabla_x V(N_c - 2||\vec{N}_s||))] \geq 0.
\]

Moreover, since $\frac{N_c(0,x)}{2} I_2 + \vec{N}_s(0,x) \cdot \vec{\sigma} = N_{\text{io}}(x) \in \mathcal{H}_2^4 (\mathbb{C})$ for all $x \in \mathbb{R}^3$, then $N_c(0,..) - 2||\vec{N}_s(0,..)|| \geq 0$ and we conclude by the maximum principle satisfying by the scalar drift diffusion equation.
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