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ABSTRACT

This paper presents the experiences from the practical implementation and the results of the experimental validation of the Balance-Based Adaptive Control (B-BAC) methodology in the application to two local control problems in the simple heat distribution system: the control of the outlet temperature for the electric flow heater and the control of a fluid flow process through the equal percentage valve. Evaluation criteria include measure of the control variable performance as well as the manipulated variable action. The results illustrate both the possibility of the practical implementation of the B-BAC methodology and the fact that in some cases this methodology ensures better disturbance rejection with the tracking properties comparable to the conventional PI controller.

Keywords: Heat distribution control, Local temperature control, Local flow control, Nonlinear adaptive model-based control, Experimental evaluation.
1. INTRODUCTION

The heat distribution systems are frequently applied in the industrial thermal systems and in the domestic heating-cooling systems. They usually consist of the heat source and the heat receiver and the heat distribution is controlled by the flow-based or temperature-based supervisory control application. This application ensures that the main control goal (usually the desired temperature for the receiver) is achieved but the effective supervisory control depends on the control performance of the local control loops that regulate the parameters of the heat flux incoming to the receiver. The performance of the whole control system can be improved by the appropriate tuning of the local controllers or by the application of the specialised/advanced control strategies [17,26], e.g. the nonlinear (adaptive) model-based controllers, such as e.g. the fuzzy control technique [5], predictive control technique [14], PI control with the feedforward action [15].

Although in the majority of local control loops in the practical heat distribution systems the properly tuned conventional PI controller ensures that the process is kept stable and that the disturbances are rejected quite satisfactorily, the further (even not very significant) improvement in the control performance always results in the economical benefits for the longer period of operation time [17]. For this reason, in the last several years, the model-based nonlinear control has achieved a status of an important technique, which promises such an improvement but still at the price of the lack of generality and of the strenuous effort needed for synthesis of the control law [3]. Even if these difficulties are overcome and the practical implementation is possible due to the increasing computing power of the modern automatic control equipment, there is still a problem how to convince industrial engineers to the application of the advanced nonlinear control strategies. The most important difficulty usually results from the fact that, in the vast majority of cases, the research activities mainly concentrate on the theoretical considerations and the simulation experiments. This approach is fully acceptable at the preliminary stage of the development of every new control strategy but it must be kept in mind that every control algorithm must be finally applied in the industrial control loop to regulate a real process. Thus, the practical implementation always should follow the stage of the preliminary simulation studies because it provides the link between theory and practice [4]. Unfortunately, in comparison to the huge number of theoretical and simulation considerations that have been reported for new model-based control strategies, still the examples of the experimental evaluation in the application to pilot plants or industrial heat distribution systems can be found in a relatively small number of publications [3]. Probably, it results from the fact that implementation and
experimentation are the most time-consuming activities, which finally may not fully confirm the simulation-based superiority of a new control strategy in the practice due to the presence of not modelled phenomena, of measurement noise and of unrecognizable dynamics and nonlinearities. Fortunately, it is possible to refer to some articles that report the practical implementation and the experimental validation of some advanced control strategies for heat distribution systems. Probably, the predictive controllers of different kind are the most frequently validated in the practice, see e.g. [1,14,23,24,27,31,32]. Another control strategy that was quite intensively validated experimentally is the Process Model-Based Control (PMBC) from Rhinehart and Riggs [28]. The example application for the heat distribution system has been reported e.g. by Paruchuri and Rhinehart, [25]. There are also the survey articles that report the comparison among different advanced control strategies in the practical applications for different systems including the local control in the heat distribution systems, see e.g. [18,30].

In this paper, the Balance-Based Adaptive Control (B-BAC) methodology from Czeczot [7] is suggested for the local control in the laboratory heat distribution system. This methodology is based on the linearising approach but its superiority results from the unified but still very general balance-based form of the simplified model of a process with the only one unknown parameter representing unrecognizable balance terms and modelling inaccuracies. The on-line estimation of this parameter provides the adaptability of the control law. It is important to note that in the case of the B-BAC methodology the desired set-point value of a controlled variable is always reached without any integral action due to the compensating properties of the estimation procedure. The preliminary stage of the theoretical considerations for this methodology has been successfully completed and the details have been reported [10,11]. The control performance of the B-BAC methodology has been validated by simulation in the application to different processes, including the heat exchange and distribution processes [7,9,12] and the nonisothermal chemical reactor with the cooling jacket [8,11]. The results of those simulation experiments always illustrate that the application of the B-BAC methodology provides the significant improvement in the local control performance for every considered system. On the other hand, the wide variety of example processes used for validation shows the generality of this methodology. Due to these facts, the B-BAC methodology could be considered as an interesting alternative for the local SISO control problems that can be encountered in the industrial practice. In this paper, the experimental validation of this methodology is presented in the application to the local control in the heat laboratory heat distribution system. The control performance of the B-BAC controllers is compared with the performance of the conventional PI controller. The
results allow answering the question if it is possible to improve the control properties by the application of the B-BAController in the local control loops.

The paper is organized as follows. First, the experimental set-up with the motivation are presented and the short introduction to the B-BAC methodology is given. Then it is shown how to derive the B-BAControllers for both systems. The experimental results are presented in the next Section. Then the experiences from the practical implementation are discussed. Concluding remarks complete the paper.

2. EXPERIMENTAL SET-UP

Figure 1 presents the simplified diagram of the considered laboratory heat distribution plant [21]. It consists of the electric flow heater of the constant volume and of the nominal power supply $P_{\text{nom}} = 5.5$ [kW]. The water flows through the heater with the flow rate $F$ [L/min], which is regulated at the desired value $Y_{F,\text{sp}}$ within the range 0 - 3.5 [L/min] by the appropriate local controller $C2$ and by the equal percentage control valve $V1$. The circulation of the hot water in this primary circuit is forced by a set of two pumps, for simplicity depicted in Fig. 1 as $P1$. The hot water of the temperature $T_{\text{out}}$ [$^\circ$C] flows out of the heater and is looped back through the heat exchanger where it is cooled by transferring the heat energy to the secondary circuit. It ensures that the temperature of the water $T_{\text{in}}$ [$^\circ$C] at the inlet of the heater is significantly lower while the water in the secondary circuit warms up. The plate type heat exchanger LM25-6, made by TAU Energy, consists of six plates and it provides fast dynamics. Its secondary circuit is supplied by the municipal water and the desired flow rate $F_w$ [L/min] is adjusted by the linear control valve $V2$ regulated by the conventional PI controller within the range 0 - 4 [L/min]. Both the electric flow heater and the heat exchanger are adequately insulated to minimize heat losses. The steel pipelines of the diameter 15 [mm] are not insulated.

The system is equipped with standard industrial instrumentation for temperature and flow measurements at the locations presented in Fig. 1. Both flow rates $F$ and $F_w$ are measured using impeller flow meters coupled to transmitters. The temperatures $T_{\text{in}}$ and $T_{\text{out}}$ are measured in range 10 – 60 [$^\circ$C] by platinum-wire resistance temperature devices (RTD) directly-coupled to 0 – 10 [V] transmitters. The control signal for the valves $V1$ and $V2$ varies within the range 4 – 20 [mA]. The power supply for the electric flow heater can be adjusted by the
thyrister-based unit controlled by the PWM (Pulse Width Modulation) algorithm. The control input signal $P_h$ varies within the range $0 – 100 \%$ of the nominal power supply $P_{nom}$ and it is coupled to the analog output $0 – 10 \text{[V]}$. The process is interfaced to a PC computer equipped with the analog I/O plug-in cards from National Instruments. The SCADA system and the control algorithms for both valves and for the electric flow heater are implemented in the LabWindows National Instruments programming environment [20].

3. MOTIVATION

The plant under consideration is the compact form of the practical heat distribution system with the heat source and the heat receiver. Generally speaking, the main control goal in such cases usually consists in the regulation of the heat transfer phenomenon between the primary and the secondary circuits. In the simplest case, when the heat exchanger represents the disturbed heat receiver, such as the domestic heating system or the heating/cooling jacket of a nonisothermal reactor, this supervisory control goal can be defined as the control of the temperature of the water at the outlet of the secondary circuit. In the considered system, this goal can be achieved by two possible supervisory control strategies of the parameters of the heat flux supplied from the heater to the heat exchanger. One strategy is the flow-based control approach, in which the flow rate $F$ in the primary circuit is applied as the supervisory manipulated variable. In this case, the accurate local control of the flow rate $F$ by the control valve $V1$ and by the local controller $C2$ is required. The flow rate $F$ should track the desired set-point $Y_{F,sp}$ adjusted by the supervisory control system. Additionally, it is important to ensure that at the same time the temperature of the water outcoming from the heater $T_{out}$ is kept constant and equal to its set-point $Y_{T,sp}$ by the local controller $C1$ in the presence of the variations of the flow rate $F$ forced by the supervisory control loop. The second possibility of the supervisory control is the temperature-based control strategy: the flow rate $F$ should be kept constant and the temperature of the water outcoming from the heater $T_{out}$ is applied as the supervisory manipulated variable for the heat exchanger. In this second case, the flow rate $F$ should be kept equal to the constant set-point $Y_{F,sp}$ by the local controller $C2$ despite of the variations of the water pressure in the primary circuit while the local controller $C1$ should ensure that the temperature $T_{out}$ follows the variations of the set-point $Y_{T,sp}$ forced by the supervisory control system.
To summarize, in both supervisory control strategies there are two correlated subsystems that must be locally controlled: the control valve V1 with the controlled variable F and the manipulated variable as the opening of the valve (local controller C2) and the electric flow heater with the controlled variable T_{out} and the manipulated variable P_{h} (local controller C1). In this paper, the possibility of the application of the B-BAControler as the local controller C1 or C2 is considered. Each case is experimentally investigated in terms of the specific requirements characterising both supervisory control strategies.

Additionally, let us note that in the considered heat distribution system there are also at least two practical difficulties, which degrade the control properties of the local control loops. First, the water in the primary circuit is looped back so the temperature T_{in} increases as the temperature T_{out} increases. It results in the positive feedback in the system that is limited by the fact that a heat from the hot water is partially removed by the heat exchanger. The second problem results from the location of the temperatures sensors. The sensors for the temperatures T_{in} and T_{out} are located very close to the inlet and to the outlet of the heat exchanger, which is suitable for the supervisory control of the heat receiver. However, these sensors are located in some distance (approximately about 1 [m]) from the inlet and the outlet of the chamber of the heater, which is one of the subsystems to be regulated in the local control loop with the controller C1. It results in the additional time delay in the system, varying according to the variations of the flow rate F, which also degrades the control properties. The additional difficulty also results from the variations of the gain of both subsystems according to the variations of the operating point.

4. SHORT INTRODUCTION TO B-BAC METHODOLOGY

The B-BAC methodology is based on the simplified and general form of the balance-based dynamic equation describing a controlled variable Y [7,10,11]:

\[
\frac{dY(t)}{dt} = \frac{1}{V(t)} \sum F_{i}(t)Y_{i}(t) - R_{Y}(t).
\]  \hspace{1cm} (1)
In this model, the vector product \( \mathbf{F}^T(t)\mathbf{Y}_v(t) \) represents the recognizable terms correlated with a controlled variable \( Y \) that result from the mass or from the energy conservation law. The process takes place in a tank of the volume \( V(t) \) [m\(^3\)]. \( R_Y(t) \) is the unknown time-varying parameter representing unknown process nonlinearities as well as the modelling inaccuracies, such as the different order of a process dynamics or omitted or unrecognizable balance terms. The manipulated variable must be chosen as one of the elements of the vectors \( \mathbf{F}(t) \) or \( \mathbf{Y}_v(t) \) while their other elements as well as the tank volume \( V(t) \) must be measurable on-line or known by choice of the user. This requirement ensures that the model (1) has always the affine form and it can be solved for a manipulated variable very easy, without any iterative calculations.

The value of the unknown parameter \( R_Y(t) \) must be estimated on-line at discrete moments of time by the scalar form of the recursive least-squares method with the forgetting factor \( \alpha \). This estimation procedure is based on the discretized form of Eq. (1) [6] and its properties are precisely described by Czeczot [10]:

\[
\begin{align*}
y_i &= V_i \gamma (Y_i - Y_{i-1}) - T_R \mathbf{F}_i^T \mathbf{Y}_{F,i}, \\
P_i &= \frac{P_{i-1}}{\alpha} \left( 1 - \frac{V_i^2 T_R^2 P_{i-1}}{\alpha + V_i^2 T_R^2 P_{i-1}} \right), \\
\hat{R}_{Y,i} &= \hat{R}_{Y,i-1} - V_i T_R P_i \left( y_i + V_i T_R \hat{R}_{Y,i-1} \right).
\end{align*}
\]

In the Eqs. (2a – 2c) index \( i \) denotes the discretization instant and \( T_R \) is the sampling time. The parameter \( \gamma \in (0,1] \) allows for limiting the transient approximation of the time derivative of a controlled variable \( Y \) in the cases when the measurement data is noisy or when the system is strongly nonlinear with very fast dynamics. If its value is adjusted as \( \gamma < 1 \), it does affect the value of \( y_i \) and consequently the estimation accuracy but only in the transients. The value of the parameter \( \gamma \) should be chosen on the basis of the impact of the measurement noise in the particular control system – the higher this impact is, the smaller value of \( \gamma \) should be adjusted.

The scalar form of the estimation procedure ensures accurate estimation results without any additional excitation input signals that are usually required to guarantee the persistence of excitation for the on-line multiparameter
identification [13]. The estimate \( \hat{R}_Y \) always converges to its true value \( R_Y \), even in the steady state, with the rate of convergence depending directly on the value of the forgetting factor \( \alpha \) [10]. However, since the initial value \( \hat{R}_{Y,0} \) is unknown in the majority of cases, in the practical applications it is necessary to choose this value randomly. This problem is discussed in details further in the paper.

For the synthesis of the final form of the B-BAController we apply the linearization technique [16] in the form dedicated to the systems whose relative order is one [2]. If we assume that the control goal is to keep the controlled variable \( Y \) equal to its set-point \( Y_{sp} \), we can suggest the stable first-order closed-loop dynamics with \( \lambda \) as the positive tuning parameter:

\[
\frac{dY(t)}{dt} = -\lambda \left( Y_{sp} - Y(t) \right) \tag{3}
\]

and then, after combining Eqs. (1) and (3), choosing a manipulated variable and replacing the unknown parameter \( R_Y \) by its on-line estimate \( \hat{R}_Y \) we can obtain the final and explicit form of the B-BAController. This form depends on the particular process that is to be controlled and thus it cannot be given in the general form.

Let us note that in the final form of the B-BAController the integral action is not needed so the antiwind-up action is not necessary. The modelling error resulting from the simplified form of Eq. (1) is compensated by the on-line estimation of the unknown parameter \( R_Y \). The estimate of this parameter is included in the B-BAC control law and it ensures that the regulation error is eliminated in the steady state due to the fact that the operating point of the controller is adopted to the current operating conditions of a system.

For the B-BAC methodology it is assumed that all the elements of the vector product \( F^T(t)Y_F(t) \) are measurable on-line or known by choice of the user. Apart from a manipulated variable and a controlled variable \( Y \), all other elements of these two vectors are defined as the combinations of disturbing signals and thus, for the practical implementation there is a need to provide a number of sensors to ensure the feedforward action. If any of these disturbing signals cannot be measured due to the fact that appropriate sensors are too expensive or simply not accessible, there is a need to rearrange the general model (1) by re-defining the elements of the vectors \( F(t) \) and \( Y_F(t) \) and to apply the minimum form of the B-BAController. The terms that include the not
measurable disturbances must be removed from the balance-based part $F^T(t)Y_F(t)$ and consequently they will be compensated by the estimation procedure (2a) – (2c) that incorporates the re-defined vectors $F(t)$ and $Y_F(t)$. The only limitation results from the requirement of the B-BAC methodology that a manipulated variable must be included in the re-defined vector $F(t)$ or $Y_F(t)$ to ensure the affine form of the simplified model of a process (1). Therefore, the disturbing signals that are multiplied by a manipulated variable cannot be removed from the balance-based part of Eq. (1) and they must be measurable on-line. All other disturbances can be freely decided to be measurable or not, according to the accessibility of the appropriate sensors.

5. SYNTHESIS OF THE B-BAC CONTROLLER

In this Section, we present how to derive the B-BACController for both local control loops: the electric flow heater and the equal percentage control valve V1. Additionally, we show how to derive the minimum form of the B-BACController for the electric flow heater. These two systems demonstrate a variety of commonly encountered control problems, such as nonlinearity, time delays resulting from the sensors location, a significant impact of measurement noise and a large uncertainty on their mathematical description. Both processes are open-loop stable and their simplified models, standing as a basis for the B-BACController synthesis, are derived assuming the minimum knowledge on the phenomena taking place.

5.1. B-BACController for the electric flow heater

For both supervisory control structures, for the local control of the electric flow heater we define the outlet temperature $Y = T_{out}$ as the controlled variable and the control goal is to keep it at the desired set-point $Y_{T,sp}$ by manipulating the value of $P_h$ (manipulated variable). During the B-BACController synthesis the flow rate $F$ and the inlet temperature $T_{in}$ are considered as the independent measurable disturbances because we concentrate only on the separated electric flow heater that is to be controlled and in the simplified model of the system we do not include any description for the remaining part of the pilot plant. Namely, there is no description for the heat lost, for the time-delays resulting from the sensors locations and for the relationship between the temperatures $T_{in}$ and $T_{out}$ (the primary circuit is closed, see Fig. 1 – lower diagram). Additionally, the dynamics of the heat exchanger is also not considered during modelling because we concentrate on the local control problem. The chamber of
the electric flow heater is assumed to be perfectly insulated and its volume is constant and approximately known.

As usually in the practice, we assume that our knowledge about the mathematical description of the process is limited to the very general heat balance considerations. Especially, there is a large uncertainty both on the form and on the values of the parameters of the nonlinear description of the heating phenomenon. Furthermore, we also assume that we want to avoid the stage of the off-line identification of the process since these experiments are always time-consuming and need strenuous efforts.

The detailed synthesis of the B-BAController for the separated electric flow heater can be found in [9,12]. It is based on the general heat conservation equation balancing all the recognizable terms resulting from the heat fluxes incoming to and outcoming from the chamber of the electric flow heater (Fig. 1 - see lower diagram). This equation requires only very general knowledge on thermodynamics and, after very easy rearrangements, it results in the following general and simplified model of the process:

\[
\frac{dY(t)}{dt} = \frac{F(t)}{V} \left[ T_{in}(t) - Y(t) \right] + \eta P_{h}(t) P_{nom} - R_{h}(t),
\]  

(4)

which consequently results in the following definition of the vectors: \( \mathbf{F}(t) = \begin{bmatrix} F(t), -F(t), \eta P_{nom} \end{bmatrix}^{T} \), \( \mathbf{Y}_f(t) = \begin{bmatrix} T_{in}(t), Y(t), P_{h}(t) \end{bmatrix}^{T} \). The parameter \( \eta \) represents the averaged conversion efficiency between the power supply \( P_{h}(t) P_{nom} \) and the resulting heat flux that directly warms the liquid. It also represents the unknown parameters of the flowing liquid, such as the specific heat and the density, and the unification of the units.

Eq. (4) has the form of the general dynamic equation (1) and thus it can be a basis for the B-BAController design. After applying the B-BAC methodology, we obtain the discrete-time, explicit and final form of the B-BAController:

\[
P_{h,i} = \frac{\lambda V \left( Y_{set} - Y_i \right) - F_i \left( T_{in,i} - Y_i \right) + V R_{V,i}}{V \eta P_{nom}}
\]

(5)
The value of $\hat{R}_{Y,i}$ is the discrete-time estimate of the unknown parameter $R_Y(t)$, which represents all the unknown nonlinearities and the modelling inaccuracies in the simplified model of the electric flow heater (4). This value has to be computed by the on-line estimation procedure (2a) – (2c).

The B-BAController (5) includes the feedforward action by the inclusion of the measurable disturbances $F$ and $T_{in}$. It allows us to expect the improvement of the control performance but it also requires additional sensors, which may increase the costs of the control system. Therefore, we can suggest the minimum form of the control law (5) by the slight simplification of the suggested model of the electric flow heater (4). We simply skip the terms including the flow rate $F$ and thus we obtain the following simplified model:

$$
\frac{dY(t)}{dt} = \eta P_i(t)P_{nom} - R_Y(t)
$$

(6)

with the following re-defined vectors: $F(t) = \eta P_{nom}^T$, $Y_F(t) = P_Y(t)^T$. This very simple model has also the form of the general dynamic equation (1) and, after applying the B-BAC methodology, it results in the following minimum form of the B-BAController:

$$
P_{b,i} = \frac{\lambda Y(Y_{T,sp} - Y_i) + V\hat{R}_{Y,i}}{V\eta P_{nom}}
$$

(7)

This minimum form requires only the measurement data of the controlled variable $Y = T_{out}$. Additionally, the same data is necessary for the on-line computing of the estimate $\hat{R}_{Y,i}$ by the estimation procedure (2a) – (2c) that is now based on the simplified model (6) and re-defined vectors $F(t)$ and $Y_F(t)$. Let us note that the minimum form of the B-BAController (17) requires the same measurement data as the conventional PI controller applied for the same control goal.

Both B-BAControllers derived in this subsection require the value of the parameter $\eta$. In the practice, this value is unknown and thus there is a need to choose it arbitrary within the reasonable range – it should represent the averaged gain of the system.
5.2. B-BAController for the liquid flow process

In the case of the equal percentage control valve V1, for both supervisory control structures we define the flow rate \( Y = F \) as the controlled variable and the local control goal is to keep this flow rate at its desired set-point \( Y_{F,sp} \). In this application we use the percentage of the control range \( U \) within 0 – 100 [%] as the manipulated variable.

Although it is possible to suggest the complete nonlinear model of the valve by balancing the forces and pressures \([19]\), this approach is useless for the B-BAC methodology due to the following reasons:

- such a model requires the preliminary off-line identification experiments that we decided to avoid,
- even if such a model was accessible, there would be a need to determine its parameters that usually vary in time,
- the only measurable quantity in the control system is the controlled variable \( Y = F \) and this fact additionally limits the possibility of the application of a model that requires the measurement data of disturbing parameters and/or of the forces and pressures in the valve.

Therefore, we decided to model the valve dynamics as the first-order element with the additional inclusion of the time-varying parameter \( R_Y(t) \) that compensates for the modelling inaccuracies. If for simplicity we assume the linear relationship \( F = k_U U \), we can suggest the following simplified model for the considered valve:

\[
\frac{dY(t)}{dt} = k_U U(t) - Y(t) - R_Y(t),
\]

that leads to the following definition of the vectors: \( F(t) = [k_U, -1]^T \), \( X_U(t) = [U(t), Y(t)]^T \). The constant and unknown parameter \( k_U \) represents the linear relationship between the manipulated variable \( U \) and the controlled flow rate \( F \). The model (8) has the form of the general dynamic equation (1) and thus we can directly apply the B-BAC methodology, which results in the following discrete-time and explicit form of the B-BAController:

\[
U_i = \frac{\lambda (Y_{F,sp} - Y_i) + Y_i + \hat{R}_{Y,i}}{k_U}
\]
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Because the B-BAController (9) requires only the measurement data of the controlled flow rate $F$ and it does not include any feedforward action, it can be also considered as its minimum form. As it was in the case of the electric flow heater, the value of $\hat{\mathbf{R}}_{\mathbf{Y},i}$ represents the unknown nonlinearities and modelling uncertainties in the model (8) and it must be computed by the on-line estimation procedure (2a) – (2c) based only on the same measurement data of the controlled flow rate $F$. The same measurement data is required for the conventional PI controller applied for the same control goal.

6. RESULTS

In this Section, we present the most representative results of the closed-loop experiments for both considered local control loops. For both considered systems the control performance of the B-BAControllers is compared against the conventional PI controller in terms of the requirements characterising both supervisory control structures. The choice for the comparative studies is not accidental. This conventional PI algorithm is still in use in the vast majority of local automatic control loops in the process industries (≈ 90%) [17,29] because of its simplicity, generality and relatively large robustness. These features combined with a large popularity allow for considering it as the benchmark for comparative studies against every new control strategy.

For comparison between the control algorithms we use the regulation time, the overshoot and the standard criteria: the integral of the absolute error (IAE) and of the absolute values of the manipulated variable changes $\Delta MV$ (IADO) calculated in the following way:

$$\text{IAE} = \sum |Y_{sp} - Y| T_R$$

$$\text{IADO} = \sum |\Delta MV| T_R$$

During the experiments the sampling time has been set as $T_R = 0.1$ [sec]. The conventional PI controllers have been tuned on the basis of the open-loop step response of the particular system with additional retuning by the trial and error method to ensure satisfying control performance for a wide range of the disturbances changes. The B-BAControllers have been tuned only by the trial and error method. Due to the presence of the measurement
noise it was necessary to apply the preliminary filtration of the required measurement data. The filtration was
carried out by the first-order digital linear filters and the best results were achieved for the filter constant
$\lambda_F = 0.5$. The same filters have been applied for the B-BAControllers with corresponding estimation procedures
and for the conventional PI controllers.

Figures 2 through 4 present the results of the closed-loop experiments for the electric flow heater and they allow
for comparison between the control performance of the B-BAController (5), its minimum form (7) and the
conventional PI controller applied for the local control loop as the controller C1. Let us note that in this case the
gain and the time delay in the system significantly depend on the flow rate $F$.

For the general and simplified models of the process (4) and (6), and consequently, for the B-BAControllers (5)
and (7), we have purposely chosen the overestimated volume of the unit as $V = 28 \text{ [L]}$. It additionally introduces
the modelling error, which can arise in the practice due to the fact that sometimes the volume of the unit can be
unknown and difficult to determine on the basis of the geometrical dimensions. The value of the parameter $\eta$ has
been chosen as $\eta = 1.8$. As it was said before, this parameter represents the average gain of the system. Let us
note that the simplified models (4) and (6) do not include any information about the physical parameters of the
liquid as its density and specific heat. Additionally, the volume of the unit has been overestimated significantly
and there is a need to unify the units of the physical quantities included in these models. Thus, it is very difficult
to determine the value of $\eta$ without preliminary off-line identification that we decided to avoid. Fortunately, due
to the compensating properties of the estimation procedure, both B-BAControllers (5) and (7) are very resistant
to the inaccurate choice of the value of the parameter $\eta$ and thus we decided to set this reasonable value and to
concentrate on the tuning of both controllers. The conventional PI controller has been tuned as $k_p = 0.02$
(proportional gain) and $T_i = 0.15$ (integral time constant). The tuning parameter for both B-BAControllers (5)
and (7) have been chosen by the trial and error method as $\lambda = 0.025$. We tried to obtain the non-oscillatory
control with possibly the most aggressive control action for the wide range of the set-point and of the
disturbances variations. The lower value of $\lambda$ resulted in slower control action while the increment of $\lambda$ – in
oscillatory behaviour leading to instability. The forgetting factor always should be kept as small as possible to
ensure the highest modelling accuracy and in the considered case it was adjusted as $\alpha = 0.1$ for both estimation
procedures (2a) – (2c). Due to the significant impact of the measurement noise it was also necessary to adjust the
value $\gamma = 0.03$ for both estimation procedures to decrease the influence of the noisy measurement data on the
estimation accuracy and, consequently, on the control performance of the B-BAControllers. The increment of this value led to “noisy” control action and, consequently, to very poor control quality.

Figures 2 and 3 represent the control performance of the considered local controllers in the presence of the indicated step changes of the set-point $Y_{\text{r,sp}}$, which is important for the temperature-based supervisory control with the temperature $T_{\text{out}}$ as the supervisory manipulated variable. Both experiments have been carried out for two constant but different values of the flow rate $F$, which allows for observing the set-point tracking for two different regions of the gain of the system. The controlled variable responses for $F = 1$ (Fig. 2) show that all controllers have been tuned quite aggressively in this high gain region. The regulation time for both B-BAControllers is comparable while for the conventional PI controller it seems to be slightly shorter. The significant overshoot can be observed for the conventional PI controller while for both B-BAControllers the closed-loop responses are oscillatory but without any overshoots. The controlled variable responses for all considered controllers are significantly smoother for the higher disturbing flow rate $F = 2$ (Fig. 3). They are less oscillatory and it is difficult to distinguish between particular controllers because practically they ensure the same regulation time.

Figure 4 shows the results of the rejection of the indicated step changes of the varying flow rate $F$ for the constant temperature set-point $Y_{\text{r,sp}} = 35$, which is important for the flow-based supervisory control when the flow rate $F$ is applied as the supervisory manipulated variable. In this case, the B-BAController (5) significantly outperforms the other two controllers providing superior disturbance rejection. The overshoots in this case are slightly smaller than for the minimum form of the B-BAController (7) and significantly smaller than for the conventional PI controller. This result is quite obvious due to the fact that the B-BAController (5) applies the additional disturbances measurement data as the feedforward action. However, let us note that the minimum form of the B-BAController (7), which applies only the measurement data of the controlled variable $Y$, also outperforms the conventional PI controller that requires exactly the same measurement data.

The results of the closed-loop experiments for the equal percentage control valve are presented in Figures 5 through 7. The gain of the system significantly varies according to the pressure forced by the set of two pumps (see Fig. 1). Because the conventional B-BAController (9) stands also for its minimum form, the experiments
have been carried out only for two controllers applied in the local control loop as the controller C2: the B-BAController (9) and the conventional PI controller.

The unknown parameter for the simplified model (8) and consequently for the B-BAController (9) has been chosen as \( k_U = 1 \). This parameter represents the average gain of the system and if it is to be kept constant, its choice must be done arbitrary and somehow randomly because there is no a priori information on that value. Fortunately, again, due to the compensating properties of the estimation procedure, the B-BAController (9) is resistant to the uncertainty on this value. We practically have not noticed any significant influence of the value of the parameter \( k_U \) on the control performance. The tunings for the conventional PI controller are as follows: \( k_p = 7 \) (proportional gain) and \( T_i = 1 \) (integral time constant). The B-BAController has been tuned as \( \lambda = 7 \). This value ensured the good compromise between the aggressive control action and non-oscillatory control responses for possibly wide range of the set-point and of the disturbances changes. The increment of \( \lambda \) led to more oscillatory close-loop behaviour and, consequently, to instability. The value of the forgetting factor \( \alpha \) should be kept as small as possible so it was adjusted as \( \alpha = 0.1 \) for the estimation procedure (2a) – (2c). The impact of the measurement noise was not very significant and thus it was possible to set the parameter \( \gamma = 1 \).

Figures 5 and 6 show the tracking properties of both controllers in the presence of the indicated step changes of the set-point \( Y_{F,sp} \), which is important for the flow-based supervisory control strategy. These results prove that both controllers have been tuned quite aggressively. Two different gain regions have been considered. Figure 5 shows the case when only one of the pumps P1 is working. It results in the lower pressure in the system and, consequently, in the upper limitation of the accessible value of the controlled flow rate \( F \). The results in Fig. 6 show the case when both pumps P1 are working and the higher pressure allows for the wider range of changes of the controlled variable \( F \). Let us note that both controllers ensure fully comparable tracking properties for both examined regions of the system gain.

The results of the rejection of the disturbing step changes of the pressure for the constant set-point \( Y_{F,sp} = 1.5 \) are presented in Fig. 7. These results are important for the temperature-based supervisory control. The disturbances have been introduced by the successive switching off and on of one of the pumps P1 at the indicated moments of time. Again, let us note that both controllers provide practically the same ability of the disturbances rejection.
Table 1 shows the values of the IAE and IADO corresponding to the experimental results presented in Figures 2 through 7. The lowest values are bolded and they illustrate the conclusive deductions presented above.

7. REMARKS ON THE PRACTICAL IMPLEMENTATION OF THE B-BAC METHODOLOGY

The final form of the B-BAC control law is quite simple, even if it is considered jointly with the RLS estimation procedure. Consequently, the computation complexity of the B-BAC methodology is rather low and thus the implementation is easy, even for not very experienced programmer. The B-BAC controllers, considered in this paper, have been implemented in the LabVIEW programming environment as the virtual controller [22]. However, it is surely possible to implement it on any PLC device accessible on the market with the application of the instruction list or of the ladder diagram, because the modern PLC’s provide very fast operational speed and a large variety of arithmetic functions.

The estimation procedure (2a) – (2c) is a very important part of the B-BAC methodology. Due to its scalar form, the estimate \( \hat{R}_y \) always converges to its true value but the dynamic properties of this convergence significantly influence the control performance of the accompanying control law. Thus, let us shortly discuss the most important difficulties resulting from the on-line estimation that we faced during practical experiments with the B-BAC methodology.

- The form of the estimation procedure is recursive so it requires the initial values of \( \hat{R}_{y,0} \) and of \( P_0 \). The value of \( P_0 \) is determined by the identification theory, which suggests adjusting it as a possibly large value and thus we decided to choose \( P_0 = 1000 \). As far as the initial value of \( \hat{R}_{y,0} \) is concerned, let us note that it is always chosen randomly, because, in the practice, usually there is no a priori information on this value. We experimented with different values of \( \hat{R}_{y,0} \) and with smaller values of \( P_0 \) and it was found that, according to the theoretical considerations [10], they affect only the initial stage of the estimation run. Namely, the inaccurate choice of \( \hat{R}_{y,0} \) results in the transient that always fades away and the estimate \( \hat{R}_y \) converges to its true value \( R_y \). It takes place after a short period of time that depends only on the choice of the forgetting factor \( \alpha \) (smaller value of \( \alpha \) provides shorter transient time). In the practice, we experimentally confirmed the following procedure how to manage this difficulty without degrading
the control performance. One should adjust any reasonable value of \( \hat{R}_{Y,0} \) and start up the estimation procedure in the open loop. Then, after the transient (when the estimate has converged), the control loop with the B-BAController can be closed. The small value of \( \alpha \) additionally makes the transient shorter. This start-up procedure can be successfully applied to any open-loop stable systems. However, even if the system is open-loop unstable and there is no steady state, after the transient resulting from the inaccurate choice of the value of \( \hat{R}_{Y,0} \) the estimate starts to follow the variations of the true value of \( R_Y \) and thus the same procedure can be successfully applied. Therefore, in our opinion, in the practice the problem of the incorrect choice of the initial value of \( \hat{R}_{Y,0} \) is not very important for the final quality of the control performance.

- In the practical implementation, there is always a problem of the measurement noise, which influences the estimation accuracy and, consequently, the control performance. We confirmed experimentally that the larger value of the forgetting factor \( \alpha \) can decrease the influence of the measurement noise on the estimation accuracy but at the same time it degrades the dynamical properties of the estimation, which also degrades the control performance. Thus, we experienced that the best way to manage this problem is to keep the small value of \( \alpha \) (e.g. \( \alpha = 0.1 \)) and to apply the preliminary filtering instead. The first-order linear filters were found to be effective enough. Let us also note that the measurement noise influences the control performance not only by the estimation procedure but also by the signals included as the feedforward action directly in the control law and the suggested approach with additional filters allows also for filtering these signals.

- The impact of the measurement noise was different for each considered implementation. In the case of the control of the outlet temperature for the electric flow heater this impact appeared to be higher due to the fact that the measurement data of temperature was very noisy. Thus, by the experiments, we found that in this case there is a need to apply a very small value of the parameter \( \gamma \) for the estimation procedure (2a) – (2c), as it was suggested by Czeczot [10]. We experimented with different values of \( \gamma < 1 \) and the choice of \( \gamma = 0.03 \) has been made by the trial and error method. The practical advice is to start the open-loop estimation with the small value of \( \gamma \) (e.g. \( \gamma = 0.01 \)) and to increase it gradually. The value of \( \gamma \), for which the impact of the measurement noise in the estimate variations is acceptable, is the value that one is looking for. However, usually there is a need to re-tune this value in the closed loop because the B-BAController is very sensitive for the measurement noise.
As it was said, the tuning rules for the B-BAController are not specified and thus we had to apply the trial and error method. However, on the basis of the practical experiences, it is possible to give some suggestions to the user. The tuning parameter $\lambda$ should be considered as the gain of the B-BAController. The procedure should start with the small value of $\lambda$ (e.g. $\lambda = 0.01$). Of course, if the closed loop response is too slow, the value of $\lambda$ should be gradually increased and the experiment should be repeated. Let us note that the choice of the tuning parameter $\lambda$ should be made for possibly wide variations of the disturbances and of the set point value due to the potential nonlinearity of the process.

In fact, The B-BAController has three tuning parameters: the forgetting factor $\alpha$ and the parameter $\gamma$ for the estimation procedure (2a) – (2b) and the gain $\lambda$ for the control law itself. Of course, every tuning parameter influences the control performance and the practical experiments confirmed that there is an interaction between them. However, our experiences lead to the following tuning procedure. First, the estimation procedure should be tuned in the open loop. We strongly suggest adjusting the value of the forgetting factor $\alpha$ possibly small ($\alpha = 0.1$) and to experiment with the tunings of the filters and with the value of the parameter $\gamma$ according to the procedure described above. Of course, the tuning of the estimation procedure should be carried out after the transient resulting from the incorrect choice of the initial value $\hat{R}_{Y,0}$. If the estimate converges and we accept the impact of the filtered measurement noise on the estimation accuracy, one can start the adjusting of the parameter $\lambda$ in the closed loop. However, as it was said before, the tuning is the iterative procedure and thus it could be necessary to re-tune the estimation procedure in the closed loop. If such a necessity takes place, we rather strongly suggest keeping the small value of $\alpha$ and to adjust the values of the filters tunings and of the parameter $\gamma$.

6. CONCLUSIONS

The results of the practical implementation of the B-BAC methodology show that it can be successfully applied in the practice. For both local control loops, even in the presence of the variations of the gain of the system, the controlled variable is always regulated at the set-point value due to the compensating properties of the on-line estimation procedure, without any preliminary off-line identification and without any integral action in the controller. In both cases, the dedicated B-BAControllers have been derived on the basis of the same simplified
and general form of the model (1). The successful application of the minimum form of the B-BAController for
the control of the outlet temperature for electric flow heater shows that even in the case when there is no
feedforward action in the final form of the control law, the B-BAC methodology ensures good control properties,
without any steady state bias of the regulation error.

The experimental results show also that the application of the B-BAController for the considered local control
loops provides the significant improvement of the control performance in the comparison with the conventional
PI controller only for the application as the local controller C1 for the flow-based supervisory control of the heat
distribution system. In this case, The B-BAController ensures better rejection of disturbances (the variations of
the flow rate) forced by the supervisory control system. For the other considered cases, the application of the B-
BAController does not improve the control properties of the local control loops. In our opinion, this result is very
promising because the flow-based supervisory control of the heat distribution system is the strategy, which is
surely the most effective and thus the most frequently applied in the practice.

From the implementation point of view, the simplicity of the B-BAC methodology ensures that it is very easy to
explain and to understand at the level needed by industrial engineers. Moreover, the feed-forwarding is very easy
because it results from the balance-based origin of the simplified model of a process. If some disturbing signals
cannot be measured on-line, it is possible to rearrange the control law into its minimum form. It needs neither a
dynamic black box model of the process nor the time consuming identification and model verification
experiments. The integral action is not needed so the antiwind-up action is not necessary. The B-BAC
methodology is very easy to implement, even if this implementation demands more computing power in
comparison with the conventional PI controller. It is also easy to maintain. The most important disadvantage is
surely lack of clearly defined tuning rules and working out these rules is surely the future challenge.
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Fig. 1. Heat distribution plant, a) overview of the plant, b) simplified diagram.
controlled variable $Y(t) = \text{Tout}(t)$

manipulated variable $\text{Ph}(t)$

Fig. 2. Closed-loop responses for the electric flow heater with the flow rate $F = 1$ [L/min] in the presence of the step changes of the set-point $Y_{T,sp}$
controlled variable $Y(t) = \text{Tout}(t)$

manipulated variable $\text{Ph}(t)$

Fig. 3. Closed-loop responses for the electric flow heater with the flow rate $F = 2$ [L/min] in the presence of the step changes of the set-point $Y_{T,sp}$
controlled variable $Y(t) = Tout(t)$

Fig. 4. Closed-loop responses for the electric flow heater in the presence of the step changes of the disturbing flow rate $F$. 
controlled variable $Y(t) = F(t)$

Fig. 5. Closed-loop responses for the control valve in the presence of the step changes of the set-point $Y_{F,sp}$ – one of the pumps P1 is switched off.
controlled variable $Y(t) = F(t)$

- $Y_{F,sp}$
- $B$-
- $BAC$
- $PI$

Fig. 6. Closed-loop responses for the control valve in the presence of the step changes of the set-point $Y_{F,sp}$ – both pumps P1 are switched on
Fig. 7. Closed-loop responses for the control valve in the presence of the step changes of the supplying pressure
<table>
<thead>
<tr>
<th>results presented in:</th>
<th>controller</th>
<th>IAE</th>
<th>IADO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 2</td>
<td>conventional B-BAController (5)</td>
<td>2640</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>minimum for of the B-BAController (7)</td>
<td>2500</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>2140</td>
<td>73.5</td>
</tr>
<tr>
<td>Fig. 3</td>
<td>conventional B-BAController (5)</td>
<td>3220</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>minimum for of the B-BAController (7)</td>
<td>3050</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>2490</td>
<td>81.8</td>
</tr>
<tr>
<td>Fig. 4</td>
<td>conventional B-BAController (5)</td>
<td>836</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>minimum for of the B-BAController (7)</td>
<td>1010</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>1960</td>
<td>67.6</td>
</tr>
<tr>
<td>Fig. 5</td>
<td>B-BAController (9)</td>
<td>13</td>
<td>79.6</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>10.6</td>
<td>81.6</td>
</tr>
<tr>
<td>Fig. 6</td>
<td>B-BAController (9)</td>
<td>22</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>17.6</td>
<td>134</td>
</tr>
<tr>
<td>Fig. 7</td>
<td>B-BAController (9)</td>
<td>7.36</td>
<td>44.8</td>
</tr>
<tr>
<td></td>
<td>conventional PI controller</td>
<td>6.69</td>
<td>47.2</td>
</tr>
</tbody>
</table>

Table 1. IAE and IADO values for the experimental results