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ABSTRACT
Audiovisual source separation is a fascinating approach to source extraction. Several algorithms have already been proposed for extracting speech sources from audio mixtures by exploiting audiovisual coherence. One of the main property of speech signals is that they are highly non-stationary: there are periods during which speakers do not produce sounds. In this work, the audiovisual coherence is used to estimate such silent periods which are then useful to extract corresponding speech signals.

1. INTRODUCTION
Have you ever wondered why it could be so difficult to hear the driver of a car from a back seat, particularly in a noisy environment? It is well known that the human brain is able to discriminate sounds: it can enhance the different audio sources so that the interest source(s) can be more easily extracted. However, if the environment noise becomes too loud, this faculty could be deteriorated. As a consequence, how can it be explained that in the same noisy conditions, you can understand what your neighbor says? The answer comes from the cognitive sciences: your brain is able to merge the heard signals and what you see, especially the motion of speech articulators as lips or tongue. Indeed, speech is multimodal [10, 32, 33]. The bimodal nature of speech is now a basic feature, both for the understanding of speech perception [33] and for the development of tools for human-machine communication [31, 22]. It is thus well known that the vision of a speaker's face influences what is perceived. One of the most famous example is the McGurk's effect [19] which is an audiovisual illusion: superimposing an audio stimulus [ba] with a video stimulus [ga] leads to perceive [da]. Indeed, most of people are able to lip read (e.g., [3, 10, 32]) even if they are not conscious of doing so: the recognition rate with audiovisual speech increases compared to audio speech only [10]. In addition, the vision of the speaker's face not only favors understanding but also enhances speech detection in a noisy environment [4, 13, 16]. All of these studies finally exploit the redundancies and complementarities between visual and audio modalities of speech. It seems actually intuitive that there are strong links between the motion of the speaker's lips and the speech signal.

On the other hand, blind source separation (BSS) is an exciting field of signal processing. It aims at recovering unknown sources from mixtures of them [7]. The lack of prior knowledge about the sources and the mixing process is generally overcome by strong assumptions. For instance, the mutual independence between the sources like in independent component analysis (ICA) e.g., [6, 5] or the sparsity of the signals (sparse component analysis, e.g., [14]). Another additional prior information, close to the sparsity, is the inactivity of some sources in some time windows [24, 1, 9]. These inactivity periods can be silences in the case of speech signals.

In the last decade, these two fields of signal processing (BSS and audiovisual speech processing) have merged into the audiovisual source separation problem which aims at extracting speech signal(s) from audio mixtures when visual information of the speaker(s) are available. Several approaches (e.g., [30, 28, 8, 23, 34, 27, 25, 26, 17, 18]) have been developed to deal with this problem from the very basic filtering process using enhancement filters estimated with the help of lip shape information [11] to the definitively more complex case of moving sources [21]. By exploiting visual information to this problem, one want to provide an easier extraction of speaker(s) than purely audio methods. This paper deals with the extraction of speaker(s) in a multimodal way by exploiting the silence periods in the speech signal. Compared to previous work [26], the proposed study provides a better visual detection of silent periods and a more robust estimation of the extraction vector related to the target speaker.

This paper is organized as follows. Section 2 briefly describes an audiovisual voice activity detection (V-VAD) exploited by the proposed method (Section 3) to extract speech signals. Numerical experiments and results are given in Section 4 before conclusions and perspective in Section 5.

2. AUDIOVISUAL COHERENCE: VISUAL VOICE ACTIVITY DETECTION
Speech is at least a bimodal signal, both acoustic and visual, leading thus to exploit these two modalities in a complementary fashion to improve methods generally derived from audio information only. The possibility of using visual information to detect speech and silence periods in a given audio channel is considered in this section.

Visual voice activity detection (V-VAD) has an advantage over audio only based voice activity detection in that it is not susceptible to the problems associated with the acoustic environment (e.g., noise, simultaneous speakers, reverberations, etc.). The V-VAD used in this study is based on a retinal filter [15, 2] in order to detect the movement of the speaker’s lips. This method requires no prior information: it is based on the assumption that silence frames can be mostly characterized by the lip-shape movements. Indeed, in silence
sections, the lip-shape variations are often small. On the contrary, during speech sections these variations are generally quite stronger. Given these observations, the silence sections can be identified with one or several visual parameters of dynamical nature. The used V-VAD applies a retinal filter to the images flow and calculates the change in energy to classify voice activity. The used framework (Subsection 3.2).

3. AUDIOVISUAL SOURCE EXTRACTION

In this section, the proposed method to extract audio signal related to one (or several) speaker(s) who is (are) filmed is presented (Subsection 3.1) before a brief recall of the used framework (Subsection 3.2).

3.1 Extraction of intermittent sources

Let consider the linear instantaneous mixing model

$$x(t) = As(t),$$  

with as many sources $s(t) = [s_1(t), \ldots, s_N(t)]^T$ as mixtures $x(t) = [x_1(t), \ldots, x_N(t)]^T$. Let us denote the covariance matrix of mixtures $x(t)$ at sample $t$ estimated from a $T$-length window by

$$R_{T,x}(t) \triangleq E[x(t)x(t)^T] = \sum_{i=1}^{N} \sigma_{T,i}^2(t) a_i a_i^T$$

where $\sigma_{T,i}^2(t)$ is the average power of the $i$-th windowed source at sample $t$ and $a_i$ is the $i$-th column of the mixing matrix $A = [a_1, \ldots, a_N]$. Let now suppose that

- $N_1$ sources\(^1\) are simultaneously inactive at time $\tau$ while they are active at time $t$, i.e. $1 \leq i \leq N_1$, $\sigma_{T,i}^2(\tau) = 0$ and $\sigma_{T,i}^2(t) \neq 0$,
- the $N - N_1$ other sources have the same average power at times $\tau$ and $t$, i.e. $N_1 + 1 \leq i \leq N$, $\sigma_{T,i}^2(\tau) = \sigma_{T,i}^2(t) \neq 0$.

It is easy to show that the generalized eigenvalue decomposition [12] of pair $(R_{T,x}(\tau), R_{T,x}(t))$ admits only two distinct generalized eigenvalues: $0$ degenerated $N_1$ times whose eigensubspace $\mathcal{E}_0(\tau)$ is orthogonal to the space spanned by \(\{a_{N_1+1}, \ldots, a_N\}\) and $1$ degenerated $N - N_1$ times. As a consequence, the projection of observations \(x(t)\) onto \(\mathcal{E}_0(\tau)\) cancels the contribution of the sources \(s_i(t), N_1 + 1 \leq i \leq N\). This means that the separation vectors \(b_i, 1 \leq i \leq N_1\), lie in \(\mathcal{E}_0(\tau)\), where \(b_i\) is the $i$-th column of the separation matrix $B$.

This method allows us to detect how many sources are vanishing by testing the generalized eigenvalues and then to extract the space spanned by the corresponding sources by projecting the observations onto the generalized eigenvectors associated with the eigenvalues equal to zero. Nevertheless, it is worth noting that this method does not allow to identify which sources are inactive. However, even if this difficulty can be overcome by a clustering stage [24], the bimodality of speech is used in this study to extract particular speakers.

3.2 Application to speech source extraction

In this section, the proposed method mixing audio and video processes to extract specific speaker(s) from mixtures is presented. It is a two stages method which first estimates the periods of the speaker’s silence and then estimates the corresponding separation vector.

To estimate the periods of silence related to the speaker of interest, the audio and video informations are merged into the probability that this specific speaker is silent at time $\tau$ by

$$P_{AV}(\tau) = P_A(\tau)P_V(\tau),$$

where $P_V(\tau)$ is the visual probability that the speaker of interest is silent (2) and $P_A(\tau)$ is the audio probability

\(^1\)Without loss of generality, the inactive sources are arbitrary the $N_1$ first sources.
that at least one source is inactive. This latter probability is obtained by mapping the smallest eigenvalue \( \lambda_1(\tau) \) of pair \( (R_{T,X}(\tau), R_{T,T}(t)) \) into \([0,1]\) thanks to the following sigmoid function

\[
P_A(\tau) = 1 - \frac{1}{1 + \exp(-\alpha(\log(\lambda_1(\tau)) - \beta))}
\]  

(6)

where \( \alpha \) and \( \beta \) are parameters that allow to customize the detection of inactive sources (Fig. 3): If \( \alpha \) is large (resp. small) compared to 1/\( \alpha \) then \( P_A(\tau) \) is about 0 (resp. 1). The periods of silence are then estimated as the time indices \( \tau \) such that \( P_A(\tau) > .5 \).

In the second step, the separating vector \( b_1 \) of the target speaker\(^2\) is estimated from the inactivity periods estimated in the first step of the method. While only one generalized eigenvector is theoretically needed to estimate the separating vector, to obtain a better estimation of this latter vector several eigenvectors are used. If only the target speaker is silent \( (s_1(t) = 0) \), then the corresponding eigenvector is align with the separating vector \( b_1 \). However, if several sources are simultaneously inactive with the target speaker, then the corresponding eigenvectors lying in \( \mathcal{E}_0(\tau) \) are not necessary align with the related separating vectors \( b_j \). It is worth noting that if \( \dim(\mathcal{E}_0(\tau) \cap \mathcal{E}_0(\tau')) = 1 \), the support vector \( u_{\tau,\tau'} \) lying in this intersection is then necessary aligned with the separating vector \( b_1 \) related to the target speaker. As a consequence, one can estimate the separating vector \( b_1 \) as a weighted average of the eigenvectors when only one source is silent and of the support vectors \( u_{\tau,\tau'} \). But as already mentioned, to have a better estimation of \( b_1 \) a weighted kernel-PCA is proposed \([20, 24]\) with kernel

\[
\psi(u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}) = \frac{|u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}| - \cos(\theta_0)}{1 - \cos(\theta_0)},
\]

if \( |u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}| \geq \cos(\theta_0) \) and \( \psi(u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}) = 0 \) else, with the convention that \( u_{\tau,\tau} \) is a generalized eigenvector when only one source is inactive. \( \theta_0 \) is an \emph{a priori} chosen angle which defines the maximum angle of the beam formed by several estimations of \( b_1 \). It corresponds to the angular resolution.

The probability of the inactivity of the target speaker is included in this model by weighting the kernel \( \psi_u(u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}) = w_{\tau_1,\tau_2} w_{\tau_3,\tau_4} \psi(u_{\tau_1,\tau_2} u_{\tau_3,\tau_4}) \) with \( w_{\tau,\tau} = \sqrt{P_{AV}(\tau) P_{AV}(\tau)} \). Finally, the separating vector \( b_1 \) is estimated by

\[
b_1 = U \Psi_u \phi_1,
\]

(7)

\(^2\) Without loose of generality the target speaker is arbitrary chosen to be \( s_1(t) \).

In this study, two distinct databases are used to the target speaker (database D1) and to the concurrent audio sources (database D2). The database D1 \([29]\) has been recorded by two French speakers in a spontaneous dialog condition. Both of them have been simultaneously recorded by a microphone (sampling rate of 16kHz) and a camera (sampling rate of 25 frames per second) focused on the lips region. The second database D2 is composed of speech signals and of music songs. All these signals have a sampling rate of 16kHz.

4. RESULTS

In this section, the analysis of the change in energy (1) is presented (Fig. 4). As one can see, the values of \( \eta \) for the speech and silence classes are not perfectly separated. Besides, even during silence, the speaker’s mouth may sometimes slightly move: however the less the lips are moving, the higher the probability of silence is (bottom plot). Indeed, a direct VAD from raw lip shape cannot lead to satisfactory performances because of the intricate relationship between visual and acoustic speech information. Furthermore, the proposed model of the visual probability of silence (2) given the change in energy (1) provides a good fitting of the experimental values. As shown on Fig. 5 which compares the time-moving power of audio signal (when there is no additive noise) and the change in energy \( \eta(t) \), these two values are highly correlated as well as the visual probability of silence (2) with the ground truth indexation of silence. This model finally provides a smooth visual decision between silence and non-silence frames. It is worth noting that in real conditions (i.e. with several competitive sources) \( \eta(t) \) remains unchanged while the profile of the audio power is altered by the competitive sources.
4.2 Audiovisual source extraction

In this experiment, one target speaker from D1 is linearly mixed with two other sources from D2 (Fig. 6). In this example, the two concurrent sources are speech ($s_2$) and music ($s_3$), respectively. The audio signals have been windowed synchronously with the video signal resulting a 40ms frames without overlapping. To compute the two covariance matrices $R_{T,x}(t)$ and $R_{T,x}(\tau)$, $T_1$ is equal to 5 seconds to have a reference of the average powers of the non-stationary sources and $T$ is equal to 40ms to follow the variations of power of the sources. Fig. 6(c) presents the probabilities of silence obtained from audio only $P_A(t)$, video only $P_V(t)$ and audiovisual $P_{AV}(t)$, respectively. As one can see, the highest values of the audio probability of silence (6) correspond to the silent frames of all sources. In this example the two speech sources ($s_1$ and $s_2$) present inactive periods. However, as already mentioned the visual probability of silence is highly correlated with the actual periods of silence of the target speaker ($s_1$). As a consequence, the proposed audiovisual probability of silence $P_{AV}(t)$ has two main advantages. First, it allows to select among all the periods of silence of at least one source those which mainly correspond to the target speaker. Secondly, it allows to weight the related eigenvectors which are used by the kernel-PCA to estimate the extraction vector. Finally, the target speaker is correctly extracted from the mixtures by the proposed method.

5. CONCLUSIONS AND PERSPECTIVES

In this study, nothing more besides the periods of silence of a specific speaker are exploited in a peculiar way to extract this source when it is active. The proposed visual voice activity detection based on a smooth criterion as well as the weighted kernel-PCA provide a soft algorithm to take into account the confidence level of the related silent periods. Moreover, an advantage of this algorithm compared to other methods is that it allows to extract and to identify only the target sources thanks to the visual information. It is worth noting that even if the proposed algorithm is applied on a linear instantaneous mixtures, it can easily be extended to the convolutive case by applying it in the frequency domain.

While almost all the classical audiovisual methods to extract speech sources are generally focussed on the periods of activity, conversely the main original assumption of this method is to highlight the inactivity periods of the sources. The latter periods, which are too often ignored, are in fact of a great help to estimate the extraction vector as shown in this study. Future works will focus to propose audiovisual methods to extract moving sources, i.e. with a non-stationary mixing process.
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