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Abstract. Bioluminescence imaging is a recent modality to visualize biological effects more especially for small animals. However the acquired images are degraded by diffusion and absorption phenomena from the tissue and by the acquisition system itself. In this paper, we use restoration methods to enhance the quality of bioluminescence images. We propose a model for image formation and an experimental determination of the PSF (Point Spread Function). Several methods of restoration are compared on test images generated according to the model and on real data. This comparison is insured by using MSE (Mean Square Error) and two quantitative criteria. Results establish that the statistical methods give more accurate restoration and well adapted for Bioluminescence Imaging.
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1 Introduction

During the last years, research showed that there were numerous concordances between the human genome and that of primates, and mice [1]. With mice, the advantages are that we have a short generation time and convenient breeding conditions. It is possible to manipulate their human equivalent genes [2] to create models of human diseases [3]. But in vivo studies on these models need the development of novel methods of investigation adapted to small animals.

Among the emergent techniques for in-vivo investigation of the small animal, bioluminescence imaging (BLI) [6, 7] proves to be very promising. Bioluminescence is a chemical reaction which produces visible light that can be observed in a variety of marine and terrestrial animals, more especially in the firefly [4, 5]. This imaging modality presents several advantages like its simplicity. It is non-invasive, low cost and it is at the same time, a functional and metabolic imaging of a gene expression [5]. Currently, it is exploited in complement of other methods [8], to monitor biological processes during time for tumors detection, drug therapy assessment and for follow-up of the neoplastic evolution [2, 3].

Nevertheless diffusion and absorption of light by the tissues [6] make this method difficult to use in practice, mainly when quantitative imaging is required. Moreover, the acquisition process introduces a point spread function which makes that acquired image is not matching to the reality [8]. One of the possible solutions to correct these effects would be to use image restoration methods to recover the original light sources [10]. As bioluminescence imaging is quite a new technique, no such work has been carried out to our knowledge.

In this study, the image restoration process is used to improve the quality and recover the spatial resolution of bioluminescence images. We investigate
several methods of restoration and compare them on test images and real acquisitions.

This communication is organized as follow. In the second section, we present the material, the modeling of the system and all the methods of restoration studied as well as the parameters of comparison. The results obtained on synthesized images and real images are presented in third section. Conclusions of this work form the last section.

2 Materiel and Methods

2.1 Acquisition System

Bioluminescent imaging offers many opportunities for non-invasive study using reporter genes. Tagged cells are labeled with reporter genes encoding luciferase enzymes in living small animal. To monitor the evolution of tagged cells, substrate luciferin is applied to the animal by injection. Those cells that express the luciferase transgene emit photons. The mice were anesthetized, and placed onto warmed stage inside camera box. Our bioluminescent images were acquired for one minute with a commercial unit (Hamamatsu, Macroscopic Imaging AEQUORIA), that comprises, a light-tight cabinet with a high sensitivity cooled CCD camera. The images obtained have a resolution of 512x512 pixels coded on 16 bits and 300 µm space resolution. An example of acquisition is presented in figure 1.

![Fig. 1. (a) Example of a bioluminescence acquisition, (b) Fusion between of the bioluminescence image and visible light image.](image_url)

2.2 Acquisition Model

The formation of the images of bioluminescence results from the counting of photons emitted by a source radiating in all directions starting from the inside of the small animal and which is collected outside by the CCD camera. The light intensity of the sources is low and photon propagation is subject to both scattering and absorption phenomena.

In this work, we will only consider subcutaneous tumors which represent 80% of tumor locations in experimental cancerology. So, we can measure the PSF including instrumentation and the skin effects. This is the first stage before including model of diffusion and absorption of the skin in the restoration process. Bioluminescence imaging acquisition process is similar to that of nuclear medicine, astronomical and optical microscopic imaging. All of them use CCD camera and a low light phenomena is recorded. The
quantum nature of light leads to a Poisson modeling of the signal emitted by the object. Recent works on these imaging modalities provide reviews of proposed models [20, 23, 25]. The camera is cooled (-75°C) to be extremely sensitive to the observed phenomena. Nevertheless, images are degraded by a noise due to CCD camera read-out, quantization, and dark current [9]. The additive noise is supposed to be a zero mean Gaussian noise of unknown variance $\sigma^2$. We propose to adopt for the bioluminescence imaging a Poisson model. This model is expressed as:

$$i(x, y) = p\left(\langle o(x, y) \ast h(x, y) \rangle\right) + b(x, y),$$

(1)

where $i$: is acquired image, $o$: real image, $h$: point spread function, $\ast$: convolution product, $p$: the Poisson process, $b$: the additive Gaussian noise.

### 2.3 Restoration Methods

The image restoration process is used to reduce the effects of the blur. This inverse problem has led to a large amount of work [10, 15, 16, 19, 21], the main difficulties being the determination of the PSF and the additive noise [22, 24]. Many classifications are proposed in the literature [23, 25]. In our work we propose to classify used methods in four classes: linear, nonlinear, statistical, and blind methods.

The first class concerns the linear methods, like Wiener [10, 11] filter or that of Tikhonov-Miller [13, 23]. To decrease the sensitivity to noise of the inverse filter and its singularities, the Wiener filter minimizes the mean square error between the original image and the restored one. It is easy to implement, but it requires a good knowledge of the noise spectrum. It is expressed:

$$MSE = E[(o(x, y) - \hat{o}(x, y))^2].$$

(2)

The Tikhonov-Miller filter found when minimizing the Tikhonov functional, which is the square difference between the acquired image and blurred estimate of the original object regularized by a Tikhonov energy bound. It is expressed:

$$\phi(O(x, y)) = \text{argmin} \|i(x, y) - (h \ast o)(x, y)\|^2 + \lambda \|p \ast h\|^2,$$

(3)

where, the first term represents the fidelity to the data $I(x, y)$, and the second the smoothing applied to the restored image: $p$ is high pass filter, $\lambda$ is the regularization parameter and represents the trade-off between the fidelity to the data and the smoothness of the restored image and the original image. This method is simple to implement, but it is very sensitive to errors in the PSF data used for estimation, leading to ringing artifact in the solution.

The second class includes the nonlinear methods. To solve the difficulties occurring within this class, constraints were integrated in these linear methods. Historically, the Jason-Van Cittert’s algorithm is the first constraint method. It is an iterative algorithm that converges quickly. But it is not very effective in the case of images having a low $SNR$. Thereafter, this algorithm was improved by introduction of other constraints like limiting the intensity of the signal for example. A nonlinear approach of Tikhonov-Miller algorithm was also proposed. The minimum of the Tikhonov function is reached iteratively by clipping the estimated negative intensities to zero after
each iteration. Usually, a conjugate gradient (CG) method is used for the iterative search operation [13]. During iterations, the steepest descent in direction of minimum of the function is calculated. The solution is expressed as:

\[ O_{k+1} = \begin{cases} O_k + s_k p_k & \text{if } O_k + s_k p_k \geq 0 \\ 0 & \text{otherwise} \end{cases} \]

where \( s_k \) is the size of the optimal step and \( p_k \) the conjugate gradient direction.

The improvement of this algorithm was the objective of many work but all are based on the assumption that the nature of the noise is Gaussian [13]. To take into account other physical model as Poisson process, statistical methods were proposed and are classified in the third class. Statistical methods are based on the Bayes’s rule. Consisting to construct the conditional probability density relationship:

\[ P(O/I) = \frac{P(I/O)P(O)}{P(I)} \]

where \( P(O/I) \) denotes the probability density function (pdf) of \( O \) given \( I \), \( P(O) \) denotes the pdf of real image, and \( P(I/O) \) the a priori probability. The objective is to find an estimate of the original image which maximizes the posterior probability. The maximization of the right part of the equation gives a solution \( O \). This is obtained by only the maximization of the density \( P(I/O) \) over \( O \) (likelihood solution (ML)) or by maximization of the product \( P(I/O)P(O) \) (maximum a posteriori solution (MAP)). In both cases \( P(I) \) is considered as constant value which has not effect in the maximization process, and is ignored. In this class, the Lucy-Richardson algorithm [16, 18, 19] is an iterative technique used heavily for the restoration based on Bayes approach. It is widely used in the restoration of astronomical images [25].

Blind deconvolution methods represent the last class of algorithms. The performances of the preceding methods are based on a good knowledge of the PSF and also of the noise [12, 24]. The blind methods are more proper when the PSF and noises in the image are both unknown. Many of these algorithms derived from probabilistic modes compute and use the same approach as constrained iteration algorithms, including the both estimation of the PSF and the original image in each iteration. In these methods, estimate PSF can be injected to increase the convergence of calculations.

In addition to these four classes, methods based on the wavelets seem to give good results. In this work, we tested only the methods present in the four classes.

2.4 Performance Measurement

To measure the performances of restorations methods we use two tests. First, the restored results are compared at each iteration to original image using MSE. The MSE measures the difference in energy between the two compared images. The MSE is given as:

\[ MSE = \frac{1}{MN} \sum_{i,j} |O_{i,j} - \hat{O}_{i,j}|^2. \]

But this measure is global and sometime it is difficult to choose the best method between many approaches. So, in order to completely assess the
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The success of our restoration procedures, we use a specific evaluation criteria based on that proposed in [14] and used by Mignotte and Meunier for SPECT images [17]. We define regions of interest (ROI) which are the objects in the test image with a high gray level. In these specific areas, we compute the mean of the gray levels to compare it to the grey level of the same ROI in the original image. Also, standard deviation of this mean is calculated. For a good restoration, the mean value must tend to the original value and the standard deviation must decreases towards zero.

3 Experiments and Results

3.1 PSF of the System

Since the application concerned the subcutaneous tumors, we record the PSF of the acquisition system including the skin of mouse in order to take into account for the phenomena of absorption and diffusion of this part of the animal. To do that, we realized an acquisition system which is composed by a point source obtained using optical fiber which diameter of the heart is equal to 200µm, lower than the size of a pixel of the image (size of the pixel being of 300µm). To remain in the spectral band of the luciferase in vivo, the optical fiber is supplied by a white light source filtering by two interferometric filters. Then, to reduce the effects of the noise, the acquisition was carried twenty times under the same conditions and the sum of acquisitions was divided by the number of acquisitions.

3.2 Generation of Test Images

To test the performance of the restoration algorithms, we generated two test images integrating the imperfections of the acquisition system. The images are realized as a convolution between the undistorted image of shapes and the experimental PSF. Then, Gaussian noise of the system is added to respect equation 1. The figure 4 represents the two test images before and after degradation. The first image is formed by a disc of ray 2.25 mm with a uniform intensity of $6 \times 10^4$ and the second by two small close discs of ray 900 µm separated by 300 µm.

![Fig.1](a) (b) Test image before degradation (c) (d) Test image after degradation

3.3 Restoration of the Test Images

First, we have tested the deconvolution methods on test images. The advantages to work with synthetic degraded images are that we know exactly the initial object, and the degradation model. Then, it is easy to quantify results by comparing the restored image to the original image (figure 4a). To quantify the general quality of restoration, we compute the MSE between the restored image and initial undegraded image for each method and for each
iteration. We report on the table 1 two objects after restoration with the minimum measure of the MSE. In first consideration, we observe that statistical methods and the Tikhonov Miller method with a good choice of parameters give the best results. But the level of gray under the shapes presents ringing artifacts.

![Image]

Tab.1. Restoration results of the test images by the different methods, with the minimal MSE.

<table>
<thead>
<tr>
<th>Tested Image</th>
<th>Linear Methods</th>
<th>Nonlinear Methods</th>
<th>Statistical Methods</th>
<th>Blind Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>TM</td>
<td>GM</td>
<td>SD</td>
<td>CG</td>
</tr>
<tr>
<td>MSE (10^4)</td>
<td>7.312</td>
<td>4.797</td>
<td>5.830</td>
<td>6.008</td>
</tr>
<tr>
<td>N° Iterations</td>
<td>-</td>
<td>-</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>


The second experiment tests the ability of the methods to improve the quantitative measurement of the total amount of bioluminescence inside the disc area (ROI). The figures 5a and 5b show the evolution of the two parameters as function of iteration number. From figure of mean we can see that this parameter for all methods converges to the real value \(6 \times 10^4\) except for gradient conjugate which over-estimates this value. For the standard deviation the statistical methods have small gap and continue to decrease with iterations. On the other hand the nonlinear methods diverge after some iterations. To obtain a quantitative comparison, we take the two parameters with their optimal values i.e. the value of the number of iterations corresponding to minimum of the MSE. This result is summarized in table2. With our criteria exposed in II.4, in the table 2 and with the first results (table 1), it is easily seen that statistical restoration methods give good results.

![Graphs](image)

Fig.5. (a) Mean of the ROI at each iteration, (b) Standard deviation of ROI at each iteration.
Comparison of Image Restoration Methods for Bioluminescence Imaging

<table>
<thead>
<tr>
<th>Linear Methods</th>
<th>Nonlinear Methods</th>
<th>Statistical Methods</th>
<th>Blind Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>TM</td>
<td>GM</td>
<td>SD</td>
</tr>
<tr>
<td>STD (10^3)</td>
<td>15.322</td>
<td>7.279</td>
<td>5.936</td>
</tr>
<tr>
<td>N° Iterations</td>
<td>-</td>
<td>-</td>
<td>20</td>
</tr>
</tbody>
</table>

Tab.2. Mean and standard deviation of the ROI after deconvolution for each method.

3.4 Bioluminescence Images Restoration

We have also tested the deconvolution algorithms on real bioluminescence images. We present two cases where the ROI of the real acquisition are reported in the table 2. The obtained results are showed in table 2 and we can see that statistical methods give restored images with limiting ringing artifacts and good spatial resolution. Note that it is difficult to define a quantitative measure of the deconvolution results because we do not know the original image.

<table>
<thead>
<tr>
<th>Real image</th>
<th>Linear Methods</th>
<th>Nonlinear Methods</th>
<th>Statistical Methods</th>
<th>Blind Methods</th>
</tr>
</thead>
</table>

Tab.3. Restoration of real bioluminescence images with the same condition like tests images.

4. Conclusions

In this work nine algorithms for restoration methods were tested and compared on test images and on real bioluminescence images. To do this, we have defined a physical model of bioluminescence imaging formation. Then, we used an experimental approach to estimate more accuracy the point spread function of the acquisition system including the skin of mice. These allowed us to simulate synthetic data. After having defined and used comparison criteria, we conclude that statistical methods are more appropriated to bioluminescence imaging. On real data, we have noticed that the statistical restoration methods improve the contrast and spatial resolution of these images. To confirm this study, we will carry out physical measurements on small tumors and compare them to measures extracted from restored images.
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