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Abstract

We consider a strong Markov process with killing and prove an approximation
method for the distribution of the process conditioned not to be killed when it is
observed. The method is based on a Fleming-Viot type particle system with rebirths,
whose particles evolve as independent copies of the original strong Markov process
and jump onto each others instead of being killed. Our only assumption is that
the number of rebirths of the Fleming-Viot type system doesn’t explode in finite
time almost surely and that the survival probability of the original process remains
positive in finite time. The approximation method generalizes previous results and
comes with a speed of convergence.

A criterion for the non-explosion of the number of rebirths is also provided for
general systems of time and environment dependent diffusion particles. This in-
cludes, but is not limited to, the case of the Fleming-Viot type system of the ap-
proximation method. The proof of the non-explosion criterion uses an original non-
attainability of $(0,0)$ result for pair of non-negative semi-martingales with positive
jumps.

1 Introduction

Markov processes with killing are Markov processes which stop to evolve after a random
time, called the killing time. While the behavior of a Markov process after this time is
trivial, its distribution before its killing time represents a substantial information and
thus several studies concentrate on the distribution of a process conditioned not to be
killed when it is observed (we refer the reader to the extensive bibliography updated by
Pollett [20], where several studies on models with killing mechanisms are listed). The
main motivation of the present paper is to provide a general approximation method for
this distribution.

There are mainly two ways of killing a Markov process, both of them being handled
in the present paper. The first kind of killing occurs when the process reaches a given
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set. For instance, a demographic model is stopped when the population becomes extinct, that is when the size of the population hits 0. The second kind of killing occurs after an exponential time. For example, a chemical particle usually disappears by reacting with another one after an exponential time, whose rate depends on the concentration of reactant in the medium. If the killing time is given by the time at which the process reaches a set, we call it a hard killing time. If it is given by an exponential clock, we call it a soft killing time. In order to formally describe a process with killing in a general setting, we consider a continuous time strong Markov process $Z$ evolving in a state space $F \cup \{\partial\}$, where $\partial \notin F$ is absorbing. This means that $Z$ evolves in $F$ until it reaches $\partial$ and then remains in $\partial$ forever. The killing time of $Z$ is defined as the hitting time of $\partial$ and is denoted by $\tau_\partial = \inf\{t \geq 0, Z_t = \partial\}$. This general setting can be used to model both hard and soft killing types.

The main difficulty in approximating the distribution of a Markov process before its killing is that the probability of the event "the process is still not killed at time $t$" vanishes when $t$ goes to infinity. Indeed, this is a rare event simulation problem and, in particular, naive Monte-Carlo methods are not well-suited (the number of still not killed trajectories vanishing with time, a Monte-Carlo algorithm would undergo an unavoidable discrepancy in the long term). Our approximation method is based on a quite natural modification of the Monte-Carlo method, where killed particles are reintroduced through a rebirth in $F$ (the state space of the still not killed particles) in order to keep a constant number of meaningful particles through time. This modification, which appears to be a Fleming-Viot type particle system, has been introduced by Burdzy, Holyst, Ingermann and March in [4] and is described in the following definition.

**Definition.** Let $Z$ be a strong Markov process with killing evolving in $F \cup \{\partial\}$. Given $N \geq 2$ and $(x_1, \ldots, x_N) \in F^N$, we define the Fleming-Viot type particle system with $N$ particles and evolving as $Z$ between their rebirths, starting from $(x_1, \ldots, x_N)$ and denoted by $FV_N(\tau_{\partial}^t(x_1, \ldots, x_N))$, as follows. The particles of the system start from $(x_1, \ldots, x_N)$ at time 0 and evolve as $N$ independent copies of $Z$ until one of them is killed. Then

- if two or more particles are simultaneously killed at this moment, or if a particle jumps simultaneously without being killed (so that a particle is killed and another one jumps), then we stop the definition of the particle system and say that the process undergoes a failure.
- otherwise (i.e. if one and only one particle is killed and the other particles do not jump at this killing time) then the unique killed particle is taken from the absorbing point $\partial$ and is instantaneously placed at the position of a particle chosen uniformly between the $N-1$ remaining ones; in this situation we say that the particle undergoes a rebirth.

After this operation and in the case of a rebirth, each of the $N$ particles lies in $F$. They then evolve as $N$ independent copies of $Z$, until one of them is killed and so
on. This procedure defines the particle system $FV^N_Z(x_1, \ldots, x_N)$ in an incremental way, rebirth after rebirth and until it undergoes a failure.

One particularity of this method is that the number of rebirths faces a risk of explosion in finite time: in some cases, that is for some choices of $Z$ and $N \geq 2$, the number of rebirths in the particle system explodes to $+\infty$ in finite time. In such a case, the particle system is well defined up to the explosion time, but there is no natural way to extend its definition after this time (we refer the reader to [2] for a non-trivial case where the number of rebirths explodes in finite time with positive probability). This leads us to the following assumption (see also Section 3, where we provide a sufficient condition for a diffusion process to satisfy Hypothesis $A(N)$).

**Hypothesis $A(N), N \geq 2$.** A Markov process with killing $Z$ is said to fulfil Hypothesis $A(N)$ if and only if the Fleming-Viot type particle system with $N$ particles evolving as $Z$ between their rebirths undergoes no failure and if its number of rebirths remains finite in finite time almost surely, for any initial distribution of the particle system.

In Section 2, we fix $T > 0$ and consider a continuous time Markov process with killing $Z$. We state and prove an approximation method for the distribution of $Z_T$ conditionally to $T < \tau_0$. This method, based on Fleming-Viot type particle systems, does not require that $Z$ satisfies Hypothesis $A(N)$ for some $N \geq 2$. Instead, we assume that there exists a sequence $(Z^N_N)_{N \geq 2}$ of Markov processes such that $Z^N_T$ converges in law to $Z_T$ when $N \to \infty$ and such that $Z^N$ satisfies Hypothesis $A(N)$, for all $N \geq 2$. In particular the Fleming-Viot type system with $N$ particles built over $Z^N$ is well defined for any $N \geq 2$ and any initial distribution. This particle system, denoted by $FV^N_Z$, evolves in $F^N$ and we denote by $\mu^N_t$ its empirical distribution at time $t \geq 0$. Our main result states that, if the sequence of initial empirical distributions $(\mu^0_N)_{N \geq 2}$ converges to a probability measure $\mu_0$ on $F$, then the sequence of random probability measures $(\mu^N_t)_{N \geq 0}$ converges in law to the distribution of $Z_T$, initially distributed as $\mu_0$ and conditioned to $T < \tau_0$. Also, we provide a speed of convergence for the approximation method. This result generalises the approximation method proved by Grigorescu and Kang in [11] for standard multi-dimensional Brownian motion, by Villemonais [24] for Brownian motions with drift and by Del Moral and Miclo for softly killed Markov processes (see [6] and references therein) and by Ferrari and Marić [7], which regards continuous time Markov chains in discrete spaces.

Our result gives a new insight on this approximation method through three key points of generalisation. Firstly, this new result allows both hard and soft killings, which is a natural setting in applications: typically, species can disappear because of a lack of newborns (which corresponds to a hard killing at 0) or because of a brutal natural catastrophe (which typically happens following an exponential time). Secondly, we implicitly allow time and environment dependencies, which is quite natural in applications where individual paths can be influenced by external stochastic factors (as the changing weather).
Last but not least, for any $N \geq 2$, we do not require that $Z$ satisfies Hypothesis $A(N)$. Indeed, we only require that there exists an approximating sequence $(Z^N)_{N \geq 2}$ such that $Z^N$ fulfils Hypothesis $A(N)$, $\forall N \geq 2$. This is of first importance, since the non-explosion of the number of rebirths is a quite hard problem which remains open in several situations. It is for instance the case for diffusion processes with unbounded drift, for diffusions killed at the boundary of a non-regular domain and for Markov processes with unbounded rates of killing. Thus in our case, the three irregularities can be handled by successive approximations of the coefficients, domain and rate of killing. For these reasons, the approximation result proved in the present paper can be used as a general approximation method for the distribution of conditioned Markov processes.

The approximation method being proved in this very general setting, the only remaining difficulty is to provide a sufficient criterion for Hypothesis $A(N)$ to hold, for any $N \geq 2$. In Section 3, we consider a multi-dimensional diffusion process $Z$ and provide a sufficient criterion for Hypothesis $A(N)$ to be fulfilled for $FV^N$, the Fleming-Viot type system with $N$ particles evolving as $Z$ between their rebirths. We allow both soft and hard killings and we allow the coefficients of $Z$ to be time-inhomogeneous and environment dependent. This criterion generalises similar non-explosion and non-failure results recently proved by Lőbus in [18] and by Bieneck, Burdzy and Finch in [2] for Brownian particles killed at the boundary of an open set of $\mathbb{R}^d$, by Grigorescu and Kang in [13] for time-homogeneous particles driven by a stochastic equation with regular coefficients killed at the boundary of an open set and by Villemonais in [24] for Brownian particles with drift. Other models of diffusions with rebirths from a boundary have also been introduced in [1], with a continuity condition on the jump measure that isn’t fulfilled in our case, in [12], where fine properties of a Brownian motion with rebirth have been established, and in [15], [16], where Kolb and Wükber have studied the spectral properties of similar models.

Our non-explosion result is a generalization of the previously cited ones and is actually not restricted to Fleming-Viot type particle systems. The first generalization axis concerns the Markov processes that drive the particles between their rebirths: our criterion allows a different state space and a different dynamic for each particle. Moreover these dynamics can be time-inhomogeneous environment-dependent diffusion processes, while previous results are restricted to time-homogeneous diffusion processes. The second aspect of the generalization is related to the rebirths mechanisms: we allow the rebirth position of a particle to be chosen with a large degree of freedom (in particular, not necessarily on the position of another particle) and the whole particle system is allowed to undergo a rebirth when a particle is killed. This setting includes (but is not limited to) the Fleming-Viot type particle system case, so that our non-explosion result validates the approximation method described above for time/environment dependent diffusions with hard and soft killing. For non Fleming-Viot type rebirths mechanisms, it remains an open problem to determine the existence and, if appropriate, the value of the limiting empirical distribution.

The proof of the non-explosion is partly based on an original non-attainability of $(0,0)$ result for semi-martingales, which is stated in Section 4 of this paper. Note that this
result answers a different problematic from the rest of the paper and has its own interest. Indeed, inspired by Delarue [7], our non-attainability criterion generalizes existing non-attainability criteria by considering general semi-martingales (i.e. not necessarily obtained as solutions of stochastic differential equations). This essential improvement is a sine qua non condition for the development of the non-explosion criterion of Section 3.

2 Approximation of a Markov process conditioned not to be killed

We consider a càdlàg strong Markov process $Z$ evolving in a state space $F \cup \{\partial\}$, where $\partial \notin F$ is an absorbing point for $Z$, also called the cemetery point for $Z$ (this means that the process remains in $\{\partial\}$ forever after reaching it). When $Z$ reaches $\partial$, we say that it is killed and we set $\tau_\partial = \inf\{t \geq 0, Z_t = \partial\}$. In this section, we assume that we are given a random probability measure $\mu_0$ on $F$ and a deterministic time $T \geq 0$. We are interested in the approximation of $P_{\mu_0}(Z_T \in \cdot | T < \tau_\partial)$, i.e. of the distribution of $Z_T$ with initial distribution $\mu_0$ and conditioned to $T < \tau_\partial$.

Let $(\mu_0^N)_{N \geq 2}$ be a sequence of empirical distributions with $N$ points which converges weakly to $\mu_0$ (by an empirical distribution with $N$ points $\mu_0^N$, we mean that there exists a random vector $(x_1, \ldots, x_N)$ in $F^N$ such that $\mu_0^N$ has the same law as $1 \over N \sum_{i=1}^{N} \delta_{x_i}$). We assume that there exists a sequence $(Z^N)_{N \geq 2}$ of strong Markov processes with killing evolving in $F \cup \{\partial\}$, such that $Z^N$ fulfills Hypothesis A($N$) for any $N \geq 2$ and such that, for any bounded continuous function $f : F \rightarrow \mathbb{R}$,

$$\mathbb{E}_{\mu_0^N} \left( f(Z^N_T) 1_{t < \tau^N_\partial} \right) \xrightarrow{law} \mathbb{E}_{\mu_0} \left( f(Z_T) 1_{t < \tau_\partial} \right),$$

(1)

where $\tau^N_\partial = \inf\{t \geq 0, Z^N_t = \partial\}$ denotes the killing time of $Z^N$.

**Remark 1.** A particular case where (1) holds true (we still assume that $\mu_0$ is a random measure) is when $\mu_0^N$ is the empirical distribution of a vector distributed with respect to $\mu_0^N \otimes N$ for any $N \geq 2$ and when, for all $x \in F$ and all continuous and bounded function $f : F \rightarrow \mathbb{R}_+$,

$$P^N_T f(x) \xrightarrow{N \rightarrow \infty} P_T f(x).$$

(2)

Indeed, we have

$$\mu_0^N (P^N_T f) \xrightarrow{law} \frac{1}{N} \sum_{i=1}^{N} \left[ P^N_T f(x_i) - \mu_0 (P^N_T f) \right] + \mu_0 (P^N_T f),$$

where $(x_i)_{i \geq 1}$ is an iid sequence of random variables with law $\mu_0$. By the law of large numbers, the first right term converges to 0 almost surely and, by (2) and by dominated convergence, the second right term converges almost surely to $\mu_0 (P_T f)$. 
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We define now the $N$-particles system $X^N = (X^{1,N},...,X^{2,N})$ as the Fleming-Viot type system whose $N$ particles evolve as independent copies of $Z^N$ between their rebirths and with initial empirical distribution $\mu_0^N$ (thus $X^N = FV_{2N}(x_1,...,x_N)$, where $(x_1,...,x_N)$ is such that $\mu_0 = 1/N \sum_{i=1}^N \delta_{x_i}$). Since we assumed that $Z^N$ fulfils Hypothesis A($N$), the particle system $X^N$ is well defined at any time $t \geq 0$. Also, for any $i \in \{1,...,N\}$, the particle $X_{i,N}$ is a càdlàg process evolving in $F$. We denote by $\mu_t^N$ the empirical distribution of $X_t^N$ at time $t \geq 0$:

$$\mu_t^N = \frac{1}{N} \sum_{i=1}^N \delta_{X_{i,t}^N} \in \mathcal{M}_1(F) \text{ almost surely,}$$

where $\mathcal{M}_1(F)$ denotes the set of probability measures on $F$.

**Theorem 1.** Assume that the survival probability of $Z$ at time $T$ starting with distribution $\mu_0$ is strictly positive almost surely, which means that $\mathbb{P}_{\mu_0}(T < \tau_0) > 0$ almost surely. Then, for any continuous and bounded function $f : F \mapsto \mathbb{R}_+$,

$$\mu_T^N(f) \xrightarrow{\text{law}} \mathbb{E}_{\mu_0}(f(Z_T) | T < \tau_\infty).$$

Moreover, for any bounded measurable function $f : F \mapsto \mathbb{R}_+$, we have

$$E \left( \left| \mu_T^N(f) - \mathbb{E}_{\mu_0}^N(f(Z_T^N) | T < \tau_0^N) \right| \right) \leq \frac{2(1 + \sqrt{2}) \|f\|_{\infty}}{\sqrt{N}} \sqrt{E \left( \frac{1}{\mathbb{P}_{\mu_0}^N(T < \tau_0^N)} \right)^2}.$$

**Remark 2.** In [23], Rousset consider a process $Z$ which is only subject to soft killings, with a uniformly bounded killing rate. In this particular case, the author proves a uniform rate of convergence over all times $T$, using the stability of the underlying Feynman-Kac semi-group. Our result shall be used in further work to extend Rousset’s results to many processes with sufficiently stable associated Feynman-Kac semi-group.

**Remark 3.** We emphasize that our approximation method only concerns the conditional distribution of the process. For results on the pathwise behaviour of the process conditioned not to be killed in the future, we refer the reader to the theory of $Q$-processes, which are processes evolving as $Z$ conditioned to never be killed (see for instance [17]).

**Remark 4.** The quasi-limiting distribution, i.e. $\lim_{t \to +\infty} \mathbb{P}_{\mu_0}(Z_T \in \cdot | T < \tau_0)$, is the subject of several studies and is closely related (in fact equivalent) to the concept of quasi-stationary distribution (see for instance [19]). Theorem 1 implies that the quasi-limiting distribution, if it exists, is equal to $\lim_{t \to +\infty} \lim_{N \to \infty} \mu_t^N$. Whether this limit is also equal to $\lim_{N \to \infty} \lim_{t \to +\infty} \mu_t^N$ (which has practical interests in numerical computation) remains an open problem in many situations and has been resolved quite recently in some particular cases (see for instance [2],[9],[13] and [24]).
Proof of Theorem 1. For any \( N \geq 2 \) and any \( i \in \{1, \ldots, N\} \), we denote the increasing sequence of rebirth times of the particle \( X^{i, N} \) by
\[
\tau_1^{i, N} < \tau_2^{i, N} < \cdots < \tau_n^{i, N} < \cdots
\]
For any \( t \geq 0 \), we denote by \( A_t^{i, N} \) the number of rebirths of the particle \( X^{i, N} \) before time \( t \):
\[
A_t^{i, N} = \max\{n \in \mathbb{N}, \tau_n^{i, N} \leq t\}.
\]
We also set \( A_t^N = \sum_{i=1}^{N} A_t^{i, N} \) as the total number of rebirths in the \( N \)-particles system \( X^N \) before time \( t \). Since \( Z^N \) is assumed to fulfill Hypothesis A(\( N \)), we have \( \lim_{n \to \infty} \tau_n^{i, N} = +\infty \) almost surely and \( A_t^N = +\infty \) for all \( t \geq 0 \) almost surely.

For any \( N \geq 2 \), we denote by \( (P_t^N)_{t \geq 0} \) the sub-Markov semi-group associated with the Markov process \( Z^N \). It is defined, for any bounded measurable function \( f \) on \( F \cup \{\partial\} \) and any \( t \geq 0 \), by
\[
P_t^N f(x) = \mathbb{E}_x \left( f(Z_t^N \mathbf{1}_{t < \tau_N^\partial}) \right), \forall x \in F \cup \{\partial\}.
\]

The proof of Theorem 1 is divided into three steps. In a first step, we fix \( N \geq 2 \) and we prove that, for any bounded and measurable function \( f \) on \( F \cup \{\partial\} \) and any \( t \geq 0 \), by

\[
\mu_t^N (P_T^N f) = \mu_0^N (P_T^N f) + M_t^N + \frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{A_t^{i, N}} \left[ \frac{1}{N-1} \sum_{j \neq i} P_T^{N - \tau_n^{i, N}} f(X_{\tau_n^{i, N}}) \right], \forall t \in [0, T].
\] (3)

In a second step, we define the non-negative measure \( \nu_t^N \) on \( F \) by
\[
\nu_t^N (dx) = \left( \frac{N-1}{N} \right)^{A_t^N} \mu_t^N (dx).
\]
The measure \( \nu^N \) is obtained by multiplying the empirical measure \( \mu^N \) by \( (N-1)/N \) at each rebirth. This loss of mass is introduced in order to compensate the last right term in (3): we prove that \( \nu_t^N (f) - \mu_0^N (P_T^N f) \) is a local martingale whose \( L^2 \) norm is bounded by \( (1 + \sqrt{2}) \|f\|_\infty / \sqrt{N} \), thus
\[
\sqrt{E \left( \| \nu_T^N (f) - \mu_0^N (P_T^N f) \|^2 \right)} \leq \frac{(1 + \sqrt{2}) \|f\|_\infty}{\sqrt{N}}.
\] (4)

In step 3, we note that \( \nu_t^N \) and \( \mu_0^N (P_T^N \cdot) \) are almost surely proportional and conclude the proof of Theorem 1 by renormalizing \( \nu_t^N \) and \( \mu_0^N (P_T^N \cdot) \) in 1.

Step 1: proof of decomposition (3).
Fix \( N \geq 2 \) and let \( f : F \cup \{\partial\} \mapsto \mathbb{R}_+ \) be a measurable bounded function such that \( f(\partial) = 0 \). We define, for all \( t \in [0, T] \) and \( z \in F \),
\[
\psi_t(z) = P_{T-t}^N f(z).
\]
The process \((\psi_t(Z^N_i))_{t \in [0,T]}\) is a martingale with respect to the natural filtration of \(Z^N\) and is equal to 0 at time \(\tau^N_0\) on the event \(\{\tau^N_0 \leq T\}\). Indeed, for all \(s,t \geq 0\) such that \(s + t \leq T\), the Markov property implies

\[
E \left( \psi_{t+s}(Z^N_i) \big| (Z^N_u)_{u \in [0,t]} \right) = P^N_s \psi_{t+s}(Z^N_i) = \psi_t(Z^N_i)
\]

and \(P^N_t f(\partial) = 0\) for any \(t \geq 0\) yields

\[
\psi_{t \wedge T}(Z^N_i) = \psi_{t \wedge T}(\partial) 1_{t \leq T} + \psi_T(Z^N_i) 1_{t > T} = \psi_T(Z^N_i) 1_{t > T}.
\]

Fix \(i \in \{1, \ldots, N\}\). For any \(n \geq 0\), we define the process \((M^{i,n}_t)_{t \in [0,T]}\) – which implicitly depends on \(N\) – by

\[
M^{i,n}_t = 1_{t < \tau^N_{i,n+1}} \psi_t(X^i,N) - \psi_{\tau^N_{i,n,N}}(X^i,N) \wedge N, \quad \text{with} \quad \tau^N_{i,N} := 0.
\]

Since \(X^{i,N}\) evolves as \(Z^N\) in the time interval \([\tau^N_{i,n}, \tau^N_{i,n+1}]\), \(M^{i,n}_t\) is a martingale with respect to the natural filtration of the whole particle system and

\[
M^{i,n}_t = \begin{cases} 
0, & \text{if } t < \tau^N_{i,n} \text{ i.e. } A^i_{t,n} < n, \\
\psi_t(X^i,N) - \psi_{\tau^N_{i,n,N}}(X^i,N), & \text{if } t \in [\tau^N_{i,n}, \tau^N_{i,n+1}] \text{ i.e. } A^i_{t,n} = n, \\
-\psi_{\tau^N_{i,n,N}}(X^i,N), & \text{if } t > \tau^N_{i,n+1} \text{ i.e. } n < A^i_{t,n}.
\end{cases}
\]

Summing over all rebirth times up to time \(t\), we get

\[
\psi_t(X^i,N) = \psi_0(X^i,N_0) + \sum_{n=0}^{A^i_{t,n} - 1} M^{i,n}_t + \sum_{n=1}^{A^i_{t,n}} \psi_{\tau^N_{i,n,N}}(X^i,N), \quad (5)
\]

Defining the local martingales

\[
M^i_t = \sum_{n=0}^{A^i_{t,n}} M^{i,n}_t \quad \text{and} \quad M_t = \frac{1}{N} \sum_{i=1}^{N} M^i_t
\]

and summing over \(i \in \{1, \ldots, N\}\), we obtain

\[
\mu^N_t(\psi) = \mu^N_0(\psi_0) + M_t + \frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{A^i_{t,n}} \psi_{\tau^N_{i,n,N}}(X^i,N).
\]

At each rebirth time \(\tau^N_{i,n}\), the rebirth position of the particle \(X^i,N\) is chosen with respect to the empirical measure of the other particles. The expectation of \(\psi_{\tau^N_{i,n}}(X^i,N)\) conditionally to the position of the other particles at the rebirth time is then the average value

\[
\frac{1}{N-1} \sum_{j \neq i} \psi_{\tau^N_{j,n,N}}(X^j,N).
\]

We deduce that the process \(\mathcal{M}_t\), defined by

\[
\mathcal{M}_t = \frac{1}{N} \sum_{i=1}^{N} \sum_{n=1}^{A^i_{t,n}} \left( \psi_{\tau^N_{i,n,N}}(X^i,N) - \frac{1}{N-1} \sum_{j \neq i} \psi_{\tau^N_{j,n,N}}(X^j,N) \right) , \quad \forall t \geq 0,
\]
is a local martingale. We finally get

\[ \mu^N_t(\psi_t) = \mu^N_0(\psi_0) + M_t + \mathcal{M}_t + \frac{1}{N} \sum_{i=1}^{N} A^N_{i,t} \left[ \frac{1}{N-1} \sum_{j \neq i} \psi^*_{n^{-},(X^j_{\tau^N_i,n^{-}})} \right], \quad (6) \]

which is exactly (3) (we recall that \(M\) and \(\mathcal{M}\) implicitly depend on \(N\)).

**Step 2: proof of inequality (4).**

The number of particles \(N \geq 2\) is still fixed. Let us first prove that, for any \(\alpha \in \{1, 2, \ldots\}\), \(\nu^N_{T,\tau^N_\alpha}(\psi_{T,\tau^N_\alpha}) - \nu^N_0(\psi_0)\) is a local martingale. In order to simplify the notations and since \(N \geq 2\) is fixed, we remove the superscripts \(N\) until the end of this step when there is no risk of confusion.

The jump of the processes \((A_t)_{t \geq 0}\) and \(\mathcal{M}\) only occurs at the rebirth times, thus we deduce from (6) that

\[ \nu_T(\psi_T) - \nu_0(\psi_0) = \int_0^T \left( \frac{N-1}{N} \right)^{A_{t-}} dM_t - \sum_{n=1}^{A_T} \left( \frac{N-1}{N} \right)^{A_{\tau^N_n}} (\mathcal{M}_{\tau^N_n} - \mathcal{M}_{\tau^N_n}) \]

\[ + \sum_{n=1}^{A_T} \nu_{\tau^N_n}(\psi_{\tau^N_n}) - \nu_{\tau^N_n}(\psi_{\tau^N_n}). \]

Let us develop and compute each term \(\nu_{\tau^N_n}(\psi_{\tau^N_n}) - \nu_{\tau^N_n}(\psi_{\tau^N_n})\) in the right hand side. For any \(n \geq 1\),

\[ \nu_{\tau^N_n}(\psi_{\tau^N_n}) - \nu_{\tau^N_n}(\psi_{\tau^N_n}) = \left( \frac{N-1}{N} \right)^{A_{\tau^N_n}} \left( \mu_{\tau^N_n}(\psi_{\tau^N_n}) - \mu_{\tau^N_n}(\psi_{\tau^N_n}) \right) \]

\[ + \mu_{\tau^N_n}(\psi_{\tau^N_n}) \left( \left( \frac{N-1}{N} \right)^{A_{\tau^N_n}} - \left( \frac{N-1}{N} \right)^{A_{\tau^N_n}} \right). \]

On the one hand, denoting by \(i\) the index of the killed particle at time \(\tau^N_i\), we have

\[ \mu_{\tau^N_i}(\psi_{\tau^N_i}) - \mu_{\tau^N_i}(\psi_{\tau^N_i}) = \frac{1}{N(N-1)} \sum_{j \neq i} \psi^*_{n^{-},(X^j_{\tau^N_i,n^{-}})} + \mathcal{M}_{\tau^N_i} - \mathcal{M}_{\tau^N_i} + \mathcal{M}_{\tau^N_i} - \mathcal{M}_{\tau^N_i}, \]

where

\[ \frac{1}{N(N-1)} \sum_{j \neq i} \psi^*_{n^{-},(X^j_{\tau^N_i,n^{-}})} = \frac{1}{N-1} \mu_{\tau^N_i}(\psi_{\tau^N_i}) - \frac{1}{N-1} \psi_{\tau^N_i}(X^j_{\tau^N_i}) \]

and, by the definition of \(\mathcal{M}\),

\[ - \frac{1}{N(N-1)} \psi_{\tau^N_i}(X^j_{\tau^N_i}) = \frac{1}{N-1} (\mathcal{M}_{\tau^N_i} - \mathcal{M}_{\tau^N_i}). \]
We then have
\[ \mu_{\tau_n}(\psi_{\tau_n}) - \mu_{\tau_{n'}}(\psi_{\tau_{n'}}) = \frac{1}{N-1} \mu_{\tau_n}(\psi_{\tau_n}) + \frac{N}{N-1} (M_{\tau_n} - M_{\tau_{n'}}) + \mathcal{M}_{\tau_n} - \mathcal{M}_{\tau_{n'}}. \]

On the other hand, we have
\[ \left( \frac{N-1}{N} \right)^{A_{\tau_n} - A_{\tau_{n'}}} = -\frac{1}{N-1} \left( \frac{N-1}{N} \right)^{A_{\tau_n}}. \]

Finally we get
\[ \nu_{\tau_n}(\psi_{\tau_n}) - \nu_{\tau_{n'}}(\psi_{\tau_{n'}}) = \left( \frac{N-1}{N} \right)^{A_{\tau_n}} (M_{\tau_n} - M_{\tau_{n'}}) + \left( \frac{N-1}{N} \right)^{A_{\tau_n}} (\mathcal{M}_{\tau_n} - \mathcal{M}_{\tau_{n'}}). \]

We deduce that the process \( \nu_T(\psi_T) - \nu_0(\psi_0) \) is the sum of two local martingales and we have
\[ \nu_T(\psi_T) - \nu_0(\psi_0) = \int_0^T \left( \frac{N-1}{N} \right)^{A_{\tau_n}} dM_t + \frac{N-1}{N} \int_0^T \left( \frac{N-1}{N} \right)^{A_{\tau_n}} d\mathcal{M}_t \quad (7) \]

Let us now bound both terms on the right-hand side of (7) (where \( N \) is still fixed). In order to handle martingales instead of local martingales, we fix an integer \( \alpha \geq 1 \) and we stop the particle system when the number of rebirths \( A_t \) reaches \( \alpha \), which is equivalent to stopping the process at time \( \tau_\alpha \) (which is actually \( \tau_N^\alpha \)). The processes \( M \) and \( \mathcal{M} \) stopped at time \( \tau_\alpha \) are almost surely bounded by \( \alpha \|f\|_\infty \). By the optional stopping time theorem, we deduce that \( M \) and \( \mathcal{M} \) stopped at time \( \tau_N^\alpha \) are martingales. On the one hand, the martingale jumps occurring at rebirth times \( \mathcal{M}_{\tau_n} - \mathcal{M}_{\tau_{n'}} \) are bounded by \( \|f\|_\infty / \alpha \) (since its jumps are the difference between two positive terms bounded by \( \|f\|_\infty / N \)) and the martingale is constant between rebirth times, thus
\[ E \left( \left| \int_0^{T \wedge \tau_\alpha} \left( \frac{N-1}{N} \right)^{A_{\tau_n}} dM_t \right|^2 \right) \leq E \left[ \sum_{n=1}^{\alpha} \left( \frac{N-1}{N} \right)^{2A_{\tau_n}} (\mathcal{M}_{\tau_n} - \mathcal{M}_{\tau_{n'}})^2 \right] \leq \frac{\|f\|^2_\infty}{N}. \quad (8) \]

On the other hand, we have
\[ E \left( \left( \int_0^{T \wedge \tau_\alpha} \left( \frac{N-1}{N} \right)^{A_{\tau_n}} dM_t \right)^2 \right) \leq E \left( (M_{T \wedge \tau_\alpha})^2 \right) = \frac{1}{N^2} \sum_{i,j=1}^N E \left( M_{T \wedge \tau_\alpha} M_{T \wedge \tau_\alpha} \right) \]
where
\[ E \left( M_{T \wedge \tau_\alpha} M_{T \wedge \tau_\alpha} \right) = \sum_{m=0,n=0}^{\alpha} E \left( M_{T \wedge \tau_\alpha} M_{T \wedge \tau_\alpha} \right). \]
If $i \neq j$, then the expectation of the product of the martingales $M^{i,n}$ and $M^{j,m}$ is 0, since the particles are independent between the rebirths and do not undergo simultaneous rebirths. Thus we have
\[ E \left( M_{T \wedge \tau_\alpha}^{i,n} M_{T \wedge \tau_\alpha}^{j,m} \right) = 0, \forall i \neq j. \]

Assume now that $i = j$ and fix $m < n$. By definition, we have
\[ M_{T \wedge \tau_\alpha}^{i,m} = M_{T \wedge \tau_\alpha \wedge \tau_{m+1}^i}^{i,m}, \]
which is measurable with respect to $X_{T \wedge \tau_\alpha \wedge \tau_{m+1}^i}$, then
\[
E \left( M_{T \wedge \tau_\alpha}^{i,m} M_{T \wedge \tau_\alpha}^{i,n} | X_{T \wedge \tau_\alpha \wedge \tau_{m+1}^i} \right) = M_{T \wedge \tau_\alpha \wedge \tau_{m+1}^i}^{i,m} E \left( M_{T \wedge \tau_\alpha}^{i,n} | X_{T \wedge \tau_\alpha \wedge \tau_{m+1}^i} \right) = 0,
\]
applying the optional sampling theorem with the martingale $M_{T \wedge \tau_\alpha}^{i,n}$ stopped at the uniformly bounded stopping time $T \wedge \tau_\alpha$. We deduce that
\[
E \left( (M_{T \wedge \tau_\alpha}^{i,m})^2 \right) = E \left( \sum_{n=0}^\alpha \left( M_{T \wedge \tau_\alpha}^{i,n} \right)^2 \right) \\
\leq E \left( \sum_{n=0}^{A_{T \wedge \tau_\alpha} - 1} \psi_{T \wedge \tau_\alpha, n}^i \left( X_{T \wedge \tau_\alpha}^{i,n} \right)^2 \right) + \| f \|^2_\infty \\
\leq E \left( \sum_{n=0}^\alpha \psi_{T \wedge \tau_\alpha, n}^i \left( X_{T \wedge \tau_\alpha}^{i,n} \right)^2 \right) + \| f \|^2_\infty \\
\leq \| f \|_\infty E \left( \sum_{n=0}^\alpha \psi_{T \wedge \tau_\alpha, n}^i \left( X_{T \wedge \tau_\alpha}^{i,n} \right) \right) + \| f \|^2_\infty.
\]
By (5), we have
\[
E \left( \sum_{n=0}^\alpha \psi_{T \wedge \tau_\alpha, n}^i \left( X_{T \wedge \tau_\alpha}^{i,n} \right) \right) \leq \| f \|_\infty,
\]
thus
\[
E \left( (M_{T \wedge \tau_\alpha}^{i,m})^2 \right) \leq 2 \| f \|_\infty^2.
\]
We finally have
\[
E \left( \left( \int_0^{T \wedge \tau_\alpha} \left( \frac{N - 1}{N} \right)^{A_{t}} \, d\mathbb{M}_t \right)^2 \right) \leq \frac{2 \| f \|_\infty^2}{N}.
\]  
(9)
The decomposition (7) and inequalities (8) and (9) lead us to
\[
\sqrt{E \left( \left( \nu_{T \wedge \tau_\alpha}^N (P_{T \wedge \tau_\alpha}^N f) - \mu_0^N (P_{T \wedge \tau_\alpha}^N f) \right)^2 \right) \leq \frac{(1 + \sqrt{2}) \| f \|_\infty}{\sqrt{N}}. \]
By assumption, the number of rebirths of the $N$-particles system remains bounded up to time $T$ almost surely. We deduce that $T \wedge \tau^N$ converges to $T$ when $\alpha$ goes to infinity (actually $T \wedge \tau^N = T$ for $\alpha$ big enough almost surely). As a consequence, letting $\alpha$ go to infinity in the above inequality and using the dominated convergence theorem, we obtain

$$
\sqrt{\mathbb{E} \left| \nu^N_T(f) - \mu^N_0(P^N_T f) \right|^2} \leq \frac{(1 + \sqrt{2}) \|f\|_{\infty}}{\sqrt{N}}.
$$

(10)

Step 3: conclusion of the proof of Theorem 1.

By assumption, $\mu^N_0(P^N_T \cdot)$ converges weakly to $\mu_0(P \cdot)$. Thus, for any bounded continuous function $f : F \to \mathbb{R}_+$, the sequence of random variables $\left(\mu^N_0(P^N_T 1_F), \mu^N_0(P^N_T f)\right)$ converges in distribution to the random variable $\left(\mu_0(P_T 1_F), \mu_0(P_T f)\right)$. By (10), we deduce that the sequence of random variables $\left(\nu^N_T(1_F), \nu^N_T(f)\right)$ converges in distribution to the random variable $\left(\mu_0(P_T 1_F), \mu_0(P_T f)\right)$. Now $\mu_0(P_T 1_F)$ never vanishes almost surely, thus

$$
\mu^N_T(f) = \frac{\nu^N_T(f)}{\nu^N_T(1_F)} \xrightarrow{\text{law}} \frac{\mu_0(P_T f)}{\mu_0(P_T 1_F)},
$$

for any bounded continuous function $f : F \to \mathbb{R}_+$, which implies the first part of Theorem 1.

We also deduce from (10) that

$$
\sqrt{\mathbb{E} \left| \left(\frac{N - 1}{N}\right)^{\frac{N}{2}} - \mu^N_0(P^N_T 1_F) \right|^2} \leq \frac{1 + \sqrt{2}}{\sqrt{N}},
$$

then, using (10) and the triangle inequality,

$$
\sqrt{\mathbb{E} \left| \mu^N_0(P^N_T 1_F) \mu^N_T(f) - \mu^N_0(P^N_T f) \right|^2} \leq \frac{2(1 + \sqrt{2}) \|f\|_{\infty}}{N}.
$$

Using the Cauchy–Schwarz inequality, we finally deduce that

$$
\mathbb{E} \left| \mu^N_T(f) - \frac{\mu^N_0(P^N_T f)}{\mu^N_0(P^N_T 1_F)} \right| \leq \sqrt{\mathbb{E} \left( \frac{1}{\left( \frac{N}{2}\right)^{\frac{N}{2}}} \right)^2} \frac{2(2 + \sqrt{2}) \|f\|_{\infty}}{\sqrt{N}},
$$

which concludes the proof of Theorem 1. \[ \square \]

3 Criterion ensuring the non-explosion of the number of rebirths

In this section, we fix $N \geq 2$ and consider $N$-particles systems whose particles evolve as independent diffusion processes and are subject to rebirth after hitting a boundary.
or after some exponential times. We begin by defining the diffusion processes which will drive the particles between the rebirths, then we define the jump measures giving the distribution of the rebirths positions of the particles. As explained in the introduction, the interacting particle system will be well defined if and only if there is no accumulation of rebirths in finite time almost surely. The main result of this section is a criterion (given by Hypotheses 1 and 2 below) which ensures that the number of rebirths remains finite in finite time almost surely, so that the $N$-particles system is well defined at any time $t \geq 0$.

For each $i \in \{1, \ldots, N\}$, let $E_i$ be an open subset of $\mathbb{R}^{d_i}$ ($d_i \geq 1$) and $D_i$ be an open subset of $\mathbb{R}^{d'_i}$ ($d'_i \geq 1$). Let $(e^i_t, Z^i_t)_{t \geq 0}$ be a time-inhomogeneous environment-dependent diffusion process evolving in $E_i \times D_i$, where $e^i_t \in E_i$ denotes the state of the environment and $Z^i_t \in D_i$ denotes the actual position of the diffusion at time $t$. Each diffusion process $(e^i_t, Z^i_t)_{t \geq 0}$ will be used to define the dynamic of the $i^{th}$ particle of the system between its rebirths. By a time-inhomogeneous environment-dependent diffusion process, we mean that, for any $i \in \{1, \ldots, N\}$, there exist four measurable functions

$$s_i : [0, +\infty[ \times E_i \times D_i \mapsto \mathbb{R}^{d_i} \times \mathbb{R}^{d_i},$$

$$m_i : [0, +\infty[ \times E_i \times D_i \mapsto \mathbb{R}^{d_i},$$

$$\sigma_i : [0, +\infty[ \times E_i \times D_i \mapsto \mathbb{R}^{d'_i} \times \mathbb{R}^{d'_i},$$

$$\eta_i : [0, +\infty[ \times E_i \times D_i \mapsto \mathbb{R}^{d'_i},$$

such that $(e^i, Z^i)$ is solution to the stochastic differential system

$$de^i_t = s_i(t, e^i_t, Z^i_t) d\beta^i_t + m_i(t, e^i_t, Z^i_t) dt, \quad e^i_0 \in E_i,$$

$$dZ^i_t = \sigma_i(t, e^i_t, Z^i_t) d\beta^i_t + \eta_i(t, e^i_t, Z^i_t) dt, \quad Z^i_0 \in D_i,$$

where the $(\beta^i, B^i)$, $i = 1, \ldots, N$, are independent standard $d_i + d'_i$ Brownian motions. We assume that the process $(e^i_t, Z^i_t)_{t \geq 0}$ is subject to two different kind of killings: it is killed when $Z^i_t$ hits $\partial D_i$ (hard killing) and with a rate of killing $\kappa_i(t, e^i_t, Z^i_t) \geq 0$ (soft killing), where

$$\kappa_i : [0, +\infty[ \times E_i \times D_i \mapsto \mathbb{R}_+$$

is a uniformly bounded measurable function. When a process $(e^i, Z^i)$ is killed, it is immediately sent to a cemetery point $\partial \notin E_i \times D_i$ where it remains forever. In particular, the killed process is càdlàg with values in $E_i \times D_i \cup \{\partial\}$.

We assume that we’re given two measurable functions

$$S : [0, +\infty[ \times E_1 \times \cdots \times E_N \times D_1 \times \cdots \times D_N \mapsto M(E_1 \times \cdots \times E_N \times D_1 \times \cdots \times D_N)$$

and

$$H : [0, +\infty[ \times E_1 \times \cdots \times E_N \times \partial(D_1 \times \cdots \times D_N) \mapsto M(E_1 \times \cdots \times E_N \times D_1 \times \cdots \times D_N),$$
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where $M_1(E_1 \times \cdots \times E_N \times D_1 \times \cdots \times D_N)$ denotes the space of probability measures on $E_1 \times \cdots \times E_N \times D_1 \times \cdots \times D_N$. These measures will be used to define the distribution of the rebirths locations of the particles, respectively for soft and hard killings.

The $N$-particles system is denoted by $(\mathcal{O}_t, \mathcal{X}_t)_{t \geq 0}$, where $\mathcal{O}_t = (o_1^t, \ldots, o_N^t) \in E_1 \times \cdots \times E_N$ is the vector of environments at time $t$ and $\mathcal{X}_t = (X_1^t, \ldots, X_N^t) \in D_1 \times \cdots \times D_N$ is the vector of positions of the particles at time $t$. In particular, the position of the $i^{th}$ particle of the system at time $t \geq 0$ is given by $(o_i^t, X_i^t) \in E_i \times D_i$.

**Dynamic of the particle system**

The particles of the system evolve as independent copies of $(e^i, Z^i)$, $i = 1, \ldots, N$, until one of them is killed. Then

- if two or more particles are simultaneously killed at this time, we stop the definition of the particle system and say that it undergoes a *failure*. This time is denoted by $\tau_{stop}$.
- otherwise,
  - if the unique killed particle is softly killed, then the whole system jumps instantaneously with respect to the jump measure $\mathcal{S}(t, \mathcal{O}_t, \mathcal{X}_t)$.
  - if the unique killed particle is hardly killed, then the whole system jumps instantaneously with respect to $\mathcal{H}(t, \mathcal{O}_t, \mathcal{X}_t)$

and, in both cases, we say that the system undergoes a *rebirth*.

After this operation and in the case of a rebirth, all the particles lie in $F$. Then they evolve as independent copies of $(e^i, Z^i)$, $i = 1, \ldots, N$, until one of them is killed (which leads to a failure or a rebirth) and so on.

If the process does never fail, we set $\tau_{stop} = +\infty$. We denote the successive rebirth times of the particle system by $\tau_1 < \tau_2 < \ldots < \tau_n < \ldots$ and we set $\tau_{\infty} = \lim_{n \to \infty} \tau_n$. Since there is no natural way to define the particle system after time $\tau_{\infty} \wedge \tau_{stop}$, the $N$-particles system is well defined at any time $t \geq 0$ if and only if $\tau_{\infty} \wedge \tau_{stop} = +\infty$ almost surely. In Theorem 2 below, we state that this happens if Hypotheses 1 and 2 below are fulfilled; this is the main result of this section. We emphasize that the above construction and the assumptions of Theorem 2 include the particular case of the Fleming-Viot type system studied in Section 2.

The first assumption concerns the processes $(e^i, Z^i)$, $i = 1, \ldots, N$, which drive the particles between the rebirths. We denote by $\phi_i$ the Euclidean distance to the boundary $\partial D_i$, defined for all $x \in \mathbb{R}^{d_i}$ by $\phi_i(x) = \inf_{y \in \partial D_i} \|x - y\|_2$. 
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that Hypothesis 1. We assume that there exist five positive constants $a_0$, $k_g$, $c_0$ and $C_0$ such that

1. $\phi_i$ is of class $C^2$ on $D_i^{a_0}$, with uniformly bounded derivatives,

2. $\kappa_i$ is uniformly bounded on $[0, +\infty] \times E_i \times D_i^{a_0}$, and such that $s_i, \sigma_i, m_i$ and $\eta_i$ are uniformly bounded on $[0, +\infty] \times E_i \times D_i^{a_0}$

3. for any $i \in \{1, \ldots, N\}$, there exist two measurable functions $f_i : [0, +\infty] \times E_i \times D_i^{a_0} \to \mathbb{R}_+$ and $g_i : [0, +\infty] \times E_i \times D_i^{a_0} \to \mathbb{R}$ such that $\forall (t,e,z) \in [0, +\infty] \times E_i \times D_i^{a_0}$,

$$\sum_{k,l} \frac{\partial \phi_i}{\partial x_k}(z) \frac{\partial \phi_i}{\partial x_l}(z) [\sigma_i \sigma_i^*]_{kl}(t,e,z) = f_i(t,e,z) + g_i(t,e,z), \tag{11}$$

and such that

(a) $f_i$ is of class $C^1$ in time and of class $C^2$ in environment/space on $[0, +\infty] \times E_i \times D_i^{a_0}$, with uniformly bounded derivatives,

(b) for all $(t,e,z) \in [0, +\infty] \times E_i \times D_i^{a_0}$,

$$|g_i(t,e,z)| \leq k_g \phi_i(z),$$

(c) for all $(t,e,z) \in [0, +\infty] \times E_i \times D_i^{a_0}$,

$$c_0 < f_i(t,e,z) < C_0 \text{ and } c_0 < f_i(t,e,z) + g_i(t,e,z) < C_0.$$

Remark 5. We recall that the $C^k$ regularity of $\phi_i$ near the boundary is equivalent to the $C^k$ regularity of the boundary $\partial D_i$ itself, for all $k \geq 2$ (see [3, Chapter 5, Section 4]).

Remark 6. The euclidean distances $\phi_i$ in Hypothesis [1] could be replaced by other functions with similar properties, in order to weaken the assumption. However, for sake of clarity, we do not develop this possibility and refer the reader to [13] for an alternative class of distance like functions.

Our second assumption is related to the rebirth measures $\mathcal{H}$ and $\mathcal{S}$. We emphasize that if a rebirth due to hard killing happen, then at most one particle hits its associated boundary $\partial D_i$. This implies that, at a rebirth time, the whole set of particles hits one and only one of the sets $D_i$, $i = 1, \ldots, N$, defined by

$$D_i = \{(x_1, \ldots, x_N) \in \partial (D_1 \times \ldots \times D_N), x_i \in \partial D_i \text{ and } x_j \in \partial D_j, \forall j \neq i\}.$$ 

With this definition, it is clear that the $i^{th}$ particle undergoes a hard killing leading to a rebirth if and only if $(\cdot, 0, X)$ hits $[0, +\infty] \times (E_1 \times \ldots \times E_N) \times D_i$. In particular, the values taken by $\mathcal{H}$ outside these sets does not influence the behaviour of the particle system.
Hypothesis 2. We assume that

1. There exists a non-decreasing continuous function \( h : \mathbb{R}_+ \to \mathbb{R}_+ \) vanishing only at 0 such that, \( \forall i \in \{1, \ldots , N\} \),
\[
\inf_{(t,e,(x_1, \ldots , x_N))\in[0, +\infty] \times (E_1 \times \ldots \times E_N) \times D_i} \mathcal{H}(t,e,x_1, \ldots , x_N) ((E_1 \times \ldots \times E_N) \times A_i) \geq p_0,
\]
where \( p_0 > 0 \) is a positive constant and \( A_i \subset D_1 \times \ldots \times D_N \) is the set defined by
\[
A_i = \{(y_1, \ldots , y_N) \mid \exists j \neq i \text{ such that } \phi_i(y_i) \geq h(\phi_j(y_j))\}.
\]

2. We have
\[
\inf_{(t,e,x)\in[0, +\infty] \times (E_1 \times \ldots \times E_N) \times D_i} \mathcal{H}(t,e,x_1, \ldots , x_N)(B_{e,x}) = 1,
\]
where \( B_{e,x} \subset (E_1 \times \ldots \times E_N) \times (D_1 \times \ldots \times D_N) \) is defined by
\[
B_{e,x} = \left\{(e',x') \mid \forall j, \phi_j(x'_j) \geq \phi_j(x_j) \left(1 + \sqrt{\frac{f_j(t,e'_j,x'_j)}{f_j(t,e_j,x_j)}}\right)\right\},
\]
fundamental the function of Hypothesis [7] extended outside \( [0, +\infty[ \times E_j \times D_j^0 \) by the value \( c_0 \).

Let us explain Hypothesis[2]

- The set \( A_i \) is a subset of \( D_1 \times \ldots \times D_N \) such that if the \( i^{th} \) component of an element \((y_1, \ldots , y_N) \in A_i \) is near the boundary \( \partial D_i \) (that is if \( \phi_i(y_i) \ll 1 \)), then at least one another component \( y_j \) fulfills \( h(\phi_j(y_j)) \ll 1 \) and thus \( \phi_j(y_j) \ll 1 \). This implies that if the rebirth position of the \( i^{th} \) particle after a hard killing is located near the boundary \( \partial D_i \), then, with a probability lowered by \( p_0 \), at least one other particle is located near the boundary.

- The set \( B_{e,x} \) is a subset of \( E_1 \times \ldots \times E_N \times D_1 \times \ldots \times D_N \) such that for any \((e',x') \in B_{e,x} \), the component \( x'_j \) lies farther from the boundary than \( x_j \), for any \( j \in \{1, \ldots , N\} \). This means that after a hard killing, the rebirth position of any particle lies farther from the boundary after the rebirth than before the rebirth.

\[
\mathcal{H} = \sum_{j \neq i} p_{ij}(x_i) \delta_{x_j}, \forall (x_1, \ldots , x_N) \in D_i,
\]
with \( \sum_{j \neq i} p_{ij}(x_i) = 1 \) and \( \inf_{x \in \{1, \ldots , N\}, j \neq i, x_i \in \partial D} p_{ij}(x_i) > 0 \). Indeed, in that case, the rebirth position of any killed particle is the position of another particle. It implies that Hypothesis[2] is fulfilled with \( p_0 = 1 \) and \( h(\phi_j) = \phi_j \). This case also includes the Fleming-Viot type system of the approximation method proved in Section[2].

We’re now able to state the main result of this section.
Theorem 2. If Hypotheses 1 and 2 are satisfied, then $\tau_{\text{stop}} \wedge \tau_{\infty} = +\infty$ almost surely. In particular, the $N$-particles system with rebirth $\left(\cdot, O, \mathcal{X}\right)$ is well defined at any time $t \geq 0$.

Remark 8. Another interesting example of diffusion processes with killing is given by reflected ones (see for instance [14] and [25]). Thus a natural question is whether our non-explosion result holds true when the diffusion process $(e^i, Z^i)$ is reflected on $\partial D_i$ and killed when its local time on $\partial D_i$ reaches the value of an independent exponential random variable. In fact, the only difference lies in the Itô calculus developed in the end of this section, where a local time term should appear due to reflection. The generality of Proposition 3 (which concludes the proof) allows to handle this additional term. As a consequence, our proof would remain perfectly valid under the setting of reflected diffusion processes.

Proof of Theorem 2. Since the rate of killing $\kappa_i$ is assumed to be uniformly bounded for all $i \in \{1, \ldots, N\}$, there is no accumulation of soft killing events almost surely. As a consequence, we only have to show the non-accumulation of hard killing events and can assume up to the end of the proof that $\kappa_i = 0$ for all $i \in \{1, \ldots, N\}$.

In Subsection 3.1, we prove that, conditionally to $\tau_{\text{stop}} \wedge \tau_{\infty} < +\infty$, there exists $i \neq j \in \{1, \ldots, N\}$ such that the pair of semi-martingales $(\phi_i(X^i_t), \phi_j(X^j_t))$ converges to $(0, 0)$ when $t$ goes to $\tau_{\text{stop}} \wedge \tau_{\infty}$. This leads us to

$$P(\tau_{\text{stop}} \wedge \tau_{\infty} < +\infty) \leq \sum_{1 \leq i < j \leq N} P(\tau_{ij}^0 < +\infty),$$

where $\tau_{ij}^0$ is the stopping time defined by

$$\tau_{ij}^0 = \inf \left\{ t \in [0, +\infty[ \mid \exists s_n \rightarrow t \text{ such that } \lim_{n \rightarrow +\infty} (\phi_i(X^i_{s_n}), \phi_j(X^j_{s_n})) = (0, 0) \right\},$$

where $(s_n)$ runs over the set of non-decreasing sequences.

In a second step, we conclude the proof of Theorem 2 by proving that, for any $i \neq j$,

$$P(\tau_{ij}^0 < +\infty) = 0.$$

The proof of this assertion is itself divided into two parts: in Subsection 3.2, we compute in details the Itô’s decomposition of $\phi_i(X^i)$ and $\phi_j(X^j)$; in Section 4, we prove that the just obtained Itô’s decomposition implies the non-attainability of $(0, 0)$ for $(\phi_i(X^i), \phi_j(X^j))$, that is $\tau_{ij}^0 = +\infty$ almost surely, which concludes the proof.

Remark 9. The non-attainability result used in the proof has its own interest and is thus stated as Proposition 3 in the independent Section 4.
3.1 Explosion of the number of rebirths implies simultaneous convergence to the boundary

Let us prove that, under Hypotheses 1 and 2

\[ P(\tau_{\text{stop}} \land \tau_{\infty} < +\infty) \leq \sum_{1 \leq i < j \leq N} P\left(T_{ij}^0 < +\infty\right). \]  

(12)

If \( \tau_{\text{stop}} < +\infty \), then at least two particles \( X^i \) and \( X^j \) hit their respective boundaries at time \( \tau_{\text{stop}} \) (by definition of this stopping time). It implies that \( \phi_i(X^i_{\tau_{\text{stop}}}) = \phi_j(X^j_{\tau_{\text{stop}}}) = 0 \). We deduce that

\[ \{\tau_{\text{stop}} < +\infty\} \subset \bigcup_{1 \leq i < j \leq N} \left\{T_{ij}^0 < +\infty\right\}. \]  

(13)

Define the event \( \mathcal{E} = \{\tau_{\infty} < +\infty \text{ and } \tau_{\text{stop}} = +\infty\} \). It remains us to prove that, up to a negligible event,

\[ \mathcal{E} \subset \bigcup_{1 \leq i < j \leq N} \left\{T_{ij}^0 < +\infty\right\}. \]  

(14)

Conditionally to \( \mathcal{E} \), the total number of rebirths converges to \( +\infty \) up to time \( \tau_{\infty} \). Since there is only a finite number of particles, at least one of them, say \( i_0 \), is killed infinitely many times up to time \( \tau_{\infty} \). We denote by \( (\tau_{i_0}^n)_n \) the sequence of rebirth times of the particle \( i_0 \) (we thus have \( \tau_{i_0}^n < \tau_{\infty} < +\infty \) for all \( n \)). In a first step, we prove that \( \phi_{i_0}(X_{\tau_{i_0}^n}^{i_0}) \) converges to 0 when \( n \to \infty \). In a second step, we prove that there exists a random index \( j_0 \neq i_0 \) such that \( \phi_{j_0}(X_{\tau_{j_0}^n}^{j_0}) \) converges to 0 when \( n \to \infty \). This will imply (14) and thus Inequality (12).

**Step 1: convergence of \( \phi_{i_0}(X_{\tau_{i_0}^n}^{i_0}) \) to 0 when \( n \to \infty \).**

We prove that, up to a negligible event,

\[ \mathcal{E} \subset \left\{\phi_{i_0}(X_{\tau_{i_0}^n}^{i_0}) \xrightarrow{n \to \infty} 0\right\}. \]  

(15)

Itô’s formula will be a very useful tool in our proof. However, since \( \phi_{i_0} \) is of class \( C^2 \) only on the set \( D_{i_0}^{a_0} \), one can not apply directly the Itô’s formula to \( \phi_{i_0}(X_{\tau_{i_0}^n}^{i_0}) \). In order to overcome this difficulty, let \( \gamma : \mathbb{R}_+ \mapsto \mathbb{R}_+ \) be a \( C^2 \) function such that

\[ \left\{ \begin{array}{l} \gamma \text{ is non-decreasing with uniformly bounded derivatives,} \\ \gamma(u) = u, \forall u \in [0, a_0], \\ \gamma(u) = \frac{a_0}{T}, \forall u \in [a_0, +\infty]. \end{array} \right. \]

The function \( \gamma \circ \phi_{i_0} \) is of class \( C^2 \) on the whole set \( D_{i_0} \) with derivatives

\[ \frac{\partial \gamma \circ \phi_{i_0}}{\partial x_l}(x) = \left\{ \begin{array}{ll} \gamma'(\phi_{i_0}(x)) \frac{\partial \phi_{i_0}}{\partial x_l}(x), & \text{if } x \in D_{i_0}^{a_0} \\ 0, & \text{otherwise}, \end{array} \right. \]
and
\[
\frac{\partial^2 \gamma \circ \phi_{i_0}}{\partial x_l \partial x_k} (x) = \begin{cases} 
\gamma''(\phi_{i_0}(x)) \frac{\partial^2 \phi_{i_0}}{\partial x_k} (x) + \gamma'(\phi_{i_0}(x)) \frac{\partial^2 \phi_{i_0}}{\partial x_l \partial x_k} (x), & \text{if } x \in D_{i_0}^a, \\
0, & \text{otherwise},
\end{cases}
\]
where \( k, l \in \{1, \ldots, d_{i_0}' \} \). By definition of \( \gamma \) and by Hypothesis 1 these derivatives are uniformly bounded over \( D_{i_0} \) and one can apply the Itô’s formula to \( \gamma \circ \phi_{i_0}(X^{i_0}) \).

Applying Itô’s formula to \( \gamma \circ \phi_{i_0}(X^{i_0}) \) between times \( \tau_n^i \) and \( \tau_{n+1}^i \), we obtain
\[
\gamma \left( \phi_{i_0}(X_{\tau_{n+1}^i}^{i_0}) \right) - \gamma \left( \phi_{i_0}(X_{\tau_n^i}^{i_0}) \right) = \sum_{l=1}^{d_{i_0}} \int_{\tau_n^i}^{\tau_{n+1}^i} \frac{\partial \gamma \circ \phi_{i_0}}{\partial x_l} (X^{i_0}_t) \left[ \sigma_{i_0}^l (t, \phi_{i_0}^{i_0, X^{i_0}_t}) dB_t^l \right] dt
\]
\[
+ \frac{1}{2} \sum_{l,k=1}^{d_{i_0}} \int_{\tau_n^i}^{\tau_{n+1}^i} \frac{\partial^2 \gamma \circ \phi_{i_0}}{\partial x_l \partial x_k} (X^{i_0}_t) \left[ \sigma_{i_0}^{l_0} (t, \phi_{i_0}^{i_0, X^{i_0}_t}) \right] dt
\]
\[
+ \sum_{\tau_n^i < t < \tau_{n+1}^i} \gamma \left( \phi_{i_0}(X^{i_0}_t) \right) - \gamma \left( \phi_{i_0}(X^{i_0}_{\tau_n^i}) \right).
\]

By Hypothesis 2, \( \phi_{i_0}(X^{i_0}) \) can only have non-negative jumps. Since \( \gamma \) is non-decreasing, we deduce that the last sum is non-negative. Since \( \tau_{n+1}^i - \tau_n^i \) converges to 0 and the derivatives of \( \gamma \circ \phi_{i_0} \) are uniformly bounded, we also deduce that the integrals in the right term converge to 0 when \( n \) goes to \( +\infty \). We thus have, conditionally to the event \( \mathcal{E} \),
\[
\liminf_{n \to \infty} \gamma \left( \phi_{i_0}(X_{\tau_{n+1}^i}^{i_0}) \right) - \gamma \left( \phi_{i_0}(X_{\tau_n^i}^{i_0}) \right) \geq 0.
\] (16)

But \( \tau_{n+1}^i \) is by definition a rebirth time for \( X^{i_0} \) and thus \( \phi_{i_0}(X_{\tau_{n+1}^i}^{i_0}) = 0 \) (we recall that we assumed without loss of generality that \( \kappa_i = 0 \), so that all rebirths are due to hard killing). Since the continuous function \( \gamma \) is equal to 0 at 0, we deduce that
\[
\gamma \left( \phi_{i_0}(X_{\tau_{n+1}^i}^{i_0}) \right) - \gamma \left( \phi_{i_0}(X_{\tau_n^i}^{i_0}) \right) = - \gamma \left( \phi_{i_0}(X_{\tau_n^i}^{i_0}) \right) \leq 0.
\]

This and the limit (16) imply that
\[
\lim_{n \to \infty} \gamma \left( \phi_{i_0}(X_{\tau_n^i}^{i_0}) \right) = 0,
\]
which implies (15).

**Step 2:** there exists \( j_0 \neq i_0 \) such that \( \phi_{j_0}(X_{\tau_n^{i_0}}^{i_0}) \) converges to 0.

We prove now that, up to a negligible event,
\[
\mathcal{E} \subset \left\{ \exists j_0 \neq i_0, \phi_{j_0}(X_{\tau_n^{i_0}}^{i_0}) \geq h(\phi_{j_0}(X_{\tau_n^{i_0}}^{i_0})), \text{ for infinitely many } n \geq 1 \right\},
\] (17)
where $h$ is the continuous function of Hypothesis 2. We denote by $A_n$ the event
\[
A_n = \left\{ \tau_i^{n_0} < +\infty \text{ and, } \forall j \neq i_0, \phi_{i_0}(X^{i_0}_{\tau^{n_0}}) < h(\phi_j(X^{j_0}_{\tau^{n_0}})) \right\}.
\]
We have, for all $1 \leq k \leq l$,
\[
P \left( \bigcap_{n=k}^{l+1} A_n \right) = E \left( E \left( \prod_{n=k}^{l+1} 1_{A_n} \mid (X^1_t, \ldots, X^N_t)_{0 \leq t < \tau_{n+1}} \right) \right)
= E \left( \prod_{n=k}^{l+1} 1_{A_n} E \left( 1_{A_{l+1}} \mid (X^1_t, \ldots, X^N_t)_{0 \leq t < \tau^{n+1}_{l+1}} \right) \right).
\]
By construction of the rebirth mechanism of the interacting particle system and by the first point of Hypothesis 2,
\[
E \left( 1_{A_{l+1}} \mid (X^1_t, \ldots, X^N_t)_{0 \leq t < \tau_{l+1}} \right) = 1 \quad \text{for all } t.
\]

Since $p_0 > 0$, it yields that
\[
P \left( \bigcup_{k=1}^{l} \bigcap_{n=k}^{\infty} A_n \right) = 0.
\]

As a consequence, if $E$ happens, then, for infinitely many rebirth times $\tau_{i_0}^n$, one can find a particle $j \neq i_0$ such that $\phi_{i_0}(X^{i_0}_{\tau^{i_0}_{n_0}}) \geq h(\phi_j(X^{j_0}_{\tau^{j_0}_{n_0}}))$. Since there is only a finite number of other particles, one can find a particle, say $j_0$ (which is a random index), such that
\[
E \subset \left\{ \phi_{i_0}(X^{i_0}_{\tau^{i_0}_{n_0}}) \geq h(\phi_{j_0}(X^{j_0}_{\tau^{j_0}_{n_0}})) \text{ for infinitely many } n \geq 1 \right\}.
\]
Let us now conclude the proof of (14). We deduce from (15) and Step 2 that
\[
E \subset \left\{ h(\phi_{j_0}(X^{j_0}_{\tau^{j_0}_{n_0}})) \xrightarrow{n \to \infty} 0, \text{ up to a subsequence} \right\},
\]
\[
\subset \left\{ \phi_{j_0}(X^{j_0}_{\tau^{j_0}_{n_0}}) \xrightarrow{n \to \infty} 0, \text{ up to a subsequence} \right\}.
\]
Using again (15), we obtain that, up to a negligible event,
\[
E \subset \left\{ \exists j_0 \neq i_0, \lim_{n \to \infty} (\phi_{i_0}(X^{i_0}_{\tau^{i_0}_{n_0}}, \phi_{j_0}(X^{j_0}_{\tau^{j_0}_{n_0}})) = (0,0) \text{ up to a subsequence} \right\}
\]
\[
\subset \bigcup_{i,j=1}^{N} \left\{ T_{ij}^{ij_0} < +\infty \right\}.
\]
This and (13) clearly implies (12).
3.2 Non-convergence to \((0,0)\) for \((\phi_i(X^i),\phi_j(X^j))\)

Fix \(i \neq j \in \{1,...,N\}\). In this subsection, we prove that

\[
P\left(T_0^{ij} < +\infty\right) = 0,
\]

which will conclude the proof of Theorem 2.

Let us introduce the sequence of stopping times \((t_n)_{n \in \mathbb{N}}\), defined by

\[
t_0 = \inf\{t \in [0,\tau_{\text{stop}} \wedge \tau_{\infty}] ; \sqrt{\phi_i(X^i)^2 + \phi_j(X^j)^2} \leq a_0/2\}
\]

and, for all \(n \geq 0\),

\[
t_{2n+1} = \inf\{t \in [t_{2n},\tau_{\text{stop}} \wedge \tau_{\infty}] ; \sqrt{\phi_i(X^i)^2 + \phi_j(X^j)^2} \geq a_0\}
\]

\[
t_{2n+2} = \inf\{t \in [t_{2n+1},\tau_{\text{stop}} \wedge \tau_{\infty}] ; \sqrt{\phi_i(X^i)^2 + \phi_j(X^j)^2} \leq a_0/2\}.
\]

By definition of the sequence \((t_n)_{n \geq 1}\), we clearly have

\[
\begin{cases}
\phi_i(X^i_t) < a_0 \text{ and } \phi_j(X^j_t) < a_0, \forall t \in \bigcup_{n \geq 0}[t_{2n},t_{2n+1}], \\
\sqrt{\phi_i(X^i)^2 + \phi_j(X^j)^2} \geq a_0/2 \text{ otherwise}.
\end{cases}
\]

In particular, \((\phi_i(X^i),\phi_j(X^j))\) cannot converge to \((0,0)\) during the interval of time \(t \in [t_{2n+1},t_{2n+2}]\) and thus \(T_0^{ij} \notin [t_{2n+1},t_{2n+2}]\) almost surely, for any \(n \geq 0\). We deduce that

\[
P\left(T_0^{ij} < +\infty\right) \leq \sum_{n=0}^{+\infty} P\left(T_0^{ij} \in [t_{2n},t_{2n+1}]\right) + P\left(T_0^{ij} \geq \lim_{n \to \infty} t_n\right).
\]

Our first step consists in proving that the sequence \((t_n)_{n \geq 0}\) converges to \(+\infty\) almost surely. In a second step, we prove that \(P\left(T_0^{ij} \in [t_{2n},t_{2n+1}]\right) = 0\) for each \(n \geq 0\).

Step 1: \((t_n)_{n \geq 0}\) converges to \(+\infty\) almost surely.

Since \(t_n\) is non-decreasing, it is clear that

\[
\{(t_n)_{n \geq 0} \text{ does not converge to } +\infty\} \subset \left\{\sup_{n \geq 0} t_n < +\infty\right\} \subset \left\{t_{2n+1} - t_{2n} \to 0 \text{ as } n \to \infty\right\}.
\]

Using the same Itô’s decomposition as in the first step of Subsection 3.1, we obtain that, up to a negligible set,

\[
\left\{t_{2n+1} - t_{2n} \to 0\right\} \subset \left\{\lim_{n \to \infty} \gamma \circ \phi_k(X^k_{t_{2n+1}}) - \gamma \circ \phi_k(X^k_{t_{2n}}) \leq 0\right\} \text{ for } k = i,j.
\]
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Since $\gamma$ is non-decreasing, we deduce that, up to a negligible set,
\[
\left\{ t_{2n+1} - t_{2n} \xrightarrow{n \to \infty} 0 \right\} \subset \left\{ \lim_{n \to \infty} \phi_k(X_{t_{2n+1}}^k) - \phi_k(X_{t_{2n}}^k) \leq 0 \right\} \text{ for } k = i,j.
\]
We thus have
\[
\left\{ t_{2n+1} - t_{2n} \xrightarrow{n \to \infty} 0 \right\} \subset \left\{ \lim_{n \to \infty} \sqrt{\phi_i(X_{t_{2n+1}}^i)^2 + \phi_j(X_{t_{2n+1}}^j)^2} - \sqrt{\phi_i(X_{t_{2n}}^i)^2 + \phi_j(X_{t_{2n}}^j)^2} \leq 0 \right\}.
\]
But the right continuity of the particle system, the continuity of $\phi_i$ and $\phi_j$ and the definition of the sequence $(t_n)$ imply that
\[
\left\{ \sup_{n \geq 1} t_n < +\infty \right\} \subset \left\{ \sqrt{\phi_i(X_{t_{2n+1}}^i)^2 + \phi_j(X_{t_{2n+1}}^j)^2} - \sqrt{\phi_i(X_{t_{2n}}^i)^2 + \phi_j(X_{t_{2n}}^j)^2} \geq a_0/2, \forall n \geq 1 \right\}.
\]
Finally, we deduce that $\{(t_n)_{n \geq 0} \text{ does not converge to } +\infty\}$ is included in a negligible set, so that $(t_n)_{n \geq 1}$ converges to $+\infty$ almost surely.

**Step 2:** we have $P \left( T_{0}^{i} \in [t_{2n},t_{2n+1}] \right) = 0$ for any $n \geq 0$.

Fix $n \geq 0$. We define the positive semi-martingale $Y^i$ by
\[
Y^i_t = \begin{cases} 
\phi_i(X_{t_{2n}^i}) & \text{if } t < t_{2n+1} - t_{2n}, \\
a_0 + \frac{b^i}{k_0} & \text{if } t \geq t_{2n+1} - t_{2n}.
\end{cases}
\tag{19}
\]
We also define the local martingale $M^i$ and the adapted process $b^i$ by
\[
M^i_t = \sum_{l=1}^{d} \int_0^{\wedge(t_{2n+1} - t_{2n})} \frac{\partial \phi_i}{\partial x_l} (X_{t_{2n}^i+s}^i) \left[ \sigma_i(t_{2n} + s, X_{t_{2n}+s}^i) dB_{t_{2n}+s}^i \right]_l,
\]
and
\[
b^i_t = 1_{t \in [t_{2n+1} - t_{2n}]} \left[ \sum_{l=1}^{d} \frac{\partial \phi_i}{\partial x_l} (X_{t_{2n}^i+t}^i) [\mu_i]_l (t_{2n} + t, o_{t_{2n}+t}^i, X_{t_{2n}+t}^i) + \frac{1}{2} \sum_{l,k=1}^{d} \frac{\partial^2 \phi_i}{\partial x_l \partial x_k} (X_{t_{2n}^i+t}^i) [\sigma_i^*]_{kl} (t, o_{t_{2n}+t}^i, X_{t_{2n}+t}^i) \right].
\]

With these definitions, we deduce from the Itô’s formula that
\[
dY^i_t = dM^i_t + b^i_t dt + Y^i_t - Y^i_{t_{2n+1}}. \tag{20}
\]
We define the adapted processes $\pi^i$ and $\rho^i$ by

$$
\pi^i_t = \begin{cases}
  f_i(t_{2n} + t, o^i_{2n+t}, X^i_{t_{2n}+t}), & \text{if } t < t_{2n+1} - t_{2n}, \\
  c_0, & \text{if } t \geq t_{2n+1} - t_{2n},
\end{cases}
$$

and

$$
\rho^i_t = \begin{cases}
  g_i(t_{2n} + t, o^i_{2n+t}, X^i_{t_{2n}+t}), & \text{if } t < t_{2n+1} - t_{2n}, \\
  -c_0, & \text{if } t \geq t_{2n+1} - t_{2n},
\end{cases}
$$

where $f_i$ and $g_i$ are given by Hypothesis \[\text{Hypothesis 1}\]. An immediate computation leads us to

$$
d(M^i)_t = (\pi^i_t + \rho^i_t)dt, \forall t \geq 0. \tag{21}
$$

The process $\pi^i$ is a semi-martingale. We deduce from the Itô’s formula and from the regularity of $f_i$ over $[0, +\infty] \times E_i \times D_i^{\rho_i}$ that there exist a local martingale $N^i$ and a finite variational process $L^i$ such that, for all $t \geq 0$,

$$
d\pi^i_t = dN^i_t + dL^i_t + \pi^i_t - \pi^i_{t-} \tag{22}
$$

We define the adapted process $\xi^i$ by

$$
\xi^i_t = 1_{t \in [0, t_{2n+1} - t_{2n}]} \left( \sum_{k=1}^{d_i} \frac{\partial f_i}{\partial e_k} \frac{\partial f_i}{\partial s_i} \sigma_i^{0k} \right),
$$

where each function involved is implicitly evaluated at $(t_{2n} + t, o^i_{2n+t}, X^i_{t_{2n}+t})$. We thus obtain

$$
\langle N^i \rangle_t = \xi^i_t dt. \tag{23}
$$

Similarly, we define the processes $Y^j, M^j, b^j, \pi^j, \rho^j, N^j, L^j$ and $\xi^j$.

By Hypothesis \[\text{Hypothesis 2}\] and by the definition of $Y^i$ and $Y^j$, it is clear that

$$
\frac{Y^i_t}{\sqrt{\pi^i_t}} - \frac{Y^j_t}{\sqrt{\pi^j_t}} \geq 0 \text{ and } \frac{Y^j_t}{\sqrt{\pi^j_t}} - \frac{Y^i_t}{\sqrt{\pi^i_t}} \geq 0. \tag{24}
$$

Moreover, the uniform bound assumptions and the regularity assumptions of Hypothesis \[\text{Hypothesis 1}\] imply that the processes $b^i, b^j, \pi^i, \pi^j, \rho^i, \rho^j, \xi^i$ and $\xi^j$ are uniformly bounded. In particular, there exist some positive constants $b_\infty$, $C_\pi$ and $C_\xi$ such that, for any $t \geq 0$,

$$
\begin{align*}
  b^i_t &\geq -b_\infty \text{ and } b^j_t \geq -b_\infty, \\
  \pi^i_t &\leq \pi^i_{t-} + |\rho^i_t| \leq C_\pi \text{ and } \pi^j_t \leq \pi^j_{t-} + |\rho^j_t| \leq C_\pi, \\
  \xi^i_t &\leq C_\xi \text{ and } \xi^j_t \leq C_\xi.
\end{align*} \tag{25}
$$

Setting $c_\pi = c_0$ and $k_0 = k_g \vee c_0/a_0$, we deduce from the fourth point of Hypothesis \[\text{Hypothesis 1}\] and the definition of $\pi^i, \pi^j, \rho^i$ and $\rho^j$ that, for any $t \geq 0$,

$$
\begin{align*}
  c_\pi &\leq \pi^i_t \text{ and } c_\pi \leq \pi^j_t, \\
  |\rho^i_t| &\leq k_0Y^i_t \text{ and } |\rho^j_t| \leq k_0Y^j_t. \tag{26}
\end{align*}
$$
By the independence of the particles between the rebirths, we also deduce that, for any \( t \geq 0 \),
\[
\langle M^i, M^j \rangle_t = 0.
\] (27)

We claim now that the decompositions (20), (21), (22) and (23) of \( Y^i, Y^j, \langle M^i \rangle, \langle M^j \rangle, \pi^i, \pi^j, \langle N^i \rangle \) and \( \langle N^j \rangle \), together with the properties (24), (25), (26) and (27), imply that \((Y^1, Y^2)\) never converges to \((0,0)\) almost surely. This is proved in the next section, where a general criterion for non-attainability of \((0,0)\) for non-negative semi-martingales with positive jumps is stated (see Proposition 3).

Finally, we deduce that \( T^{ij}_0 \notin [t_{2n}, t_{2n+1}] \) almost surely, for all \( n \geq 0 \), concluding the proof of Theorem 2.

\[\square\]

4 Non-attainability of \((0,0)\) for semi-martingales

Fix \( T > 0 \) and let \((Y^i_t)_{t \in [0,T]}\), \( i = 1,2 \), be two uniformly bounded non-negative one-dimensional semi-martingales. This means that there exists a constant \( y_{\infty} > 0 \) such that
\[
0 \leq Y^i_t \leq y_{\infty}, \forall t \geq 0 \quad \text{and} \quad i \in \{1,2\} \quad \text{almost surely}
\] (28)
and that there exist a continuous local martingale \((M^i_t)_{t \in [0,T]}\) and a continuous finite variational process \( I \) such that
\[
dY^i_t = dM^i_t + dI^i_t + Y^i_t - Y^i_{t-}, \forall t \geq 0 \quad \text{and} \quad i \in \{1,2\} \quad \text{almost surely.}
\] (29)

In this section, we give a sufficient condition for \((Y^1,Y^2)\) not to converge to \((0,0)\) up to time \( T \). More precisely, we set
\[
T_0 = \inf \left\{ t \in [0, +\infty[ , \exists s_n \xrightarrow{n \to \infty} t \quad \text{such that} \quad \lim_{n \to \infty} (Y^1_{s_n}, Y^2_{s_n}) = (0,0) \right\},
\]
where \((s_n)\) runs over the set of non-decreasing sequences, and give a sufficient criterion for \( T_0 = +\infty \) almost surely.

Criteria for non-attainability of \((0,0)\) already exist for time homogeneous stochastic differential equations (we refer the reader to the papers of Friedman [10], Ramasubramanian [21] and Delarue [7]). Our result is a generalization, since we do not assume at all that \( Y^i \) is given by a stochastic differential equation, nor that it has any time-homogeneity property. In particular, it is not required for \( Y^i \) to be a Markov process, which is of first importance in view of our main application (the processes \( \phi_i(X^i_t) \) in Section 3 do not fulfil the Markov property). Our proofs are inspired by the recent work of Delarue [7], who obtains lower and higher bound for the hitting time of a corner for a diffusion driven by a time homogeneous stochastic differential equations reflected in the square.

Here is our main assumption.
Hypothesis 3. For each \( i = 1,2 \), there exist an adapted process \( b^i \) and a non-decreasing adapted process \( K^i_t \) such that

\[
dI^i_t = b^i_t dt + dK^i_t.
\]

Moreover, there exists a non-negative semi-martingale \( \pi^i \), whose decomposition is

\[
dx\pi^i_t = dN^i_t + dL^i_t + \pi^i_t - \pi^i_0,
\]

where \( N^i_t \) is a continuous local martingale and \( L^i_t \) is a continuous finite variational adapted process, and there exist two adapted processes \( \rho^i_t \) and \( \xi^i_t \) and some positive constants \( b_{\infty}, k_0, c_\pi, C_\pi, C_\xi \) such that, almost surely,

1. \( d\langle M^i_\rangle_t = (\pi^i_t + \rho^i_t)dt \) and \( d\langle N^i_\rangle_t = \xi^i_t dt \),
2. \( c_\pi \leq \pi^i_t + \rho^i_t \leq C_\pi, \ |\rho^i_t| \leq k_0 Y^i_t, \ \xi^i_t \leq C_\xi \) and \( b^i_t \geq -b_{\infty} \) for all \( t \in [0,T] \)
3. \( \langle M^1, M^2 \rangle \) is a non-increasing process.
4. we assume that, for any time \( t \geq 0 \),

\[
\frac{Y^i_t}{\sqrt{\pi^i_t}} - \frac{Y^i_\infty}{\sqrt{\pi^i_\infty}} \geq 0.
\]

Remark 10. The third point of Hypothesis 3 has the following geometrical interpretation: when an increment of \( M^1 \) is non-positive (that is when \( M^1 \) goes closer to 0), the increment of \( M^2 \) is non-negative (so that \( M^2 \) goes farther from 0), as a consequence \( (M^1, M^2) \) remains away from 0. A nice graphic representation of a very similar phenomenon is given by Delarue’s [7, Figure 1].

We define the non-negative adapted process \( \Phi \) by

\[
\Phi_t \overset{\text{def}}{=} -\frac{1}{2} \log \left( \frac{(Y^1_t)^2}{\pi^1_t} + \frac{(Y^2_t)^2}{\pi^2_t} \right) + \frac{1}{2} \log \left( \frac{2 Y_\infty^2}{c_\pi} \right). \tag{30}
\]

For all \( \epsilon > 0 \), we also define the stopping time \( T_\epsilon = \inf \{ t \in [0,T], \ \Phi_t \geq \epsilon^{-1} \} \). Since \( \pi^i_t \) is uniformly bounded below by \( c_\pi \), \( \Phi_t \) goes to infinity when \( (Y^1_t, Y^2_t) \) goes to \((0,0)\), so that

\( T_0 = \lim_{\epsilon \to 0} T_\epsilon \) almost surely.

We are now able to state our non-attainability result.

Proposition 3. If Hypothesis 3 is fulfilled, then \( T_0 = +\infty \) almost surely. In particular, \( (Y^1, Y^2) \) doesn’t converge to \((0,0)\) in finite time almost surely. Moreover, there exists a positive constant \( C \) which only depends on \( b_{\infty}, k_0, c_\pi, C_\pi, C_\xi \) such that, for all \( \epsilon^{-1} > \Phi_0 \) and any stopping time \( T \),

\[
P \left( T_\epsilon \leq T \right) \leq \frac{1}{\epsilon^{-1} - \Phi_0} C \left( E(\langle L^1 \rangle_T + \langle L^2 \rangle_T + T) \right),
\]

where \( \langle L^i \rangle_T \) is the total variation of \( L^i \) at time \( T \) and \( \Phi_0 \) is defined in (30).
Proof of Proposition 3. Since \( T_e \) converges to \( T_0 \) when \( \epsilon \to 0 \), if the last part of Proposition 3 is fulfilled, then \( P(T_0 \leq T) = 0 \) for any deterministic time \( T \) and thus \( T_0 = +\infty \) almost surely. As a consequence, we only have to prove the second part of the proposition, for a given stopping time \( T \) and a fixed value of \( \epsilon > 0 \).

The proof is divided into several steps and is organised as follows. We assume that \( \langle M_1^1, M_2^2 \rangle = 0 \) in the three first steps and consider the general case in the last one. In Step 1, we compute in detail the Itô's decomposition of the semi-martingale \( \Phi \). In Step 2, we introduce the function \( F : \mathbb{R} \to \mathbb{R} \) defined by

\[
F(r) = \int_0^r \exp(CFe^{-s})\,ds,
\]

where \( CF > 0 \) is a positive constant that will be fixed later in the proof. Using Itô's formula, we prove that there exists a local martingale \( H \) and a positive constant \( C > 0 \) such that

\[
F(\Phi_t) - F(\Phi_0) \leq H_t + C \left( |L_1^1|_t + |L_2^2|_t + t \right).
\]

(31)

In Step 3, we conclude the proof of Proposition 3 in the particular case \( \langle M_1^1, M_2^2 \rangle = 0 \). In Step 4, we prove that the result remains true in the general case.

Step 1. Itô's decomposition of the semi-martingale \( (\Phi_t)_{t \in [0,T_\epsilon]} \).

Let us introduce the \( C^2 \) function \( \Gamma \) defined by

\[
\Gamma : \mathbb{R}_+^2 \times \mathbb{R}_+^* \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}
\]

\[
(\alpha_1, \alpha_2, x_1, x_2) \mapsto \frac{1}{2} \log \left( \frac{x_1^2}{\alpha_1} + \frac{x_2^2}{\alpha_2} \right) + \frac{1}{2} \log \left( \frac{\|Y\|^2}{c_\pi} \right),
\]

so that \( \Phi_t = \Gamma(x_1^1, x_2^1, Y_t^1, Y_t^2) \). The successive derivatives of the function \( \Gamma \) are

\[
\frac{\partial \Gamma}{\partial \alpha_i} = -\alpha_i^{-1} x_i e^{2\Gamma}, \quad \frac{\partial^2 \Gamma}{\partial x_i^2} = -\alpha_i^{-1} e^{2\Gamma} + 2\alpha_i^{-2} x_i e^{4\Gamma},
\]

\[
\frac{\partial \Gamma}{\partial \alpha_i} = \frac{1}{2} \alpha_i^{-2} x_i e^{2\Gamma}, \quad \frac{\partial^2 \Gamma}{\partial x_i \partial \alpha_i} = -\alpha_i^{-3} x_i^2 e^{2\Gamma} + \alpha_i^{-4} x_i^4 e^{4\Gamma},
\]

\[
\frac{\partial^2 \Gamma}{\partial x_i \partial x_j} = \alpha_i^{-2} x_i e^{2\Gamma} - \alpha_i^{-3} x_i^3 e^{4\Gamma}, \quad \frac{\partial^2 \Gamma}{\partial x_i \partial x_j} = \alpha_i^{-2} x_i^2 e^{4\Gamma}.
\]

In particular, we have

\[
\sum_{i=1,2} \frac{\partial^2 \Gamma}{\partial x_i^2} (\alpha_{i1}, \alpha_{i2}, x_1, x_2) \alpha_i = \sum_{i=1,2} -\alpha_i^{-1} e^{2\Gamma} \alpha_i + 2\alpha_i^{-2} x_i e^{4\Gamma} \alpha_i
\]

\[
= -2e^{2\Gamma} + 2e^{4\Gamma} \left( \frac{x_1^2}{\alpha_1} + \frac{x_2^2}{\alpha_2} \right)
\]

\[
= -2e^{2\Gamma} + 2e^{4\Gamma} e^{-2\Gamma} = 0.
\]
so that, for any \( t \in [0, T_e] \),

\[
\sum_{i=1,2} \frac{\partial^2}{\partial x_i^2} (\pi_i^1, \pi_i^2, Y_i^1, Y_i^2) \pi_i^j = 0, \text{ almost surely.}
\]

Using the previous equalities and the Itô’s formula, we get

\[
d\Phi_t = \sum_{i=1,2} \frac{Y_i^j}{\pi_i^j} e^{2\Phi_t} \, dM_i^j + \sum_{i=1,2} \frac{(Y_i^j)^2}{2(\pi_i^j)^2} e^{2\Phi_t} \, dN_i^j - \sum_{i=1,2} \frac{Y_i^j}{\pi_i^j} e^{2\Phi_t} \, dK_i^j
\]

\[
- \sum_{i=1,2} \frac{Y_i^j}{\pi_i^j} e^{2\Phi_t} b_i^j \, dt + \sum_{i=1,2} \frac{(Y_i^j)^2}{2(\pi_i^j)^2} e^{2\Phi_t} \, dL_i^j
\]

\[
\frac{1}{2} \sum_{i=1,2} \left( -\frac{1}{\pi_i^j} e^{2\Phi_t} + 2 \frac{(Y_i^j)^2}{(\pi_i^j)^2} e^{4\Phi_t} \right) \rho_i \, dt + \frac{1}{2} \sum_{i \neq j \in \{1,2\}} \frac{2Y_i^jY_j^j}{\pi_i^j\pi_j^j} e^{4\Phi_t} \, d\langle M^i, M^j \rangle_t
\]

\[
+ \frac{1}{2} \sum_{i=1,2} \left( \frac{(Y_i^j)^2}{(\pi_i^j)^3} e^{2\Phi_t} + \frac{(Y_i^j)^4}{(\pi_i^j)^4} e^{4\Phi_t} \right) d\langle N^i \rangle_t + \frac{1}{2} \sum_{i \neq j \in \{1,2\}} \frac{(Y_i^j)^2(Y_j^j)^2}{4(\pi_i^j)^2(\pi_j^j)^2} e^{4\Phi_t} \, d\langle N^i, N^j \rangle_t
\]

\[
+ \frac{1}{2} \sum_{i=1,2} \left( \frac{Y_i^j}{(\pi_i^j)^2} e^{2\Phi_t} - \frac{(Y_i^j)^3}{(\pi_i^j)^3} e^{4\Phi_t} \right) d\langle M^i, N^i \rangle_t - \frac{1}{2} \sum_{i \neq j \in \{1,2\}} \frac{Y_i^j(Y_j^j)^2}{\pi_i^j(\pi_j^j)^2} e^{4\Phi_t} \, d\langle M^i, N^j \rangle_t
\]

\[+ \Phi_t - t. \] (32)

and

\[
d \langle \Phi \rangle_t = \sum_{i=1,2} \frac{(Y_i^j)^2}{(\pi_i^j)^2} e^{4\Phi_t} (\rho_i + \pi_i^j) \, dt + \sum_{i=1,2} \frac{(Y_i^j)^4}{4(\pi_i^j)^4} e^{4\Phi_t} \, d\langle N^i \rangle_t
\]

\[
- \sum_{i \neq j \in \{1,2\}} \frac{Y_i^jY_j^j}{\pi_i^j\pi_j^j} e^{4\Phi_t} \, d\langle M^i, M^j \rangle_t + \sum_{i \neq j \in \{1,2\}} \frac{(Y_i^j)^2(Y_j^j)^2}{4(\pi_i^j)^2(\pi_j^j)^2} e^{4\Phi_t} \, d\langle N^i, N^j \rangle_t
\]

\[
- \sum_{i=1,2} \frac{(Y_i^j)^3}{2(\pi_i^j)^3} e^{4\Phi_t} \, d\langle M^i, N^i \rangle_t - \sum_{i \neq j \in \{1,2\}} \frac{Y_i^j(Y_j^j)^2}{2\pi_i^j(\pi_j^j)^2} e^{4\Phi_t} \, d\langle M^i, N^j \rangle_t.
\]

**Step 2:** proof of (31).

Let \( C_F > 0 \) be a positive constant that will be fixed later in the proof and define the function \( F : \mathbb{R} \to \mathbb{R} \) by

\[
F(r) = \int_0^r \exp \left( C_F e^{-s} \right) \, ds.
\]

One can easily check that

\[ r \leq F(r), \quad 1 \leq F'(r) \leq e^{C_F} \text{ and } F''(r) = -C_F e^{-r} F'(r), \forall r \in \mathbb{R}_+. \]
By Itô’s formula, we deduce that, for any $t \in [0,T_\varepsilon]$,

$$F(\Phi_t) - F(\Phi_0) = \int_0^t F'((\Phi_s) d\Phi_s^c - \frac{CF}{2} \int_0^t e^{-\Phi_s} F'(\Phi_s) d\langle \Phi \rangle_s + \sum_{0 \leq s \leq t} F(\Phi_s) - F(\Phi_0), \quad (33)$$

where $d\Phi_s^c$ is the continuous part of $d\Phi_s$. Our aim is to prove that

$$F(\Phi_t) - F(\Phi_0) \leq H_t + C \left( |L^1|_t + |L^2|_t + t \right),$$

where $H$ is the local martingale defined for any $t > 0$ by

$$H_t = - \sum_{i=1,2} \int_0^{t \wedge T_\varepsilon} \frac{Y_i^\prime}{\pi_s} e^{2\Phi_s} F'(\Phi_s) dM_i + \sum_{i=1,2} \int_0^{t \wedge T_\varepsilon} \frac{(Y_i^\prime)^2}{2(\pi_s)^2} e^{2\Phi_s} F'(\Phi_s) dN_i^s.$$ 

This is done using (32) and proving lower or higher bounds for each term on the right hand side of (33), respectively in step 2a, in step 2b and in step 2c.

**Step 2a.** Let us prove that there exists a positive constant $C' > 0$, which does not depend on $C_F$, such that

$$\int_0^t F'((\Phi_s) d\Phi_s^c \leq H_t + C' \int_0^t e^{d\Phi_s} F'(\Phi_s) ds + \frac{e^{CF}}{2c_\pi} \left( |L^1|_t + |L^2|_t \right) + \frac{5e^{CF}C_\varepsilon t}{4c_\pi^2}. \quad (34)$$

Since $K^i$ is non-decreasing, we have

$$- \sum_{i=1,2} \int_0^t \frac{Y_i^\prime}{\pi_s} e^{2\Phi_s} F'(\Phi_s) dK_i^s \leq 0.$$

One can easily check that $Y_i^\prime e^{\Phi_i} \leq \sqrt{\pi_i}$, then $\frac{Y_i^\prime}{\pi_i^\prime} e^{\Phi_i} \leq \frac{1}{\sqrt{c_\pi}}$. Since $b_i^\prime \geq -b_\infty$, we have

$$- \sum_{i=1,2} \int_0^t \frac{Y_i^\prime}{\pi_s} F'((\Phi_s) e^{2\Phi_s} b_i^\prime ds \leq \frac{2b_\infty}{\sqrt{c_\pi}} \int_0^t e^{\Phi_s} F'(\Phi_s) ds.$$

Since the derivative $F'$ takes its values in $[1,e^{CF}]$ and since $\frac{(Y_i^\prime)^2}{(\pi_i)^2} e^{2\Phi_i} \leq \frac{1}{c_\pi}$, we deduce that

$$\sum_{i=1,2} \int_0^t \frac{(Y_i^\prime)^2}{2(\pi_i)^2} e^{2\Phi_s} F'(\Phi_s) dL_i^s \leq \frac{e^{CF}}{2c_\pi} \left( |L^1|_t + |L^2|_t \right).$$

By the second point of Hypothesis 3, we have $|\rho_i^\prime| e^{\Phi_i} \leq k_0 Y_i^\prime e^{\Phi_i} \leq k_0 \sqrt{\pi_i} \leq k_0 \sqrt{C_\pi}$. As a consequence, using that $\frac{(Y_i^\prime)^2}{(\pi_i)^2} e^{2\Phi_i} \leq \frac{1}{c_\pi}$ and $\pi_i \geq c_\pi$, we deduce that

$$\frac{1}{2} \sum_{i=1,2} \int_0^t \left( -\frac{1}{\pi_s} e^{2\Phi_s} + 2 \frac{(Y_i^\prime)^2}{(\pi_s)^2} e^{4\Phi_s} \right) \rho_i^\prime F'((\Phi_s) ds F'(\Phi_s) ds \leq \frac{3k_0 \sqrt{C_\pi}}{c_\pi} \int_0^t e^{\Phi_s} F'(\Phi_s) ds.$$
By the Kunita-Watanabe inequality (see [22, Corollary 1.16 of Chapter IV]) and by Hypothesis 3 (first and second points), we get, for all predictable process \( h_s \) and any couple \( i,j \in \{1,2\} \),

\[
\left| \int_0^t h_s \langle M^i,N^j \rangle_s \right| \leq \sqrt{\int_0^t |h_s| \langle M^i \rangle_s} \sqrt{\int_0^t |h_s| \langle N^j \rangle_s} \leq \sqrt{C_\pi C_\xi} \int_0^t |h_s| ds,
\]

and, similarly,

\[
\left| \int_0^t h_s \langle M^i,M^j \rangle_s \right| \leq C_\pi \int_0^t |h_s| ds \quad \text{and} \quad \left| \int_0^t h_s \langle N^i,N^j \rangle_s \right| \leq C_\xi \int_0^t |h_s| ds,
\]

In particular, for any \( t \in [0,T_\varepsilon] \), using \( \frac{(Y^i)^2}{(\pi^i_\varepsilon)^2} e^{2\Phi_s} \leq \frac{1}{c_\pi} \) and \( \pi^i_\varepsilon \geq c_\pi \), we deduce that

\[
\frac{1}{2} \sum_{i=1,2} \int_0^t \left( \frac{(Y^i)^2}{(\pi^i_\varepsilon)^2} e^{2\Phi_s} + \frac{(Y^i)^4}{(\pi^i_\varepsilon)^4} e^{4\Phi_s} \right) F'(\Phi_s) d\langle M^i \rangle_s \leq \frac{e^{C_F} C_\xi t}{c_\pi^2},
\]

and

\[
\frac{1}{2} \sum_{i \neq j \in \{1,2\}} \int_0^t \frac{(Y^i)^2 (Y^j)^2}{4(\pi^i_\varepsilon)^2(\pi^j_\varepsilon)^2} e^{4\Phi_s} F'(\Phi_s) d\langle N^i,N^j \rangle_s \leq \frac{e^{C_F} C_\xi t}{4c_\pi^2}.
\]

We also deduce that

\[
\frac{1}{2} \sum_{i=1,2} \int_0^t \left( \frac{(Y^i)^2}{(\pi^i_\varepsilon)^2} e^{2\Phi_s} - \frac{(Y^i)^3}{(\pi^i_\varepsilon)^3} e^{4\Phi_s} \right) F'(\Phi_s) d\langle M^i,N^i \rangle_s \leq \frac{2\sqrt{C_\pi C_\xi}}{c_\pi^{3/2}} \int_0^t e^{\Phi_s} F'(\Phi_s) ds
\]

and

\[
-\frac{1}{2} \sum_{i \neq j \in \{1,2\}} \int_0^t \frac{Y^i_s (Y^j_s)^2}{\pi^i_\varepsilon^2(\pi^j_\varepsilon)^2} e^{4\Phi_s} F'(\Phi_s) d\langle M^i,N^j \rangle_s \leq \frac{\sqrt{C_\pi C_\xi}}{c_\pi^{3/2}} \int_0^t e^{\Phi_s} F'(\Phi_s) ds.
\]

Setting \( C' = \frac{2b_\varepsilon}{\sqrt{c_\pi}} + \frac{3k_0 \sqrt{C_\pi}}{c_\pi} + \frac{3\sqrt{C_\pi C_\xi}}{c_\pi^{3/2}} > 0 \) and using equation (32) (recall that we assumed \( \langle M^1,M^2 \rangle = 0 \)), we deduce that the higher bound (34) holds almost surely, for any \( t \in [0,T_\varepsilon] \).

**Step 2b.** We prove now the following lower bound for \( \int_0^t e^{-\Phi_s} F'(\Phi_s) d\langle \Phi \rangle_s \),

\[
\int_0^t e^{-\Phi_s} F'(\Phi_s) d\langle \Phi \rangle_s \geq \frac{C_\pi}{C_\xi} \int_0^t e^{\Phi_s} F'(\Phi_s) ds - \left( \frac{C_\xi}{2c_\pi^2} + \frac{k_0 \sqrt{C_\pi}}{C_\pi} + \frac{2\sqrt{C_\pi C_\xi}}{c_\pi^{3/2}} \right) e^{C_F t}. \tag{35}
\]

One can easily check (using the second point of Hypothesis 3) that

\[
\frac{e^{2\Phi_s}}{C_\pi} \leq \sum_{i=1,2} \frac{(Y^i)^2}{(\pi^i_\varepsilon)^2} e^{4\Phi_s} \leq \frac{e^{2\Phi_s}}{c_\pi} \quad \text{and} \quad \rho^i_s \geq -k_0 Y^i_s \geq -k_0 \sqrt{C_\pi} e^{-\Phi_s}.
\]
The process $\langle N^i \rangle$ being non-decreasing and $F'$ being positive, we have

\[ \sum_{i=1,2} \int_0^t \left( \frac{Y^i_s}{(\pi_s^i)^2} \right)^4 e^{4\Phi_s} e^{-\Phi_s} d\langle N^i \rangle_s \geq 0. \]

The same application of the Kunita-Watanabe inequality as above leads us to

\[ \sum_{i \neq j \in \{1,2\}} \int_0^t \frac{(Y^i_s)^2 (Y^j_s)^2}{4(\pi_s^i)^2(\pi_s^j)^2} e^{4\Phi_s} e^{-\Phi_s} d\langle N^i, N^j \rangle_s \geq -\frac{C_C e^{C_F t}}{2c^2} \int_0^t e^{-\Phi_s} ds \]

since the definition of $\Phi$ implies that it is uniformly bounded below by 0. We also have

\[ -\sum_{i=1,2} \int_0^t \frac{(Y^i_s)^3}{2(\pi_s^i)^3} e^{4\Phi_s} e^{-\Phi_s} d\langle M^i, N^i \rangle_s \geq -\frac{\sqrt{C_C C_C}}{3c^2} e^{C_F t} \]

and

\[ -\sum_{i \neq j \in \{1,2\}} \int_0^t \frac{Y^i_s Y^j_s}{2\pi_s^i(\pi_s^j)^2} e^{4\Phi_s} e^{-\Phi_s} d\langle M^i, N^j \rangle_s \geq -\frac{\sqrt{C_C C_C}}{3c^2} e^{C_F t}. \]

We finally deduce by (32) (where $\langle M^1, M^2 \rangle = 0$) that (35) holds.

**Step 2c.** The jumps of $\Phi_t$ are non-positive and $F$ is increasing, thus

\[ \sum_{0 \leq s \leq t} F(\Phi_s) - F(\Phi_s) \leq 0. \] (36)

Finally, by (34), (35) and (36), we deduce from (33) that

\[ F(\Phi_t) - F(\Phi_0) \leq H_t + \left( C' - \frac{C_FC_C}{2C_C} \right) \int_0^t e^{\Phi_s} F'(\Phi_s) ds + \frac{e^{C_F}}{2\pi^2} \left( (|L|^1_t + |L|^2_t) \right) \]

\[ \quad + \left( \frac{(5 + C_F)C_C}{4e^2} + \frac{k_0 C_F \sqrt{C_C}}{2\pi^2} + \frac{C_F \sqrt{C_C C_C}}{c_{3/2}^2} \right) e^{C_F t}. \]

Choosing $C_F = 2C_C C'/c_{3/2}$, we have proved that there exists $C > 0$ such that, for any $t \in [0, T_e]$, 

\[ F(\Phi_t) - F(\Phi_0) \leq H_t + C \left( (|L|^1_t + |L|^2_t + t) \right). \]
Step 3: conclusion in the case $\langle M^1, M^2 \rangle = 0$.

Let $(\theta'_n)_{n \in \mathbb{N}}$ be an increasing sequence of stopping times which converge to $+\infty$ such that $(H_t)_{t \in [0, \theta'_n]}$ is a martingale for any $n \geq 0$. Let $(\theta''_n)_{n \geq 0}$ be the non-decreasing sequence of stopping times defined by $\theta''_n = \inf\{t \in [0, T], \exists i \text{ s.t. } \int_0^t d|L^i|^2 |x \geq n \} \wedge T$; since $L^i$ is a finite variational process, $(\theta''_n)$ converges to $+\infty$ when $n$ goes to $\infty$. Using Step 2, we deduce that

$$
E \left( \int_{\Phi_0}^{\Phi_{T^\epsilon}} \exp(\epsilon C_F e^{-u}) du \right) \leq C E \left( |L^1|_{\theta''_n}^1 + |L^2|_{\theta''_n}^2 + T \right).
$$

(37)

Remark that $\Phi$ from variational process, $\Phi$ from".

Since $\langle \theta'_n, \theta''_n \rangle$, reaches $\epsilon^{-1}$ if and only if $T^\epsilon \leq \theta'_n \wedge \theta''_n$. Using the right continuity of $Y^1, Y^2, n_1$ and $n_2$, we thus deduce that

$$
P \left( T^\epsilon \leq \theta'_n \wedge \theta''_n \right) = P \left( \Phi_{T^\epsilon, \wedge \theta'_n, \wedge \theta''_n} - \Phi_0 \geq \epsilon^{-1} - \Phi_0 \right)
$$

$$
\leq P \left( \int_{\Phi_0}^{\Phi_{T^\epsilon, \wedge \theta'_n, \wedge \theta''_n}} \exp(\epsilon C_F e^{-u}) du \geq \epsilon^{-1} - \Phi_0 \right),
$$

since $r - q \leq \int_q^r \exp(\epsilon C_F e^{-u}) du$ for all $0 \leq q \leq r$. Finally, using the Markov inequality and (37), we get, for all $\epsilon^{-1} > \Phi_0$,

$$
P \left( T^\epsilon \leq \theta'_n \wedge \theta''_n \right) \leq \frac{1}{\epsilon^{-1} - \Phi_0} C E \left( |L^1|_{\theta''_n}^1 + |L^2|_{\theta''_n}^2 + T \right).
$$

Since $(\theta'_n)$ and $(\theta''_n)$ converge to $+\infty$ almost surely, letting $n'$ and $n''$ go to $\infty$ implies the last part of Proposition 3 which implies the whole proposition.

Step 4: conclusion of the proof in the general case.

Assume now that $\langle M^1, M^2 \rangle$ is non-increasing. We define $\Phi'_t$ as the process starting from $\Phi_0$ and whose increments are defined by the right term of (32) but removing the $d(M^1, M^2)$ terms. We also define $T^\epsilon = \inf\{t \geq 0, \Phi'_t \geq \epsilon^{-1}\}$. On the one hand, the same calculation as above leads to

$$
P(T^\epsilon \leq T) \leq \frac{1}{\epsilon^{-1} - \Phi_0} C E \left( |L^1|_T + |L^2|_T + T \right).
$$

(38)

On the other hand,

$$
d\Phi_t = d\Phi'_t + \frac{1}{2} \sum_{i \neq j \in \{1, 2\}} \frac{2Y_i^j Y_j^i}{\pi_i^j n_t} e^{4\Phi_t} d\langle M^i, M^j \rangle_t.
$$

Since $\langle M^1, M^2 \rangle$ is assumed to be non-increasing (third point of Hypothesis 3), we deduce that $\Phi_t \leq \Phi'_t$. It yields that $T^\epsilon \leq T$ almost surely, so that Proposition 3 holds even if $\langle M^1, M^2 \rangle \neq 0$. 
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