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Abstract- This paper focuses on Energy Management System (EMS) applied to the residential sector. The EMS architecture is proposed. It is composed on three layers: anticipation, reactive and device (local) layers. However, to validate global control algorithms, a simulator capable of interoperating with energy management systems must be used. This work presents a solution for real-time simulation with a networked system that manages energy flows. It makes it possible to perform fine simulations of the physics, including fast dynamics of electrical appliances imbedded on the buildings. This paper deals with computing the starting times of some services on one hand and in determining set points of others on other hand; the maximal power constraints and predicted events are taken into account. A Satisfaction Problem formulation has been proposed. So, the purpose is to maximize user comfort and minimize energy costs. An application example is presented.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>Sampling step time, [second].</td>
</tr>
<tr>
<td>( i )</td>
<td>The service i.</td>
</tr>
<tr>
<td>( k )</td>
<td>The number of period Period.</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Sampling time of the anticipatory layer.</td>
</tr>
<tr>
<td>( E_{pv}(k) )</td>
<td>Energy produced locally by the PV[kWh].</td>
</tr>
<tr>
<td>( E_{cons}(k) )</td>
<td>Total energy consumed by the load [kWh].</td>
</tr>
<tr>
<td>( E(i,k) )</td>
<td>Energy consumed by the service i during period k [kWh].</td>
</tr>
<tr>
<td>( E_p(i,k) )</td>
<td>Energy produced by the source i during period k [kWh].</td>
</tr>
<tr>
<td>( E_S )</td>
<td>Energy consumed by the shiftable service [kWh].</td>
</tr>
<tr>
<td>( P_{pv}(k) )</td>
<td>PV power produced locally [W].</td>
</tr>
<tr>
<td>( P_{sol}(k) )</td>
<td>Solar radiation energy [W].</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Efficiency of the PV installation.</td>
</tr>
<tr>
<td>( S )</td>
<td>Capture area of radiation (m²).</td>
</tr>
<tr>
<td>( \tau_{CO_2}(i,k) )</td>
<td>Is the volume of CO2 emitted during the period k.</td>
</tr>
<tr>
<td>( C_{tot} )</td>
<td>Total cost of the system (€/kWh).</td>
</tr>
<tr>
<td>( C_{auto} )</td>
<td>Self consumption price (€/kWh).</td>
</tr>
<tr>
<td>( C_{bought} )</td>
<td>Bought energy price (€/kWh).</td>
</tr>
<tr>
<td>( C_{sol} )</td>
<td>Purchasing price for PV production injected to network, (€/kWh).</td>
</tr>
<tr>
<td>( y(i,k) )</td>
<td>Comfort criterion of each service i during period k.</td>
</tr>
<tr>
<td>( J_{ecg} )</td>
<td>Ecological criterion.</td>
</tr>
<tr>
<td>( T_{out} )</td>
<td>The temperature outside the room [K].</td>
</tr>
<tr>
<td>( T_{in} )</td>
<td>Instantaneous temperature in the room i [K].</td>
</tr>
<tr>
<td>( T_m )</td>
<td>The temperature outside the room [K].</td>
</tr>
<tr>
<td>( T_{opt} )</td>
<td>The optimum heating temperature [K].</td>
</tr>
<tr>
<td>( \Phi_{heater} )</td>
<td>Constants.</td>
</tr>
<tr>
<td>( \Phi_{sun} )</td>
<td>Heat flux given by the radiator.</td>
</tr>
<tr>
<td>( S_F )</td>
<td>Heat flux of sunlight through the window.</td>
</tr>
<tr>
<td>( c_t )</td>
<td>Air Heat capacity of the room i [J / K].</td>
</tr>
<tr>
<td>( c_m )</td>
<td>Envelope heat capacity of the room[J / K].</td>
</tr>
<tr>
<td>( SF )</td>
<td>Window Area [m²].</td>
</tr>
<tr>
<td>( RST )</td>
<td>Washing machine requested starting time.</td>
</tr>
<tr>
<td>( R_i )</td>
<td>The equivalent total thermal resistance between the room and outdoors.</td>
</tr>
<tr>
<td>( \alpha_{1}...\alpha_{4} ; b_{1}...b_{4} )</td>
<td>Constants.</td>
</tr>
<tr>
<td>( f(i) )</td>
<td>The end effective date of the operating cycle of the shiftable service.</td>
</tr>
<tr>
<td>( \Phi_{opt} )</td>
<td>End date desired by the user of the shiftable service.</td>
</tr>
<tr>
<td>( s(i) )</td>
<td>Effective execution date of the shiftable service.</td>
</tr>
<tr>
<td>( P_\alpha )</td>
<td>This variable stands for any variable that could be PV, grid power, or load power if calculation is valid for all of them.</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

A household automation system basically consists of household appliances linked via a communication network allowing interactions for control purposes [1].
Thanks to this network, a load management mechanism can be carried out: it is called distributed control in [2]. Since then, several studies have been conducted in order to design an optimized electric energy management system able to determine the best energy assignment plan, according to given criteria. In [3], analyzes of the load management techniques are well defined in great detail. [4] presents the design of a generic Energy Management System, which is scalable to any application requiring management of energy acquisition from multiple energy sources, energy delivery to multiple energy users and storage of excess energy in one or more storage devices. According to [5], EMS contains methods that coordinate the activities of energy consumers and energy providers in order to best fit energy production capabilities with consumer needs and, in this way, avoiding energy demand peaks, which generally have adverse environmental impacts and increase energy production costs.

In this context, an energy management system (EMS) has been developed; it is composed by three control layers [6]-[7]. These layers are composed by: an equipment layer, with local and fast control mechanism, a reactive layer, which is triggered when energy constraints are violated, and an anticipative layer, which adjusts future set-points of appliances in order to tackle energy events that can be foreseen.

The electric architecture is given in “Fig.1”, representing the duality sources/loads in the presence of PV generation and Grid connection. The electric system is managed by a three layers control system (Expert and Predictive). This architecture facilitates the energy flow management between components. The building can be supplied by any source or combination of sources. The possibility to reschedule some controllable loads in the day gives a more flexible control for system.

The rest of the paper is organized as follows. The section II is devoted to the description of the EMS architecture, which consists of three control layers. Section III deals with the validation issue of EMS and gives a proposed solution: validation through real time simulation. In section IV, an application example is modeled. A case of study giving some simulation models for building is proposed in section V. At the end of this last section results are presented.

II. ARCHITECTURE OF THE EMS.

An important issue in the problems of home automation is the uncertainty in the models and in the predicted data such as solar radiation, temperature or services requested by the occupants. To solve this problem, three-layer architecture is presented in “Fig.2” (see [8]): a layer of anticipation, a reactive layer and a local layer.

A. Anticipation mechanism:

The anticipation layer includes control that operates on average quantities associated with long periods of time (typically 1 hour) in the EMS. Its objective is to plan production and consumption of energy over long time covering typically one day. The prediction is based on weather forecasts and on user programming for appliances. If consumption of all facilities can be anticipated, it is possible to plan and schedule their operations in advance. For example, for an electric heating service of a room, we can calculate the duration and the amount of overheating "anticipated" which will reduce the consumption during a period where power is unavailable, restricted or more expensive. For the case of a time-shifted service such as the service provided by a washing machine for example, we can delay or advance its start to shape the overall consumption [9].

B. Reactive mechanism:

Because the anticipation mechanism works with average values over relatively long periods on the basis of predicting energy needs, a finer level to respond to disturbance (modelling errors and errors of prediction) is necessary. This level operates with a short period of time (typically 1 minute) comparing to the anticipation layer in order to meet the criterion of comfort for the occupants and the capacity constraints of energy sources. Practically, if the actual situation deviates too much from the anticipation plan and exceeds energy resources for example, the reactive layer will respond by shedding the consumption of certain appliances in order to satisfy feasible energy balances. Since the time scale
is small compared to the proactive mechanism, adjustments calculated by the reactive layer remain negligible for the proactive layer which only calculates average values if the predictions were consistent with the actual situation [10].

C. Device mechanism:

This control layer is the one with the fastest dynamics. Its goal is to apply set points, computed by the anticipation layer and possibly adjusted by the reactive layer. For example, in a thermal environment, this mechanism aims at maintaining the temperature to values close to temperature set points temperature. This mechanism is provided by appliance manufacturers and not modified.

Such an EMS must be validated on a fine simulation tool because the algorithms for managing energy flows are based on simplified models. This work presents a methodology used for these fine system simulations. Initially, we modelled a multi-source and multi-loads home to validate the global control algorithm. The modelling has been done in the MATLAB / Simulink environment supplemented by a specific real-time library [11].

III. VALIDATION TOOL OF EMS.

To validate the EMS by a fine simulation, some problems have been encountered. The EMS and the physical simulator use different solving platform. For instance, the EMS is a Java application coupled with solvers whereas the simulator is not available in Java. For this purpose, models in MATLAB/Simulink, TRANSYS [12], Energy+,... are usually used. The second problem is the synchronization of the EMS with the physical simulator. Indeed, accelerated time requires shared clocks. The fine simulation is based on detailed physical models, hence the need for a large enough computing power, which is not necessary for EMS. Therefore, in this work, architectural solution is proposed “Fig3”. The EMS is interfaced with the simulation model running on real-time platform (RT_LAB [11]) with Ethernet communication.

A real time simulator has been chosen for the following reasons:
- Validation can be done before the building construction because the sizing of some appliances (like HVAC systems) depends on the results: the simulation of some typical days has to be done during the design phase
- Reference results are needed because with actual building systems, sensors are usually not properly calibrated and data may not be accurate. A reference simulation of what the results should be is useful.
- Among the sensors, some have to be used for the power management and some others only for the validation. Validating on an actual building requires design of communication interfaces for validating sensors. It is usually a difficult task because of the diversity of communication technologies and, in addition, some sensors may not have communication interfaces. Detailed validations with lots of available data and an in-situ validation with less available data is much easier to tackle.

The test environment in “Fig3” consists of two computers and the real-time simulator RT_LAB. The first computer is used to design simulation models of a building system and also to visualize simulation results (see section V). The second computer is a control station which is dedicated to the EMS where the communications is handled via the TCP/IP protocol (see section IV).

![Fig.3: Conceptual schema of a Real Time platform](image)

The EMS must be able to act on the simulator. A communication tunnel has been developed to transfer the commands of the EMS to the simulated models (under RT_LAB), and to transfer the state variables of the simulated models to the EMS.

To achieve this goal, the architecture shown in [13] is designed to establish a socket for each model (service), then to take orders and measurements via this socket. Each service simulated in RT_LAB has a counterpart in the energy management system; correspondence is done by the port number of each socket. This package has been developed in Java.

IV. MODELING PROBLEM IN EMS

A. Scheduling problem of production and consumption of energy.

For the optimization problem of energy flows, a resource assignment plan is defined by the anticipation layer [10]. It is calculated using a set of methods to coordinate the activities of consumption and energy production to optimize the cost, comfort and ecology criterion, satisfying the constraints of the system. The consumed energy $E(i,k)$ for each service $i$ during each period $k$, is calculated to optimize the criteria detailed below.

- Economic criterion:

$$C_{tot} = -C_{auto} \min(E_{pv}; E_{cons}) + C_{bought} \max(E_{cons} - E_{pv}; 0) - C_{sold} \max(E_{pv} - E_{cons}; 0).$$

![Fig 4: Strategy of energy purchasing](image)
Comfort criterion: \( J_{\text{comp}}(i) = \sum_{k=1}^{K} y(i,k) \) (2)

Ecological criterion: \( J_{\text{ecg}} = \tau_{CO_2}(i,k) \times E_{\rho}(i,k) \) (3)

The problem of energy management is a problem of optimizing multi-criteria whose criteria are contradictory. A solution satisfying all the constraints of systems must be determined and a best compromise between the different criteria must be achieved.

Sources and load co-management used in the EMS are formulated as Mixed Integer Linear program MILP [6]-[5]. The problem is formulated and implemented in Java. In this paper, we present just the mathematical formulations models before the linearization, and then the equations of energy optimization are presented.

B. Control model.

The anticipation anticipative layer computes the production and consumption plans. These calculations are carried out based on the general model of the PV system integrated to the grid via the host building. The grid can be considered theoretically as a permanent power source with a given voltage and frequency. It is possible to exchange the total PV production or its surplus according to energy purchasing and selling policy. It is possible to predict the average production capacity (by using statistical and forecasted data) over an interval of discretization (a step of 1 hour). Notice that the storage system is not taken into consideration here.

In general, loads in buildings are composed of non controllable and controllable devices. By non controllable, we mean autonomous devices like freezer and by controllable we mean systems, which can be delayed or dispatchable: cooking machine, heaters.... In this paper, we considered only the controllable loads, which are defined as power consumption of medium consequence and flexible scheduling that can be rescheduled to other times of the day (likely washing machine, dryers, and hot water heaters etc.).

The anticipation layer makes plans for energy allocations; which it consists in determining both the starting dates of the timed services requesting energy, the starting time \( s(i,k) \) (i.e., when the energy source is sufficient for all the timed services). When the available energy is not sufficient for all services, some services must be delayed or executed sooner, it means the actual starting time \( s(i,k) \) is different from the requested starting time \( RST(i) \).

In order to define the set point temperature for each anticipative period \( \Delta k \), the anticipative layer calculates the thermal satisfaction as a function of temperature as follow:

\[
y_T(i,k) = \begin{cases} a_1 T_m(i,k) + b_1 & \text{if } T_m(i,k) \leq T_{opt} \\ a_2 T_m(i,k) + b_2 & \text{if } T_m(i,k) \geq T_{opt} \end{cases}
\] (5)

2) Starting date of timed services:

A timed service is modelled as an on/off service. Its consumption during a period \( \Delta k \) is then modeled by \( E_s(i,k) \in [0, \Delta x P_i] \) where \( P_i \) characterizes the average power consumption of the service. It is possible to shift this service in a time range to search for an optimal execution date according to the optimization criteria [8].

\[
E_S(i,k) = \begin{cases} E'(i,k) = (\text{Min } [f(i),(k+1)\Delta]) - [s(i),k\Delta])P(i) & \text{if } E'(i,k) > 0 \\ 0 & \text{if } E'(i,k) \leq 0 \end{cases}
\] (6)

When the energy source is sufficient for all the timed services requesting energy, the starting time \( s(i) \) is equal to the requested starting time \( RST(i) \). Nevertheless, an issue appears when the available energy is not sufficient for all. Some services must be delayed or executed sooner, it means the actual starting time \( s(i) \neq RST(i) \), and this effect decreases the user comfort but may increases the economic criterion.

The comfort criterion is expressed as follows:

\[
y_3(i) = \begin{cases} 1 & \text{if } s(i) = RST(i) \\ a_3 s(i) + b_3 & \text{if } s(i) < RST(i) \\ a_4 s(i) + b_4 & \text{if } s(i) > RST(i) \end{cases}
\] (7)

Total of energy consumed by loads for one period \( k \):

\[
E_{\text{cons}} = \sum_i E(i,k)
\] (8)

C. Optimization problem.

The EMS is a multi-objectives optimization, where the anticipation control layer tries to maximize the total satisfaction of services:

\[
\text{Maximize } \sum_{k=1}^{K} y(i,k)
\] (9)

And, at the same time, to minimize the total energy cost

\[
\text{Minimize } C_{\text{tot}}
\] (10)

Global criterion is a compromise between comfort and cost. The criterion that results from the aggregation of two types of criteria: economic criterion determined by the total cost of energy and comfort criterion function of the thermal sensation of the heating services and the shifting of timing services are:

\[
J = \sum_{k=1}^{K} \left( C_{\text{tot}}(k) - \sum_{i=1}^{I} y_3(i,k) \right)
\] (11)

Two scenarios can be used here. For instance, the first one when the energy cost may be set and be considered as a
constraint. For example, consider an economic mode where inhabitants accept to decrease the comfort level in order to reduce the energy bill. In the second scenario, the comfortable mode is preferred by the EMS, which amounts to search a solution based only on the comfort criterion. So, the EMS system then selects the best solutions based on the preferences of the consumer.

As it is mentioned in section II, reactive management actions can be carried out preferably in following order:

- respect as well as possible the anticipative plan defined by the anticipative layer, the assigned energy for each device is equal to the value pre-defined by the anticipative plan. Whenever an unpredicted event occurs, it is important for the system to re-assign immediately the energy to satisfy the demand. Then, a new operation plan needs to be computed by the anticipative layer:

\[
\begin{align*}
\min J &= \sum_{k=0}^{K} \left( C_{\text{cost}}(k) - \sum_{i=1}^{l} Y_{i}(i,k) \right) \\
\text{subject to} & \quad \sum_{i=1}^{l} Y_{i}(i,k) \leq \sum_{i=1}^{l} Y_{i}\left(\theta - 1\right)
\end{align*}
\]  

(16)

where \( \theta \) is the beginning of unpredicted event.

The initial conditions are the values of variables obtained at \( (\theta - 1) \).

V. CASE OF STUDY: SIMULATION MODEL FOR BUILDING

To validate the precedent optimization approach, we modeled the building more finely on MATLAB / Simulink (Host PC see “Fig3”). This model contains the grid, the PV panel and three controllable loads: two modular loads (heating and fridge) and shiftable load (washing machine).

A. Sources simulation model:

The distribution network is modelled by a simple voltage source controlled by a switch-on current (limited to the value imposed by subscription). Regarding renewable source, the PV system is sized with 2 KW peak. The power generated \( P_{PV} \) is \( \rho=10\% \) of solar energy radiated \( P_{sol} \) measured in real time based on weather data every 10 minutes from Grenoble (France). Hence the PV model is written as follow:

\[
P_{PV} = \rho \cdot S \cdot P_{sol}
\]

(17)

B. Loads simulation model:

To illustrate the results of the optimization of energy flows in the building, we modify the behaviour of some electrical appliance.

<table>
<thead>
<tr>
<th>Name</th>
<th>Power max (kw)</th>
<th>Modelled as</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating</td>
<td>1.00</td>
<td>permanent service system unit</td>
</tr>
<tr>
<td>Fridge</td>
<td>0.10</td>
<td>permanent service</td>
</tr>
<tr>
<td>Washing</td>
<td>2.40</td>
<td>timed service</td>
</tr>
</tbody>
</table>

\( \begin{bmatrix} C_{\text{cost}}(k) - \sum_{i=1}^{l} Y_{i}(i,k) \end{bmatrix} \)

1) Heating simulation model:

In this example, the heating service is provided by a single heater 1KW. In the real case study, this service is provided by heaters in each room of the flat. The chosen model in [15] is finer than the model selected by the management system. This is a first order linearized model [8], whereas Simulink models are not linearized. In addition, they depend on several factors such as the structure (surfaces, heights, walls, insulation, windows, the outside temperature, the solar radiation…). This thermal model can be formulated as follows:

\[
\begin{align*}
\frac{dT_m}{dt} &= \left( \frac{1}{r_mC_i} + \frac{1}{r_mC_m} \right) \frac{1}{r_mC_i} C_i \left[ T_m - \frac{1}{r_mC_i} C_i \frac{T_{in}}{T_{m}} \right] + \frac{1}{r_mC_m} C_m \frac{T_{in}}{T_{m}} + \frac{1}{r_mC_m} C_m + \frac{1}{r_mC_m} C_m [SF] \frac{T_{out}}{\Phi_h} \\
&= \Phi_h [SF] \frac{T_{out}}{\Phi_h} + \frac{1}{r_mC_i} C_i \left[ T_m - \frac{1}{r_mC_i} C_i \frac{T_{in}}{T_{m}} \right] + \frac{1}{r_mC_m} C_m \frac{T_{in}}{T_{m}} + \frac{1}{r_mC_m} C_m
\end{align*}
\]

(18)

2) Fridge simulation model:

The fridge and freezer are thermal services whose models are closed to the one of a room with heater except that the sun has no impact.

3) Washing machine simulation model:

The behavior of the washing machine is modeled by three cycles whereas the model used by the EMS has a only one cycle operation (see Fig7) [16].
TABLE II: ENERGY DISTRIBUTION AND THE AVERAGE LENGTH OF CYCLES

<table>
<thead>
<tr>
<th>Cycle time (min)</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30/40°C</td>
<td>**</td>
</tr>
<tr>
<td>Cycle average length</td>
<td>70</td>
</tr>
<tr>
<td>Heating</td>
<td>15</td>
</tr>
<tr>
<td>Washing and rinsing</td>
<td>40</td>
</tr>
<tr>
<td>Spinning</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2400</td>
</tr>
<tr>
<td></td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>150</td>
</tr>
</tbody>
</table>

C. Simulation results:

Let’s consider a single room with a surface $S = 20 \text{m}^2$. It is equipped with the list of devices given in Table I. L’EMS must perform a plan to assign the energy resource 24 hours in advance for a time discretization of $\Delta t = 1 \text{hour}$. Data and control signals exchanged between the simulator and the EMS are summarized in “Fig. 8”.

According to data sent by the simulator, the EMS creates a problem then solves it. The optimum temperature for the heating service is $T_{opt} = 20 \text{°C}$. The requested start time of the washing machine is $RST = 7:00 \text{am}$. We set a purchase price of grid $C_{bought}$ as “Fig. 9”:

At [7:00 am, 8:00 am] the price is higher than the rest of the day ($0.787 \text{€/KWh}$). The auto consumption price $C_{auto}$ corresponding to German PV tariffs and the reselling price for PV production injected to grid $C_{sold}$, are constant: $C_{auto} = 0.25 \text{€/KWh}$ and $C_{sold} = 0.41 \text{€/KWh}$.

1) Case without EMS:

In this case, there is no control of temperature set points of permanent services. We assumed that the occupants chose the starting time of the washing machine when the price is very high in the morning 7:00 am. This led of course to expensive consumption (2.5€) compared to the other prices during 24 hours.

With this simple scenario, we show that, we can lose on the cost criterion “Fig. 10”, but we win on the comfort criterion because the RST is respected.

2) Case with EMS:

In the two cases of “Fig.11 (a-b)”, the EMS shifted the starting of the washing machine from 7:00am to 9:00am. At this hour, 0.16€ is paid instead 2.5€ at 7:00am.

A PV system is integrated to the building assuming the German energy tariffs (re-selling surplus is authorised), the cost of the washing service is unchanged (about 0.16€) but the global cost for all the services is decreased. This is due to the surplus reselling (see Fig. 11-b)

The German energy policy gives preference to the local consumption, so we see that there is no consumption from the grid when there is enough production. In addition, when production exceeds consumption, surplus is resold to the grid (negative price of energy cost).
As shown in “Fig.12-a”, the set-point temperature changes during the day, that’s why the consumption profile in the two cases is variable (see Fig.11 (a)).

The comfort criterion is based on the thermal sensation regarding the heating services and the offset services. In “Fig 12-a”, the comfort criterion has been favored to give more importance to the comfort of the user than to the economic and ecological criteria. But the cost criterion is not neglected; the start time of washing machine is shifted to avoid the period when the grid energy price is very high. This figure shows that the system favorizes the consumption of the heater during the Off-peak period by taking advantage of the cheaper price of the electricity to achieve the optimum temperature set point $T_{opt}=20^\circ$C. However, in “Fig12-b”, the comfort criterion has been deteriorated. The degradation is due to a decrease of the temperature in thermal environments, $T_{min}=15^\circ$C, all the day. But, we note that the global cost is minimized compared to the first scenario.

Previous “Fig. (11 and 12)” show the solution given by the anticipative layer. But, the “Fig.14” is a real time simulation for all the systems (building simulation matlab connected to the EMS) during a day.

VI. CONCLUSION

In this paper, an approach of Energy Management System in home automation has been presented. It has three layers: an equipment layer, with local and fast control mechanism, a reactive layer, which is triggered when energy constraints are violated, and an anticipative layer, which adjusts future set-points of devices in order to tackle energy events that can be foreseen. This paper deals mainly, with an anticipation layer that allocates energy by taking into account predicted events.

This work proposes a solution to validate Energy Management System. The validation is obtained through real-time simulation.

The problem of energy management is a multi-criteria optimization problem whose criteria are contradictory between cost and comfort. A solution satisfying this two
criteria has been presented and validated: It leads to the best compromise between criteria according to defined weights.

A case study has been presented. In this case, the optimal temperature setpoints for heating services have been computed. Furthermore, the best starting time for the washing machine has been determined.

The perspectives of this work will expand the validation of EMS with other loads such as lighting, cooking, oven, microwave etc., but also to improve the consideration of the impact of occupants.

Realtime simulation for validation makes it possible hardware-in-the-loop validations to test real power sources and loads to check in the control can be actually handled by devices.

The successful home energy management yields various benefits. The management of load in electric power system benefits both power utilities and their customers and also saves environment from unnecessary pollution.
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