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ABSTRACT: Multi-Task Learning (MTL) has become an active research topic in recent years. While most machine learning methods focus on the learning of tasks independently, multi-task learning aims to improve the generalization performance by training multiple related tasks simultaneously. This paper presents a new approach to multi-task learning based on one-class Support Vector Machine (one-class SVM). In the proposed approach, we first make the assumption that the model parameter values of different tasks are close to a certain mean value. Then, a number of one-class SVMs, one for each task, are learned simultaneously. Our multi-task approach is easy to implement since it only requires a simple modification of the optimization problem in the single one-class SVM. Experimental results demonstrate the effectiveness of the proposed approach.
posed by Schölkopf et al. (2001) is a typical method for the problem of novelty or outlier detection, also known as the one-class classification problem due to the fact that we do not have sufficient knowledge about the outlier class. For example, in the application of fault detection and diagnosis, it is very difficult to collect samples corresponding to all the abnormal behaviors of the system. The main advantage of one-class SVM over other one-class classification methods (Tarassenko et al. 1995, Ritter and Gallegos 1997, Eskin 2000, Singh and Markou 2004) is that it focuses only on the estimation of a bounded area for samples from the target class rather than on the estimation of the probability density. The bounded area estimation is achieved by separating the target samples (in a higher-dimensional feature space for non-linearly separable cases) from the origin by a maximum-margin hyperplane which is as far away from the origin as possible.

Recently, Yang et al. (2010) proposed to take the advantages of multi-task learning when conducting one-class classification. The basic idea is to constrain the solutions of related tasks close to each other. However, they solve the problem via conic programming (Kemp et al. 2008), which is complicated. In this paper, inspired by the work of Evgeniou and Pontil (2004), we introduce a very simple multi-task learning framework based on the one-class SVM method, a widely used tool for single task learning. In the proposed method, we first make the same assumption as in (Evgeniou and Pontil 2004), that is, the model parameter values of different tasks are close to a certain mean value. This assumption is reasonable due to the observation that when the tasks are similar to each other, usually their model parameters are close enough. Then, a number of one-class SVMs, one for each task, are learned simultaneously. Our multi-task approach is easy to implement since it only requires a simple modification of the optimization problem in the single one-class SVM. Experimental results demonstrate the effectiveness of the proposed approach.

This paper is organized as follows. In Section 2, a brief description of the formulation of the one-class SVM algorithm and the properties of kernel functions is first discussed. The proposed multi-task learning method based on one-class SVM is then outlined in Section 3. Section 4 presents the experimental results. In Section 5, we conclude this paper with some final remarks and future work propositions.

2 ONE-CLASS SVM AND PROPERTIES OF KERNELS

2.1 One-class SVM

The one-class SVM proposed by Schölkopf et al. (2001) is a promising method for the problem of one-class classification, which aims at detecting samples that do not resemble the majority of the dataset. It employs two ideas of the original support vector machine algorithm to ensure a good generalisation: the maximisation of the margin and the mapping of the data to a higher dimensional feature space induced by a kernel function. The main difference between the one-class SVM and the original SVM is that in one-class SVM the only given information is the normal samples (also called positive samples) of the same single class whereas in the original SVM information on both normal samples and outlier samples (also called negative samples) is given. In essence, the one-class SVM estimates the boundary region that comprises most of the training samples. If a new test sample falls within this boundary it is classified as of normal class, otherwise it is recognised as an outlier.

Suppose that \( A_m = \{x_i\}, i = 1, \ldots, m \) is a set of \( m \) training samples of a single class. \( x_i \) is a sample in the space \( X \subseteq \mathbb{R}^d \) of dimension \( d \). Also suppose that \( \phi \) is a non-linear transformation. The one-class SVM is predicated on the assumption that the origin in the transformed feature space belongs to the negative or outlier class. The training stage consists in first projecting the training samples to a higher dimensional feature space and then separating most of the samples from the origin by a maximum-margin hyperplane which is as far away from the origin as possible. In order to determine the maximum-margin hyperplane, we need to deduce its normal vector \( w \) and a threshold \( \rho \) by solving the following optimization problem:

\[
\begin{align*}
\min_{w, \xi, \rho} & \quad \frac{1}{2} ||w||^2 + \frac{1}{m} \sum_{i=1}^{m} \xi_i - \rho \\
\text{subject to:} & \quad \langle w, \phi(x_i) \rangle \geq \rho - \xi_i, \quad \xi_i \geq 0
\end{align*}
\]

\( \xi_i \) are called slack variables, and they are introduced to relax the constraints in some cases for certain training sample sets. Indeed, the optimization algorithm aims at finding the best trade-off between the maximization of the margin and the minimization of the average of the slack variables. The parameter \( \nu \in (0, 1] \) is a special parameter for one-class SVM. It is the upper-bound of the ratio of outliers among all the training samples as well as the lower-bound of the ratio of support vectors among all the samples.

Due to the high dimensionality of the normal vector \( w \), the primal problem is solved by its Lagrange dual problem:

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i \alpha_j \langle \phi(x_i), \phi(x_j) \rangle \\
\text{subject to:} & \quad 0 \leq \alpha_i \leq \frac{1}{m}, \quad \sum_{i=1}^{m} \alpha_i = 1
\end{align*}
\]

where \( \alpha_i \) are the Lagrange multipliers. It is worth noting that all the mappings \( \phi \) occur in the form of inner products. We need not to calculate the non-linear mapping explicitly by defining a simple kernel function that fulfills Mércher’s conditions (Vapnik 1995):

\[
\langle \phi(x_i), \phi(x_j) \rangle = k(x_i, x_j).
\]
As an example, the Gaussian kernel \( k_\sigma(x_i, x_j) = e^{-\frac{|x_i - x_j|^2}{2\sigma^2}} \) is a largely used kernel among the community. By solving the dual problem with this kernel trick, the final decision is given by:

\[
f(x) = \text{sign} \left( \sum_{i=1}^{m} \alpha_i k(x_i, x) - \rho \right)
\]

(4)

2.2 Properties of kernels

In order to exploit the kernel trick, we need to construct valid kernel functions. A necessary and sufficient condition for a function to be a valid kernel is defined as follows (Schölkopf and Smola 2001):

**Definition 2.1** Let \( \mathcal{X} \) be a nonempty set. A function \( k \) on \( \mathcal{X} \times \mathcal{X} \) which for all \( m \in \mathbb{N} \) and all \( x_1, \ldots, x_m \in \mathcal{X} \) gives rise to a positive definite Gram matrix \( K \), with elements:

\[
K_{ij} := k(x_i, x_j)
\]

(5)

is called a positive definite kernel.

One popular way to construct new kernels is to build them based on simpler kernels. In this section, we briefly gather some results of the properties of the set of admissible kernels that are useful for designing new kernels. For a detailed description concerning the design of kernel functions, interested readers are referred to (Schölkopf and Smola 2001).

**Proposition 2.1** If \( k_1 \) and \( k_2 \) are kernels, and \( \alpha_1, \alpha_2 \geq 0 \), then \( \alpha_1 k_1 + \alpha_2 k_2 \) is a kernel.

**Proposition 2.2** If \( k_1 \) and \( k_2 \) are kernels defined respectively on \( \mathcal{X}_1 \times \mathcal{X}_1 \) and \( \mathcal{X}_2 \times \mathcal{X}_2 \), then their tensor product

\[
k_1 \otimes k_2(x_1, x_2, x'_1, x'_2) = k_1(x_1, x'_1)k_2(x_2, x'_2)
\]

is a kernel on \( (\mathcal{X}_1 \times \mathcal{X}_2) \times (\mathcal{X}_1 \times \mathcal{X}_2) \). Here \( x_1, x'_1 \in \mathcal{X}_1 \) and \( x_2, x'_2 \in \mathcal{X}_2 \).

With these properties, we can now construct more complex kernel functions that are appropriate to our specific applications in multi-task learning.

3 THE PROPOSED METHOD

In this section, we introduce the one-class SVM method for the purpose of multi-task learning. In the context of multi-task learning, we have \( T \) learning tasks on the same space \( \mathcal{X} \), with \( \mathcal{X} \subseteq \mathbb{R}^d \). For each task we have \( m \) samples \( \{x_{it}, x_{2t}, \ldots, x_{mt}\} \). The objective is to learn a decision function (a hyperplane) \( f_t(x) = \text{sign}(\langle w_t, \phi(x) \rangle - \rho_t) \) for each task \( t \). Inspired by the method proposed by Evgeniou and Pontil (2004), we make the assumption that when the tasks are related to each other, the normal vector \( w_t \) can be represented by the sum of a mean vector \( w_0 \) and a specific vector \( v_t \) corresponding to each task:

\[
w_t = w_0 + v_t
\]

(6)

3.1 Primal problem

Following the above assumption, we can generalize the one-class SVM method to the problem of multi-task learning. The primal optimization problem can be written as follows:

\[
\min_{w_0, v_t, \xi_{it}, \rho_t} \frac{1}{2} \sum_{t=1}^{T} ||v_t||^2 + \frac{\mu}{2} ||w_0||^2 + \sum_{t=1}^{T} \left( \frac{1}{\nu_t m} \sum_{i=1}^{m} \xi_{it} \right) - \sum_{t=1}^{T} \rho_t
\]

(7)

for all \( i \in \{1, 2, \ldots, m\} \) \( \text{and} \ t \in \{1, 2, \ldots, T\} \), subject to:

\[
\langle (w_0 + v_t), \phi(x_{it}) \rangle \geq \rho_t - \xi_{it}
\]

(8)

\[
\xi_{it} \geq 0
\]

(9)

where \( \xi_{it} \) are the slack variables associated to each sample and \( \nu_t \in (0, 1] \) is the special parameter of one-class SVM for each task. In order to control the similarity between tasks, we introduce a positive regularization parameter \( \mu \) into the primal optimisation problem. In particular, a big value of \( \mu \) tends to enforce the system to learn the \( T \) tasks independently whereas a small value of \( \mu \) will lead the system to learn a common model for all tasks. As in the earlier case of a single one-class SVM, the Lagrangian is formed as:

\[
L(w_0, v_t, \xi_{it}, \rho_t, \alpha_{it}, \beta_{it})
\]

\[
= \frac{1}{2} \sum_{t=1}^{T} ||v_t||^2 + \frac{\mu}{2} ||w_0||^2 + \sum_{t=1}^{T} \left( \frac{1}{\nu_t m} \sum_{i=1}^{m} \xi_{it} \right) - \sum_{t=1}^{T} \rho_t
\]

\[
- \sum_{t=1}^{T} \sum_{i=1}^{m} \alpha_{it} \langle (w_0 + v_t), \phi(x_{it}) \rangle - \rho_t + \xi_{it} \right) - \sum_{t=1}^{T} \sum_{i=1}^{m} \beta_{it} \xi_{it}
\]

(10)

where \( \alpha_{it}, \beta_{it} \geq 0 \) are the Lagrange multipliers. We set the partial derivatives of the Lagrangian to zero and obtain the following equations:

(a) \[ w_0 = \frac{1}{\mu} \sum_{t=1}^{T} \sum_{i=1}^{m} \alpha_{it} \phi(x_{it}) \]

(b) \[ v_t = \sum_{i=1}^{m} \alpha_{it} \phi(x_{it}) \]

(c) \[ \alpha_{it} = \frac{1}{\nu_t m} - \beta_{it} \]

(d) \[ \sum_{t=1}^{T} \alpha_{it} = 1 \]

By combining the equations (6), (11)(a) and (11)(b), we have:

\[
w_0 = \frac{1}{\mu} \sum_{t=1}^{T} v_t
\]

(12)

\[
w_0 = \frac{1}{\mu + T} \sum_{t=1}^{T} w_t
\]

(13)
With these relationships, we may replace the vectors $v_t$ and $w_0$ by $w_t$ in the primal optimisation function (7), which leads to an equivalent function:

$$\min_{w_t, \xi_t, \rho_t} \frac{\lambda_1}{2} \sum_{t=1}^{T} \|w_t\|^2 + \frac{\lambda_2}{2} \sum_{t=1}^{T} \left\|w_t - \frac{1}{T} \sum_{r=1}^{T} w_r\right\|^2$$

$$+ \sum_{t=1}^{T} \left( \frac{1}{\nu_t \mu} \sum_{i=1}^{m} \xi_{it} \right) - \sum_{t=1}^{T} \rho_t$$

(14)

with

$$\lambda_1 = \frac{\mu}{\mu + T} \quad \text{and} \quad \lambda_2 = \frac{T}{\mu + T}$$

(15)

We can see that the objective of the primal optimisation problem (7) in the framework of multi-task learning is thus to find a trade-off between the maximisation of the margin for each one-class SVM model and the closeness of each one-class SVM model to the average model.

3.2 Dual problem

The primal optimisation problem (7) can be solved through its Lagrangian dual problem expressed by:

$$\max_{\alpha_{it}} \frac{-1}{2} \sum_{t=1}^{T} \sum_{r=1}^{T} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_{it} \alpha_{jr} \left( \frac{1}{\mu} + \delta_{rt} \right) \langle \phi(x_{it}), \phi(x_{jr}) \rangle$$

(16)

counta to:

$$0 < \alpha_{it} \leq \frac{1}{\nu_t \mu}, \quad \sum_{i=1}^{m} \alpha_{it} = 1$$

(17)

where $\delta_{rt}$ is the Kronecker delta kernel:

$$\delta_{rt} = \begin{cases} 1, & \text{if} \quad r = t \\ 0, & \text{if} \quad r \neq t \end{cases}$$

(18)

We can see that the main difference between this dual problem (16) and that in a single one-class SVM learning (2) is the introduced term $\left( \frac{1}{\mu} + \delta_{rt} \right)$ in the multi-task learning framework. Suppose that we define a kernel function as in equation (3):

$$k(x_{it}, x_{jr}) = \langle \phi(x_{it}), \phi(x_{jr}) \rangle$$

(19)

where $r$ and $t$ are the task index associated to each sample. Taking advantage of the kernel properties presented in section 2.2, we know that the product of two kernels $\delta_{rt} k(x_{it}, x_{jr})$ is a valid kernel (Proposition 2.2). Further, the following function:

$$G_{rt}(x_{it}, x_{jr}) = \left( \frac{1}{\mu} + \delta_{rt} \right) k(x_{it}, x_{jr})$$

(20)

is a linear combination of two valid kernels with positive coefficients ($\frac{1}{\mu}$ and 1), and therefore is also a valid kernel (Proposition 2.1). We can thus solve the multi-task learning optimisation problem (7) through a single one-class SVM problem by using the new kernel function $G_{rt}(x_{it}, x_{jr})$. The decision function for each task is given by:

$$f_t(x) = \text{sign} \left( \sum_{r=1}^{T} \sum_{i=1}^{m} \alpha_{ir} G_{rt}(x_{ir}, x) - \rho_t \right)$$

(21)

4 EXPERIMENTAL RESULTS

This section presents the experimental results obtained in our analysis. In order to evaluate the effectiveness of the proposed multi-task learning framework, we compare our one-class SVM based multi-task learning method (denoted by MTL-OSVM) with two other methods: the traditional learning method that learns the $T$ tasks independently each with a one-class SVM (denoted by $T$-OSVM) and the method that uses 1 one-class SVM for all tasks under the assumption that all the related tasks can be considered as one big task (denoted by 1-OSVM).

In our experiments, the kernel of the one-class SVM used for $T$-OSVM and 1-OSVM is a Gaussian kernel $k_0(x_{it}, x_{jr}) = e^{-\frac{\|x_{it}-x_{jr}\|^2}{2\sigma^2}}$. For the proposed multi-task learning method MTL-OSVM, the new kernel is thus constructed based on the Gaussian kernel as presented in equation (20). The optimum values for the two parameters $\nu$ and $\sigma$ of the one-class SVM are determined through cross validation. For the sake of simplicity, we have used a common combination of their values ($\nu, \sigma$) for all related tasks. In order to ensure the reliability of the performance evaluation, all the results have been averaged over 20 trials each with random draws of training set. As the approaches and comparison are all one-class classification methods, the statistics of both false positive and false negative error rates are reported.

4.1 Experiment on nonlinear toy data

We have firstly tested the proposed method on four ($T = 4$) related simple nonlinear classification tasks. The datasets are created according to the following steps. For the first task, each sample is composed of $d = 4$ variables of which the first three are uniformly distributed variables. The fourth variable is set by the relation:

$$x^{(4)} = x^{(1)} + 2x^{(2)} + (x^{(3)})^2$$

The datasets for the other three tasks are then created by adding Gaussian white noises with different amplitudes on the dataset of the first task. The noises are classified respectively as low noise (for Task 2, with an amplitude of about 1% of the first
dataset amplitude value), medium noise (for Task 3, with an amplitude of about an order of 8% of the first dataset amplitude value) and high noise (for Task 4, with an amplitude of about an order of 15% of the first dataset amplitude value). In order to evaluate the false positive error rates, we have generated a set of negative samples that are composed of \( d = 4 \) uniformly distributed variables. Therefore, the training set of each task contains only positive samples \((m = 200)\) whereas in the test procedure we use the test set of size 400 that contains both positive and negative samples \((200\) samples for each class). The obtained optimum parameter values of one-class SVM are \((\nu, \sigma) = (0.01, 0.5)\) for this experiment.

Figure 1 illustrates the variation of the average false positive, false negative and total error rates of our multi-task learning method MTL-OSVM for each task along with the value of the regularization parameter \( \mu \). The error rates of \( T-\text{OSVM} \) and \( 1-\text{OSVM} \) are also presented. We can see that for a very small value of \( \mu \), the performance of MTL-OSVM coincides with that of \( 1-\text{OSVM} \) as if all the tasks were considered as the same task. When the value of \( \mu \) is very large, the behaviors of the first three tasks are similar. The false positive error rate of the MTL-OSVM method tends to decrease whereas its false negative error rate increases. However, for the fourth task, the false positive (false
negative) error rate first increases (decreases) and then decreases (increases) after it reaches the maximum (minimum) value. This behavior may be due to the very high noise that we added to the original dataset. In all, with a good choice of $\mu$, the multi-task framework achieves a better performance in terms of the total error rate when compared to the traditional learning methods.

### 4.2 Experiment on textured image data

We have tested the proposed method on several textured gray-scale images that contain artificial textures generated by using Markov chain models (Smolarz 1997). According to the nature of a texture, we first suppose that the useful information for texture characterization is included in an isotropic neighbourhood of each pixel. In our experiments we use then the gray levels of a local $d = 5 \times 5$ squared window centered to each pixel as its feature vector. Similar to the previous experiment in Section 4.1, four related tasks are created. The dataset for Task 1 contains samples of size $d = 5 \times 5 = 25$ that are selected randomly from the original single texture source image. The samples for the other three tasks are selected from textured images of the same source as Task 1, but contaminated respectively by low noise (Task 2), medium noise (Task 3) and high noise (Task 4). Negative samples used in the test set are generated by using a different single texture source image. Figure 2 illustrates the single texture source images used for generating the datasets. In each trial, the training set of each task contains $m = 200$ positive samples and the test set is composed of 200 positive and 200 negative samples. The common parameter values of one-class SVM used in this experiment are $(\mu, \sigma) = (0.01, 300)$.

Figure 2: Single texture source images used for generating the datasets. (a) Original texture image for Task 1. (b) Texture image of (a) with low noise, for Task 2. (c) Texture image of (a) with medium noise, for Task 3. (d) Texture image of (a) with high noise, for Task 4. (e) Original texture image for generating negative samples.

Table 1 shows the statistics of the obtained error rates. The corresponding optimum value of $\mu$ for MTL-OSVM, which minimises the total error rate, is also presented. According to this table, we can see that the individual learning method $T$-OSVM has the lowest false positive but a higher false negative. On the contrary, the learning of a single one-class SVM for all tasks (1-OSVM) achieves the lowest false negative at the expense of a higher false positive. The proposed multi-task learning method MTL-OSVM can reach an overall better performance by finding a trade-off between the false positive error rate and the false negative error rate.

The average results of this experiment are depicted in Figure 3. As in the previous experiment on the nonlinear toy data, we can observe the same behaviors of the error rates variations along with the value of the regularization parameter $\mu$. The proposed method MTL-OSVM outperforms the other two methods ($T$-OSVM and 1-OSVM) for all the tasks. It is worth noting that the optimum value of $\mu$ is different for different task. The setting of this parameter is thus very important in order to ensure a good performance. In our experiment we use a validation set to find the optimum value of $\mu$.

### 4.3 Discussion

It is worth noting that in this section only academic experiments on nonlinear toy data with low dimensional feature space and textured image data with high dimensional feature space are presented. We address the problem of modeling the normal data with the help of one-class SVM method, which is usually considered as an essential step for fault detection and diagnosis. In each experiment, related tasks are created in order to mimic the application of modeling the normal process behavior of a fleet of plants that are a priori identical but working under different conditions (thus having different noises on the measurements). Here we consider the modeling of the behavior of each plant as a single task and the classification of normal data and anomalies is then performed by the constructed model. The proposed methodology shows that learning multiple related tasks simultaneously can be beneficial to improve the performance of each constructed model.

One straightforward work is to use the proposed
multi-task learning methodology for fault detection and diagnosis with real industrial data, such as the modeling of the behavior of a fleet of reactor coolant pumps in the nuclear cooling system.

5 CONCLUSION

In this paper we introduced the one-class SVM in the framework of multi-task learning under the assumption that the model parameter values of related tasks are close to a certain mean value. A regularization parameter was used in the optimisation process to control the trade-off between the maximisation of the margin for each one-class SVM model and the closeness of each one-class SVM model to the average model. The design of new kernels in the multi-task framework based on kernel properties significantly facilitates the implementation of our method. Experimental validation was made on artificially generated related tasks of one-class classification. The results show that learning multiple related tasks simultaneously can achieve a better performance than learning each task independently.

In our method we have used a common setting of both one-class SVM parameter and kernel parameter values. One future work is thus to use different parameter values for different tasks. The properties of kernels open a wide range of further developments.
on constructing new kernels for multi-task learning.
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