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ABSTRACT
To obtain a good decomposition of handwritten strokes in manuscript images, the extraction of the medial axis represents a very important step. In this paper, we propose an automatic approach for the extraction of the median axis directly from the gray level images. This approach is based on the orientation and the stroke thickness analysis at different points of the handwritten shapes. This method is robust to degradations of the strokes, background noise and ink irregularities in the support paper. Then, we propose to consider all graphemes and to classify them from the analysis of median axis points. We use this decomposition to produce an identification scheme from various handwriting styles. This work is supported by the ANR GRAPHEM project.

Categories and Subject Descriptors
I.5.3 [Pattern recognition]: clustering – similarity measures.

General Terms

Keywords
Handwriting images, medial axis location, Hessian matrix, handwriting codebook.

1. INTRODUCTION
The extraction of the centerline of lines contained in images represents a very important step in many research fields. For example in bioinformatics, the medial axis is used to follow a blood vessel or neurones. In fingerprint analysis, the medial axis is extracted to identification purposes. In satellite image analysis, the medial axis is used for road extraction. In manuscript image analysis, the centerline extraction represents a very important characterisation step that will allow us to compute the stroke thickness, to construct a graph that represents a specific shape or to decompose the strokes that form a letter. In this paper, we are interested in ancient Latin manuscripts from the Middle Ages. In this type of manuscripts we are faced to many problems such as the aging material and ink. In this paper, we propose to extract the centerline directly from the gray scale image, while the literature contains a lot of approaches that perform a binarization as an initial step making the localisation of the stroke easier. Thus, we differ from the methods used today by avoiding the conventional approaches that perform a thresholding and skeletonization of the image. There exist a lot of approaches that perform a binarization as an initial step making the localisation of the stroke easier. Thus, we differ from the methods used today by avoiding the conventional approaches that perform a thresholding and skeletonization of the image. There exist a lot of approaches in this domain that can improve the quality of the binarization and skeletonization algorithms. These methods give good results on regular or less degraded documents. But faced with problems of the aging ink and often poor quality of the documents, such approaches are not really suitable. This paper is organized as follows, section 1 introduces the different concepts of our study and presents the major contributions in the literature in relation with the skeletonization aspect and the extraction of the medial axis in handwritten strokes. Section 2 describes our major contribution in three sections: at first we will present the original algorithm of the ridge line following and we will validate it with respect to the performances that are estimated from the other skeletonization approaches that are most frequently used in the literature. Later on, we will describe in detail our stroke segmentation approach that is based on the stroke thickness which in turn is estimated at each point of the centreline. This section is followed by the construction of a code book from the segmented strokes by using
the following features: the standard deviation of the orientations at each point of the centerline and their main directions. In section 3 we will show how the constitution of a codebook for every manuscript might be used in the comparison of handwritings by analyzing the variability between writers. To conclude this work, the section 4 gives a general overview of the decomposition and the analysis tool of the writings that we have chosen to focus on the centerline and announce the short-term prospects of these contributions.

2. LITERATURE REVIEW

In this section we will present the previous centerline extraction methods:

- **Morphological thinning**: thinning is to gradually remove the points of the contour shape, while maintaining its topological features. These methods require a prior binarization step of grayscale images. This can lead to a great loss of information when the documents are ancient and of poor quality [1] [2] and thus produce degraded binary lines: broken characters merged or biased (holes, noise). These degradations often distort the skeleton of the strokes and cause significant errors in their matching [3].

- **Voronoi diagram**: the skeleton of a continuous form is included in the Voronoi diagram points on its border [4]. This approach is defined in a continuous space and produces a connected skeleton. The disadvantage of such methods comes from the difficulty of the sampling of contours that define the quality of the Voronoi diagram and the decomposition of the branches with the help complex stages of post-processing [5].

- **Distance Transform**: the distance map of an object is to associate to every point its distance to the closest contour point. The local maximums of the distance map correspond exactly to the points of the skeleton of the object. Several distances were used in this context (Euclidean [6] [7], Chamfer [8], etc. mostly applied on binary images and also on grayscale images. With these methods the extraction of the skeleton is very sensible to the deformations of the contours that we usually encounter in our images.

- **Heuristics**: these methods are applied directly on grayscale images using heuristics to set a large number of parameters that manage the detection of the medial axis. They were originally developed to extract the skeleton of fingerprints and their results are clearly robust and effective on degraded image than the two previous families [2] [9] We can also find the approaches in the domain of medical imaging as the work of Sun [10] that represented a geometric algorithm of line tracing on X-Ray images. This algorithm is known under the name of “Sun Algorithm”. [11] adapted this principle to tubular objects (blood vessels) on 3D grayscale images. The main disadvantage of this method is the absence of self adaption to changes in direction, the diameter and to overlapping and crossing problems of blood vessels or the lines on degraded images.

- **Contour detection**: These methods use the contour to navigate along the lines and to detect the medial axis by correlation between a line and its two edges. In this context, an interesting iterative approach proposed in [12] to detect the center line in images of neurons. Other methods that are founded on the same principle are used for road tracing in satellite images [13] [14].

- **New technologies have emerged including the wavelets [15], the partial differential equation (PDE) using diffusion fields [16], and the 3D approach [17]. These two approaches can skeletonize a grayscale image and avoid all the limitations related to the skeletonization of binary images. Such approaches require multiple iterations of smoothing, but it is more robust to degradations.**

3. CENTERLINE EXTRACTION

Our approach is directly applied on grayscale images of ancient manuscripts. It combines the aspects of the previous categories cited above offering a flexible tracing and a more precise detection of the medial axis and robust to degradations. This is why we were inspired by the different skeletonization methods of blood vessels in medical images [18] [24]. The blood vessels have comparable properties to the ones of the black lines in handwriting this is why our methods was based on this type of methods.

- It uses the concept of Xu et al. to be able to navigate along the strokes and to extract the medial axis without the need of the contours. It takes into account the change of curvature of the trajectory at each point of the path where we must find the next point. It ensures good robustness to discontinuities encountered in the ancient manuscripts.

  - It reinforces this tracing by the automatic initialization of the starting points of line tracing method, the closest possible to the ends of lines. In the method of Xu et al. the user must arbitrary initialize the starting points and directions. To avoid errors related to the intervention of the user and the difficult task of manual initialization, we use the skeleton that is obtained by the method of Zhang and Suen, [12]. This can also automatically associate to these points the radii and directions that are obtained by the method of Frangi.

  - The part of the Frangi method that we use corresponds to the automatic, dynamic and progressive computation of the lines direction and the radius at each point of the path. These properties allow us to avoid the errors that are related to the manual choice of the directions and to avoid the rigidity of the tracing during the use of the fixed size radius imposed by the method of Xu et al.

  - We improved the method of Xu et al. by using at each point the combination of two complementary directions. a) Geometric direction to insure certain robustness to undesirable bifurcation and crossing situations. b) Intensity Direction that guarantees a tracing that is robust against sudden direction changes or thickness along the lines. We also used a dynamic size window to find the next point that will belong to the medial axis. The size of this window varies automatically depending if the situation is a bifurcation, crossing or a straight line.

![Figure 1](image)

(a) The Look-ahead distance $d_k$ between the points $P_k$ and $P_{k+1}$, (b) Line tracing and extraction of the medial axis[24].
3.1 Preprocessing

This part is to explain the various stages of pre-processing that have been applied on images before moving on to the stage of feature extraction. In this step, we use the method of Frangi [18]. This method has the advantage of preserving the different structures of the image, even the images that represent degraded structures. In our work, our contribution addresses the extraction of the centerline in black lines that have similar properties to blood vessels. This approach will particularly enable us to calculate the radius at each point of the image and will be used to decompose the characters into distinct fragments. To initialize the method, we proceed to a convolution of the image with the classical second derivative of Gaussian Gxx, Gxy, Gyy. Then, we construct the Hessian matrix: the authors showed that eigenvalues of the Hessian matrix that verifies the following properties ($|\lambda_1| \leq |\lambda_2|$ and $|\lambda_1| = 0$) will indicate the ideal structure of a black line. The value of the radius is then computed to maximize the function $V_0$ defined as follows: The function $V_0$ is a product of exponential functions according to different scale values $s$ (sigma).

\[
V_0(s) = \begin{cases} 
0 & \exp\left(-\frac{R^2}{2\beta^2}\right) \left(1 - \exp\left(-\frac{s^2}{2c^2}\right)\right) 
\end{cases}
\]

Where $V_0 = 0$ for $|\lambda_2| > 0$, $R_\beta = \frac{\lambda_1}{\lambda_2}$, $s = \lambda_1 + \lambda_2$, $c$ which is the norm of the hessian matrix (Frobenius) and beta are used to control the sensibility of the filter, the ratio $R_\beta$ represents the eccentricity. The norm $S$ (Second order structureness) is small when we are in the background with eigenvalues individually small for the lack of contrast. In regions with strong contrast this norm will increase will increase with the presence of at least one of the eigenvalues with greater amplitude. For each value of sigma, we have for each pixel of the image, a matrix that contains the values of the function $V_0$ that are represented by $\Psi$. We do the same for the maximum Eigen values $\lambda_2$, and for the directions that are calculated from the eigenvectors $I_x$, $I_y$ where the direction at each point is equal to $\arctan 2(I_x, I_y)$. After having constructed the different matrices for each sigma we compare the values of $\Psi$ . The maximum value of $\Psi$ for each pixel will allow us to extract the maximum value of sigma that represents the value of the line thickness on a given point, if for example the maximum value of $\Psi$ is the one of $\sigma_1$ then the radius will be equal to $\sigma_1$.

3.2 Extraction of the starting points

For the identification of starting points, we extract the skeleton using the method of Zhang and Suen [19] and we locate the end points of the strokes in the skeleton. These points will correspond to the starting points if each segment and we will be extracted them by using the following approach:

\[
s = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

The structuring element $s$ was applied on the skeleton by using the hit and miss operator. $s$ was used in each of his 45° rotation. These points will serve as starting points for our method of extraction of the medial axis. These points will contain: the principal direction and the thickness of the stroke (see Figure 1).

![Figure 2. Example of starting points](image3.png)

3.3 Stroke tracing algorithm

The steps of our method of tracing and detection of the medial axis are summarized in the following algorithm:

\[a) \text{Initialisation} \]
- Detect the starting points by using the skeleton of Zhang.
- Extract their radius,
- Start from one of the points of departure and determine the next point $p_{k+1}$ by using $d_1 \text{ « Look ahead Distance »}$, and compute its direction $\Psi_{k+1}$.

\[b) \text{Determine the next point and adjust its position} \]
- Draw a density profile $\delta_{k+1}$ perpendicular to the direction of the point $p_{k+1}$.
- Update the direction to $\Psi_{k+1}$ to find the next point $P_{k+1}$.
- Proceed in the same way by computing the density profile at the point $P_{k+1}$, to find the point $P_{k+1}$, focal point in the centerline, and compute its direction $\Psi_{k+1}$.
- Mark this point as a visited point, this way it will not be visited again by our tracing algorithm.

\[c) \text{Stopping criteria} \]
- If we find a bifurcation point and that point has already been visited, we stop the tracing process if we come at a point that is marked as starting point, and this point will be removed from the starting points list.
- Reiterate the process along the ling until a stopping criterion is met.
3.3.1 Tracking direction

To compute the tracking direction we used a combination of both the geometric direction and the intensity direction. By using a single type of direction, we might have been confronted with difficulties related to sudden changes of direction or diameter (thickness) at different points P calculated from the centerline and which are related to overlapping or superposition of strokes or degradation of the image. The geometric direction is defined as the direction of the current point to the new point. It is estimated and corrected. The successive estimations and corrections, for each point \( P^0_{k+1}, P^1_{k+1} \) and \( P_{k+1} \) will lead to a geometric direction that is defined as follows:

\[
\mu^0 = \frac{P^0_{k+1} - P_k}{|P^0_{k+1} - P_k|}, \quad \mu^1 = \frac{P^1_{k+1} - P_k}{|P^1_{k+1} - P_k|}, \quad \mu_{k+1} = \frac{P_{k+1} - P_k}{|P_{k+1} - P_k|}.
\]

The geometric direction, as indicated by the name, is largely determined by the vessel’s geometrical topology. When there is, for example, an abrupt change in curvature from \( P_k \) to \( P_{k+1} \), tracking using geometric direction alone, may cause great deviations. To solve this problem we combined the geometric direction with the intensity direction. The Hessian matrix is defined as follow:

\[
H = \begin{bmatrix} I_{xx} & I_{xy} \\ I_{yx} & I_{yy} \end{bmatrix}
\]

Where \( I_{xy} \) represent the convolution of the image with a second order derivative Gaussian function. From the Hessian matrix we will extract the eigenvalues. Considering that the strokes are darker than the background, we define the intensity direction as the eigenvector corresponding to the smallest eigenvalue. The direction of sequential tracking is maintained by multiplying the Hessian eigenvector by the sign of the dot product of it and the current tracking direction \( \psi_k \), that the obtained intensity direction always points to the subsequent sections along the vessel. Let \( \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \) be the eigenvalues of the Hessian at point \( P_{k+1} \) and values are ordered such that \( |\hat{\lambda}_1| \leq |\hat{\lambda}_2| \), and \( v_1 \) and \( v_2 \) be the corresponding eigenvectors. For \( P_{k+1} \), the intensity direction is defined as \( \hat{h}_{k+1} = \text{sign}(\psi_k v_1)v_1 \), similarly, we can obtain intensity directions for \( P^0_{k+1} \) and \( P^1_{k+1} \), denoted by \( \hat{h}_0 \) and \( \hat{h}_{k+1} \) respectively. Image degradation and overlapping strokes, makes the intensity distribution to exhibit rather complicated properties and hence tracking in virtue of the intensity direction alone would encounter great difficulties. In our proposed algorithm, tracking directions are updated using a weighted combination of aforementioned geometric directions and intensity directions:

\[
\psi_{k+1} = \alpha \mu_{k+1} + (1 - \alpha) \hat{h}_{k+1}, \quad \text{where } \alpha \text{ is a weighting factor and } 0 \leq \alpha \leq 1.
\]

\[
\alpha = 0.5 \text{ achieved good results.}
\]

3.3.2 Look ahead distance

The look-ahead distance is used in the estimation step of the point \( P^0_{k+1} \). The look-ahead distance is adapted to the change of curvature encountered in the strokes. It is defined as follows:

\[
d_k = \rho(\pi - \theta_k) R_k \quad \text{where } \theta_k \text{ stand for the direction difference between the current and previous centerline points on the current trace segment. } \theta_k \text{ Provide the information of curvature change on the local stroke segment. When the curvature change is small, the value of } \theta_k \text{ is small, and vice versa.}
\]

\[
\theta_k = \angle(\psi_k - \psi_{k-1})
\]

3.3.3 Intensity profile and dynamic search window

Matched filtering is used in the correction step to obtain the new centerline point. A point on the intensity profile who's filtering output reaches maximum is identified as the centerline point. For matched filtering, the search window size plays an important role. The main idea of using a window size is dynamically is to cope with different geometric configurations that may be encountered during the line following algorithm. In regular cases we have \( T = 1.5 * R \), such a window size also would allow distortions and inflexions to be adequately dealt with. In a bifurcation case we will have \( T = 4 * R \) so that both the strokes are included in the search range. As a result, a centerline point on one stroke would be identified anyway and the tracking procedure would continue along that stroke. In order to determine the type of geometrical configuration for a new centerline point, we assume a two-step approach; at first we try to distinguish the overlapping situation from the other cases. We first introduce a normalized gray scale parameter \( \tau \) for each centerline point.

\[
\tau_{k+1} \text{ is defined as } \tau_{k+1} = \frac{I_{\text{max}}(k+1) - I_{\text{min}}(k+1)}{I_{\text{max}}(k+1)}.
\]

Where \( I_{\text{max}} \) and \( I_{\text{min}} \) represent the maximum and minimum on the intensity profile across \( P_{k+1} \), respectively. In the overlapping case we have \( \tau_{k+1} \geq \beta \), where \( \tau_0 \) represents the value of \( \tau \) in the previous segment. In our case we used \( \beta = 1.5 \). When \( \tau_{k+1} \geq \beta \), the situation is considered to be either normal or bifurcation, and it is further classified using the previous radius information \( R_{k-2}, R_{k-1} \), and \( R_k \). If \( R_{k-2} \leq R_{k-1} \leq R_k \), which means that the stroke under investigation is becoming wider, the situation is considered to be bifurcation; Otherwise, the situation is considered to be normal.
Figure 3. Centerline extraction example (crossing and ink degradations)

In Figure 1(a) we considered the situation of intersection encountered in the manuscripts and the situation of degradation of the ink. One can see that the approach is efficient for the extraction of the centreline where the ink is the most degraded. Similarly, in figure 1(b) we can notice that the centreline extraction is correct in the writing especially on the part where the ink impregnation is very bad. We tested the algorithm on medieval manuscripts in which the strokes are degraded and it is difficult to extract with a standard skeletonization algorithm. In Figure 3 we present the results of the extraction of medial axis in our approach. The first column contains the results of our method. One can see that we could extract the medial axis even in situations where the ink was degraded. The second column represents the result of binarization by the method of Sauvola chosen because it gave better results on the degraded ancient documents, [20].

Figure 4. Medial axis extraction by, (a) our method, (c) the method of Zhang, (b) binarization by the method of Sauvola.

For skeletonization, we used the method of Zhang and Suen [19] which is very efficient in computation time and robustness to noise. In total, we tested more than 8 skeletonization methods that provided noisier and less accurate results in terms of location of the skeleton than the method of Zhang. If we compare the results obtained by skeletonization with our results, we can see that the degraded strokes have disappeared, which will cause an important loss of information. We can see that the result of locating the medial axis allows a very precise localization of the end of strokes that are confused with the background, compared with a binary or grayscale skeletonization which often truncates the late forms inadequately contrasting.

4. GRAPHEMES EXTRACTION METHOD

In paleography, the implementing rules of writing are very strict because of the high specificity of feathers and arrows, used to produce shapes, some letters and letter combination can be produced only by a single dynamic execution. It was therefore necessary in this study to take into consideration the specifics of implementation to produce a coherent decomposition of forms, including avoiding certain gestures cusp (backward movement of the pen). From a methodological point of view, the segmentation of strokes is performed as follows: between each start and stop, all the points involved in the formation of a stroke will be saved in a list with their directions and the thickness. The points of minimum thickness (local minimum) are then marked and offered as a point of cutting, as is the case in the formation of a line, see Figure 5. In this figure, each segment has a different coloration. We identify by this approach the crossing areas, points where the feather has been raised or where the feather has been put (see zoom in Figure 4). The decomposition of Figure 4 shows that the letters are formed from adjacent fragments attached to points of minimum thickness assumed to correspond to the points of raising and posing of the feather. This decomposition has been subject to the validation experts paleographers and has obtained their approval.

Figure 5. Decomposition of segments into graphemes

5. CONSTRUCTION OF THE CODEBOOK

From all glyphs extracted from the previous step, we will proceed with the construction of our code book. Thus we produce a vectorized description of the glyphs, which is then processed to define the criteria of similarity. We have chosen to differentiate ourselves from the texture characterization approaches that are commonly used on homogeneous blocks of text, [23] [22], or from the differential characterizing approaches [21]. We have focused on analyzing the glyphs individually. The choice of characteristics is a key point for the final quality of the algorithm. Because graphemes can have variable sizes, the next step is to describe the images by a vector of characteristics of fixed dimension. The estimates of these descriptors are translated into real values and each is supposed to describe a property of forms such as:

- The roundness of the glyph (curvature vs. linearity).
- The size of the glyph (width, height)
- The area occupied by black pixels
- The direction of the glyph (dominant orientation)
- Deviation of directions
- The average thickness of horizontal and vertical lines (these values are estimated on the entire image).
- The average number of horizontal and vertical lines (transition between black and white pixel on a column of the image)
- The maximum curvature
We consider each glyph of the image to be represented by a vector of characteristics consisting of the ten previous descriptors. These descriptors define a feature space where each glyph is represented by a point. For the classification of glyphs, we chose the algorithm of K-means. The final position of the centers of classes given by the K-Means will represent a signature for a given document. For the compilation of this codebook, the number of classes is fixed before the classification stage. We used 25 classes for the classification of documents that are presented in this article.

**Figure 6. Classification of the graphemes into 25 clusters**

Each document is then represented by its code book of at most 25 clusters. We estimate the similarities between documents described by means of these signatures by computing a distance between the signatures. The distance $d(D_1, D_2)$ between $D_1$ and $D_2$ is calculated by the distance of each of the centers of the 25 clusters of $D_1$ to the nearest neighbour of the centers of $D_2$. The distance $d(D_2, D_1)$ between $D_2$ and $D_1$ is most often different. We take as symmetric distance between $D_1$ and $D_2$, the larger of the two distances $d(D_1, D_2)$ and $d(D_2, D_1)$. Document $D_1$ is represented by $n_1$ centers of classes (barycenters) $C_i^1$ and $D_2$ is represented by $n_2$ centers of classes (barycenters) $C_j^2$, with $1 \leq i \leq n_1$ and $1 \leq j \leq n_2$. The distance from $D_1$ to $D_2$ is:

$$dist(D_1, D_2) = \sum_{i=1}^{n_1} \min_{j=1}^{n_2} d(C_i^1, C_j^2)$$

Where $d(C_i^1, C_j^2)$ represents the Euclidean distance between two centers of classes in their representation space.

**6. COMPARAISON EXAMPLES**

To illustrate this distance and the estimation of the similarity of document or writing, we present in Table 1 below the estimated distances between different samples extracted from handwriting documents of 4 classes. The documents in classes 1, 3 and 4 come from the same period but have been written by different writers. The distance between samples is a great indicator of visual similarity between writing family. Figure 5 below shows a copy of each of these 4 classes. The first image (top right) shows a copy of Class 1, the second shows us a copy of Class 2 and so on.

**Table 1. Comparaison table between the 4 classes**

<table>
<thead>
<tr>
<th>Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>0.8</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>02</td>
<td>0.8</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>03</td>
<td>0.8</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
</tr>
</tbody>
</table>

In Table 1, we have projected the distance between the various documents. $C_{xy}$ refers to the document y of the class x. From these values we can deduce that documents of the same class have a greater similarity (lowest distance) that documents from different classes. In addition, documents of class $C_2$ have a lower similarity with other classes, which verifies our hypothesis that the class $C_2$ is a time and a writing style very different.

**7. CONCLUSION**

We showed that our method of medial axis extraction gives better line following results than the conventional methods of skeletonization which still allowed us to save time in the analysis and to work directly on the complete non threshold shapes (no binarization steps). Degraded strokes were taken into account in our method and we were able to extract the centerline in areas where it is difficult to do with the other methods. Similarly, our method allowed us to work directly on grayscale images without going through the stages of preprocessing, which still allowed us to save time in the analysis. With the segments that are extracted, we construct a set of glyphs that we regroup in a codebook by class similarity. These classes are then used as the signature of each document. We mainly use this method for classification of ancient documents, depending on their origin and type of writing class. However, we are also testing an extension of this algorithm on modern manuscripts, for which the decomposition glyphs pose specific problems and where objective is to identify the writer of the document.
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