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Abstract

We give a comprehensive presentation of the periodic unfolding method for perforated domains, both when the unit hole is a compact subset of the open unit cell and when this is impossible to achieve. In order to apply the method to boundary-value problems with non homogeneous Neumann conditions on the boundaries of the holes, the properties of the boundary unfolding operator are also extensively studied. The paper concludes with applications to such problems and examples of reiterated unfolding.
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Introduction

The periodic unfolding method was introduced in [8] (see also [10]). It gives an elementary proof for the classical periodic homogenization problem, including the case with several micro-scales (a detailed account and proofs can be found in [10]).

It soon became apparent that in the case of periodic problems with holes (of the same size as the period), adapting the method was a way to overcome one of the difficulties of perforated domains. This seemed to be a new point of view. The previous approaches (with the notable exception of [3]) made use of extension operators into the holes (therefore requiring a regularity of these holes and the fact that they are isolated). The unfolding method replaces this by a Poincaré-Wirtinger hypothesis (in a
way similar to that of [3]). As it is, the unfolding operator maps functions defined on
the varying perforated domains into functions defined on a fixed domain (albeit of twice
the dimension).

The first such use was presented in [13]-[14] and applied to elliptic equations with
linear or non linear non homogeneous Robin conditions on the boundaries of the holes.
The treatment of non homogeneous conditions on the boundaries of the holes was done
by introducing a boundary unfolding operator.

In the spirit of [10], we give a comprehensive presentation of the method for perfo-
rated domains. It covers both the case when the unit hole is a compact subset of the
open unit cell (as in [13]-[14]), but also that when this is impossible to achieve (this can
occur in particular in dimensions larger than 2). The perforated domains we consider
here are described in the following manner: a fixed domain Ω is given in $\mathbb{R}^n$, together
with a reference hole $S$ and a basis of the $\mathbb{R}^n$ whose vectors are a generator of the
macroscopic periods. The problem is then set in the domain $\Omega^*_\varepsilon$, obtained by removing
from $\Omega$ all the $\varepsilon$-periodic translates of $\varepsilon S$. The corresponding unfolding operator $T^\varepsilon$
transforms functions defined on this oscillating domain $\Omega^*_\varepsilon$ into functions defined on the
fixed domain $\Omega \times Y^*$, where $Y^*$ is the reference perforated periodicity cell.

The first main result (see Theorem 3.12) states that if, for every $\varepsilon$, $w_\varepsilon$ is a function
of $W^{1,p}(\Omega^*_\varepsilon)$ satisfying
$$\|w_\varepsilon\|_{W^{1,p}(\Omega^*_\varepsilon)} \leq C,$$
then, up to a subsequence, there exist $w$ in $W^{1,p}(\Omega)$ and $\hat{w}$ in $L^p(\Omega; W^{1,p}_{per}(Y^*))$, such
that, when $\varepsilon$ goes to 0,
$$T^\varepsilon(w_\varepsilon) \rightharpoonup w \quad \text{strongly in } L^p(\Omega; W^{1,p}_{per}(Y^*)),$$
$$T^\varepsilon(\nabla w_\varepsilon) \rightharpoonup \nabla w + \nabla_y \hat{w} \quad \text{weakly in } L^p(\Omega \times Y^*).$$

This compactness result (originally proved in [13]-[14] for isolated holes), is essential
for homogenization problems. It requires no extension operator so it does away with
the regularity hypothesis on the boundary of $\Omega^*_\varepsilon$, necessary for the existence of such
extensions. For instance, in the two-dimensional case, the reference hole can be of
snow-flake type (see [13] and also [18] and references therein). In this context, when
the unit hole is a compact subset of the open reference cell, the condition insuring the
existence of extension operators, is replaced by the weaker condition of existence of a
Poincaré-Wirtinger inequality in $Y^*$.

We are also interested in including cases such as Figure 3, where no choice of the
basis of periods gives a parallelostop $Y$ satisfying $Y^* \supseteq Y \setminus S$ connected, a condition
which is necessary for the validity of the Poincaré-Wirtinger inequality in $Y^*$. In such
situations, we show that the method still applies when there exists another reference
cell, not necessarily a parallelostop, having the paving property with respect to the period
basis and such that the part occupied by the material is connected (see Figure 6).

When $S$ is not compact in $Y$ (the case of non-isolated holes), an extra condition in
terms of a Poincaré-Wirtinger inequality is required for the union of the reference cell
and its translates by a period (hypothesis \((\mathcal{H}_p)\) of Section 4). This is similar to the conclusion of Lemma 2.2 of [3], where, however, the boundary of \(Y^*\) is assumed to be Lipschitz. We stress the fact that the unfolding approach does not require this extra regularity. It is enough to treat the case of homogeneous Neumann conditions on the boundary of the small holes.

However, in order to treat non-homogeneous Neumann conditions on the boundaries of the holes, the boundary of \(S\) has to be assumed Lipschitz (for the surface integrals to make sense). In this case, we give detailed properties of the boundary unfolding operator (which was also originally introduced in [13]-[14]), extending, in particular, the results obtained via two-scale convergence in [2] and [24].

This method (without the boundary unfolding operator) was used (in a preliminary version) for the Stokes problem in [9], for thin piezoelectric perforated shells in [20] and for an elasticity problem related to catalyst supports (which are perforated domains) in [22]. The boundary unfolding method was also used in a different setting for the case of Neumann screens and sieves with perforations of size smaller than \(\varepsilon\) distributed \(\varepsilon\)-periodically on a hyperplane ([25] and [11]).

The plan of this paper is as follows:

- Section 1 is a summary of the unfolding method in a fixed domain (without holes);
- Section 2 introduces the notations and basic results for the unfolding method in perforated domains for \(L^p\)-functions;
- Section 3 is dedicated to the convergences for sequences of gradients. In Subsection 3.2.1, the geometric condition \((\mathcal{H}_p)\) is introduced under which the separation of scales can be carried out using the macro-micro decomposition. Subsection 3.2.2 deals with the particular case where the periodicity cell is a parallelotop. In the Appendix, we consider the general case, which is more involved due to geometric considerations.
- Section 4 concerns the boundary unfolding operator and its properties.
- In Section 5, the previous results are applied to two new boundary-value problems with non homogeneous Neumann condition on the boundaries of the holes. This gives rise to new terms in the homogenized limit problems (see Theorems 5.6 and 5.13 and Remark 5.14). Finally, we briefly show how these tools are well adapted to the multiscales setting.

The method presented here can be readily adapted to the case of small \(\varepsilon\)-periodic cracks. This will be presented in a forthcoming publication (see also [17]).

**General notations.**
In this work, \(\varepsilon\) indicates the generic element of a bounded subset of \(\mathbb{R}^*_+\) in the closure
of which 0 lies. Convergence of $\varepsilon$ to 0 is understood in this set. Also, $c$ and $C$ denote generic constants which do not depend upon $\varepsilon$.

As usual, $1_D$ denotes the characteristic function of the set $D$.

For a measurable set $D$ in $\mathbb{R}^n$, $|D|$ denotes its Lebesgue measure.

For simplicity, the notation $L^p(\mathcal{O})$ will be used both for scalar and vector-valued functions defined on the set $\mathcal{O}$, since no ambiguity will arise.

1 **A brief summary of the unfolding method in fixed domains**

Let $\mathbf{b} = (b_1, \ldots, b_n)$ be a basis in $\mathbb{R}^n$. Set

$$\mathcal{G} = \left\{ \xi \in \mathbb{R}^n \mid \xi = \sum_{i=1}^{n} k_i b_i, \ (k_1, \ldots, k_n) \in \mathbb{Z}^n \right\}. \quad (1.1)$$

By $Y$, we denote the open paralleloptop generated by the basis $\mathbf{b}$, i.e.,

$$\left\{ y \in \mathbb{R}^n \mid y = \sum_{i=1}^{n} y_i b_i, \ (y_1, \ldots, y_n) \in (0, 1)^n \right\}. \quad (1.2)$$

In periodic homogenization, $Y$ is often called the reference cell and $\mathbf{b}$ is the set of the reference periods. However, the latter notation is better suited for $\mathcal{G}$ itself, since any other free generator set of $\mathcal{G}$ can be used in place of $\mathbf{b}$.

For $z \in \mathbb{R}^n$, $[z]_Y$ denotes the unique (up to a set of measure zero) integer combination $\sum_{j=1}^{n} k_j b_j$ of the periods such that $z - [z]_Y$ belongs to $Y$ (see Figure 1). Set now

$$\{ z \}_Y = z - [z]_Y \in Y \quad \text{a.e. for } z \in \mathbb{R}^n.$$
In particular, for positive $\varepsilon$, one has
\[
x = \varepsilon \left( \left\lfloor \frac{x}{\varepsilon} \right\rfloor \cdot \varepsilon + \left\{ \frac{x}{\varepsilon} \right\} \cdot \varepsilon \right)
\quad \text{for all } x \in \mathbb{R}^n.
\]

Let now $\Omega$ be an open subset (not necessarily bounded) of $\mathbb{R}^n$. We recall the notations used in [10],
\[
\Xi_\varepsilon = \{ \xi \in G, \varepsilon (\xi + Y) \subset \Omega \}; \quad (1.3)
\]
\[
\hat{\Omega}_\varepsilon = \text{interior} \left\{ \bigcup_{\xi \in \Xi_\varepsilon} \varepsilon (\xi + Y) \right\}, \quad \Lambda_\varepsilon = \Omega \setminus \hat{\Omega}_\varepsilon. \quad (1.4)
\]
The set $\hat{\Omega}_\varepsilon$ is the interior of the largest union of $\varepsilon (\xi + Y)$ cells ($\xi \in G$), such that $\varepsilon (\xi + Y)$ are included in $\Omega$, while $\Lambda_\varepsilon$ is the subset of $\Omega$ containing the parts from $\varepsilon (\xi + Y)$ cells intersecting the boundary $\partial \Omega$ (see Figure 2).

By construction, $\Lambda_\varepsilon$ is a kind of boundary layer near $\partial \Omega$ and its limit is the empty set, so that for every bounded open set $\omega \subset \mathbb{R}^n$, the Lebesgue measure $|\Lambda_\varepsilon \cap \omega|$ converges to 0.

**Remark 1.1.** The theory developed in [10] can easily be applied with $\hat{\Omega}_\varepsilon$ replaced by any subdomain $\hat{\Omega}'_\varepsilon$ of $\Omega$ which is a union of $\varepsilon$-cells included in $\Omega$ and which converges to $\Omega$, i.e.,
\[
\hat{\Omega}'_\varepsilon = \text{interior} \left\{ \bigcup_{\xi \in \Xi'_\varepsilon} \varepsilon (\xi + Y) \right\} \quad \text{with} \quad \Xi'_\varepsilon \subset \Xi_\varepsilon,
\]
\[
\sup_{x \in \partial \hat{\Omega}'_\varepsilon} \text{dist}(x, \partial \Omega) \to 0. \quad (1.5)
\]
As a matter of fact, all the results in [10] are still true for any choice of $\hat{\Omega}'_\varepsilon$ satisfying (1.5) (except for the quantitative corrector results which require $\sup_{x \in \partial \hat{\Omega}'_\varepsilon} \text{dist}(x, \partial \Omega) = O(\varepsilon)$). For the study of perforated domains in the Appendix, we will have to use such a generalized setup.
We start by recalling several results from [10], essential in periodic homogenization problems. For other properties and related comments, we refer the reader to [8] and [10].

**Definition 1.2.** For \( \phi \) Lebesgue-measurable on \( \Omega \), the unfolding operator \( T_\varepsilon \) is defined as follows:

\[
T_\varepsilon(\phi)(x,y) = \begin{cases} 
\phi(\varepsilon \lfloor \frac{x}{\varepsilon} \rfloor + \varepsilon y) & \text{a.e. for } (x,y) \in \hat{\Omega}_\varepsilon \times Y, \\
0 & \text{a.e. for } (x,y) \in \Lambda_\varepsilon \times Y.
\end{cases}
\]

(1.6)

Note that if \( \phi \) is Lebesgue-measurable on \( \hat{\Omega}_\varepsilon \), then for \( \phi \) extended by zero in \( \Omega \setminus \hat{\Omega}_\varepsilon \), definition (1.6) makes sense. The operator \( T_\varepsilon \) maps functions defined on \( \Omega \) into functions defined on the domain \( \Omega \times Y \) (which are piece-wise constant with respect to \( x \), more precisely constant on each \( \varepsilon \)-cell of \( \hat{\Omega}_\varepsilon \)).

**Theorem 1.3.** Let \( p \) belong to \( [1, +\infty) \).

(i) \( T_\varepsilon \) is linear continuous from \( L^p(\Omega) \) to \( L^p(\Omega \times Y) \). Its norm is bounded by \( |Y|^{1/p} \).

(ii) Let \( \{w_\varepsilon\} \) be a sequence in \( L^p(\Omega) \) such that

\[
w_\varepsilon \rightharpoonup w \quad \text{strongly in } L^p(\Omega).
\]

Then

\[
T_\varepsilon(w_\varepsilon) \rightharpoonup w \quad \text{strongly in } L^p(\Omega \times Y).
\]

(iii) Let \( \{w_\varepsilon\} \) be bounded in \( L^p(\Omega) \) and suppose that the corresponding \( T_\varepsilon(w_\varepsilon) \) (which is bounded in \( L^p(\Omega \times Y) \)) converges weakly to \( \hat{w} \) in \( L^p(\Omega \times Y) \). Then

\[
w_\varepsilon \rightharpoonup M_Y(\hat{w}) = \frac{1}{|Y|} \int_Y \hat{w}(\cdot, y) \, dy \quad \text{weakly in } L^p(\Omega).
\]

**Theorem 1.4.** Let \( \{w_\varepsilon\} \) be in \( W^{1,p}(\Omega) \) with \( p \in (1, +\infty) \), and assume that \( \{w_\varepsilon\} \) is a bounded sequence in \( W^{1,p}(\Omega) \). Then, there exist a subsequence (still denoted \( \varepsilon \)), \( w \) in \( W^{1,p}(\Omega) \) and \( \hat{w} \) in \( L^p(\Omega; W^{1,p}_{\text{per}}(Y)) \), such that

\[
T_\varepsilon(w_\varepsilon) \rightharpoonup w \quad \text{weakly in } L^p(\Omega; W^{1,p}(Y)),
\]

\[
T_\varepsilon(\nabla w_\varepsilon) \rightharpoonup \nabla w + \nabla_y \hat{w} \quad \text{weakly in } L^p(\Omega \times Y).
\]

(1.7)

Here, \( W^{1,p}_{\text{per}}(Y) \) denotes the space of the functions in \( W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) which are \( G \)-periodic. It is a closed subspace of \( W^{1,p}(Y) \) and is endowed with the corresponding norm.

We end this section by recalling the notion of averaging operator \( U_\varepsilon \). This operator is the adjoint of \( T_\varepsilon \) and maps \( L^p(\Omega \times Y) \) into the space \( L^p(\Omega) \).
Definition 1.5. For $p$ in $[1, +\infty]$, the averaging operator $\mathcal{U}_\varepsilon : L^p(\Omega \times Y) \mapsto L^p(\Omega)$ is defined as follows:

$$
\mathcal{U}_\varepsilon(\Phi)(x) = \begin{cases}
\frac{1}{|Y|} \int_Y \Phi\left(\varepsilon \left[\frac{x}{\varepsilon}, Y + \varepsilon z\right] + \left\{\frac{x}{\varepsilon}, Y\right\}\right) dz & \text{a.e. for } x \in \hat{\Omega}_\varepsilon, \\
0 & \text{a.e. for } x \in \Lambda_\varepsilon.
\end{cases}
$$

For $\psi \in L^p(\Omega)$ and $\Phi \in L^{p'}(\Omega \times Y)$, one has

$$
\int_\Omega \mathcal{U}_\varepsilon(\Phi)(x) \psi(x) \, dx = \frac{1}{|Y|} \int_{\Omega \times Y} \Phi(x, y) \mathcal{T}_\varepsilon(\psi)(x, y) \, dx \, dy. \quad (1.8)
$$

The operator $\mathcal{U}_\varepsilon$ is almost a left-inverse of $\mathcal{T}_\varepsilon$, as for $\phi$ in $L^p(\Omega)$

$$
\mathcal{U}_\varepsilon(\mathcal{T}_\varepsilon(\phi))(x) = \begin{cases}
\phi(x) & \text{a.e. for } x \in \hat{\Omega}_\varepsilon, \\
0 & \text{a.e. for } x \in \Lambda_\varepsilon.
\end{cases} \quad (1.9)
$$

It is not a right-inverse, since for $\Phi$ in $L^p(\Omega \times Y)$,

$$
\mathcal{T}_\varepsilon(\mathcal{U}_\varepsilon(\Phi))(x, y) = \begin{cases}
\frac{1}{|Y|} \int_Y \Phi\left(\varepsilon \left[\frac{x}{\varepsilon}, Y + \varepsilon z, y\right]\right) dz & \text{a.e. for } (x, y) \in \hat{\Omega}_\varepsilon \times Y, \\
0 & \text{a.e. for } (x, y) \in \Lambda_\varepsilon \times Y.
\end{cases} \quad (1.10)
$$

The main properties of $\mathcal{U}_\varepsilon$ are listed in the next proposition.

Proposition 1.6. (Properties of $\mathcal{U}_\varepsilon$). Suppose that $p$ is in $[1, +\infty)$.

(i) The averaging operator is linear and continuous from $L^p(\Omega \times Y)$ to $L^p(\Omega)$ and

$$
\|\mathcal{U}_\varepsilon(\Phi)\|_{L^p(\Omega)} \leq \frac{1}{|Y|} \|\Phi\|_{L^{p'}(\Omega \times Y)}.
$$

(ii) If $\varphi$ is independent of $y$ and belongs to $L^p(\Omega)$, then

$$
\mathcal{U}_\varepsilon(\varphi) \rightarrow \varphi \quad \text{strongly in } L^p(\Omega).
$$

(iii) Let $\{\Phi_\varepsilon\}$ be a bounded sequence in $L^p(\Omega \times Y)$ such that $\Phi_\varepsilon \rightharpoonup \Phi$ weakly in $L^p(\Omega \times Y)$. Then

$$
\mathcal{U}_\varepsilon(\Phi_\varepsilon) \rightharpoonup M_Y(\Phi) = \frac{1}{|Y|} \int_Y \Phi(\cdot, y) \, dy \quad \text{weakly in } L^p(\Omega).
$$

In particular, for every $\Phi \in L^p(\Omega \times Y)$,

$$
\mathcal{U}_\varepsilon(\Phi) \rightharpoonup M_Y(\Phi) \quad \text{weakly in } L^p(\Omega).
$$

(iv) Suppose that $\{w_\varepsilon\}$ is a sequence in $L^p(\Omega)$. Then, the following assertions are equivalent:

(a) $\mathcal{T}_\varepsilon(w_\varepsilon) \rightarrow \hat{w} \quad \text{strongly in } L^p(\Omega \times Y)$ and $\int_{\Lambda_\varepsilon} |w_\varepsilon|^p \, dx \rightarrow 0$,

(b) $w_\varepsilon - \mathcal{U}_\varepsilon(\hat{w}) \rightarrow 0 \quad \text{strongly in } L^p(\Omega)$. 
We complete this section with a somewhat unusual convergence property involving the averaging operator \( \mathcal{U}_\varepsilon \) and which is applied in Theorem 5.9.

**Proposition 1.7.** For \( p \in [1, +\infty) \), suppose that \( \alpha \) is in \( L^p(\Omega) \) and \( \beta \) in \( L^\infty(\Omega; L^p(Y)) \). Then, the product \( \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta) \) belongs to \( L^p(\Omega) \) and

\[
\mathcal{U}_\varepsilon(\alpha\beta) - \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta) \to 0 \text{ strongly in } L^p(\Omega).
\] (1.11)

**Proof.** It suffices to prove (1.11) and to do so, consider first the function \( \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta) \) in the set \( \varepsilon(\xi + Y) \times Y, \xi \in \Xi_\varepsilon \). Using the fact that on this set \( \mathcal{U}_\varepsilon(\alpha) \) is constant on the cell \( \varepsilon(\xi + Y) \), one has \( \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta) = \mathcal{U}_\varepsilon(\mathcal{U}_\varepsilon(\alpha)\beta) \). Therefore,

\[
\int_{\varepsilon(\xi+Y)} |\mathcal{U}_\varepsilon(\alpha\beta) - \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta)|^p \, dx = \int_{\varepsilon(\xi+Y)} |\mathcal{U}_\varepsilon([\alpha - \mathcal{U}_\varepsilon(\alpha)]\beta)|^p \, dx.
\]

Summing over \( \xi \in \Xi_\varepsilon \) gives

\[
\|\mathcal{U}_\varepsilon(\alpha\beta) - \mathcal{U}_\varepsilon(\alpha)\mathcal{U}_\varepsilon(\beta)\|_{L^p(\Omega)}^p \leq \frac{1}{|Y|}\|\alpha - \mathcal{U}_\varepsilon(\alpha)\|_{L^p(\Omega \times Y)}^p \|\beta\|_{L^\infty(\Omega; L^p(Y))}^p.
\]

The last expression goes to 0 by Proposition 1.6 (ii). \( \square \)

2 The unfolding method in perforated domains: the case of \( L^p \)-functions

2.1 Definition and notations for perforated domains

In periodic homogenization, considering a problem posed in a fixed domain (with no perforations), one can always choose the reference cell \( Y \) as a parallelogram (with one vertex at the origin). It is dramatically different in presence of holes, where more complex situations can occur.

In Section 3.2 we will see that in the case of periodically perforated domains, it is essential that the perforated reference cell be connected. But for the domain depicted in Figure 3, it is impossible to choose the reference cell \( Y \) as a parallelogram so that it remains connected after perforation. Similar examples can be given in higher dimensions. The presentation we give here is able to deal with such cases.

We use a setting which is well-adapted to perforated domains and for which results similar to those of Section 1 still hold. It is based on the notion of a domain **having the paving property with respect to the group \( G \)** in \( \mathbb{R}^n \) (up to null sets, it is the same as the notion of fundamental domain under the action of the group \( G \)).
Definition 2.1. The bounded open set $Y$ has the paving property with respect to the group $G$ when it is connected, its boundary $\partial Y$ is the null set and
\[
\mathbb{R}^n = \bigcup_{\xi \in G} (\xi + Y), \quad \forall (\xi_1, \xi_2) \in G^2, \quad \xi_1 \neq \xi_2 \implies (\xi_1 + Y) \cap (\xi_2 + Y) = \emptyset. \quad (2.1)
\]
Observe that any translate of $Y$ satisfies the same property and that $\varepsilon Y$ has the same paving property as $Y$ but with $G$ replaced by $\varepsilon G$.

From now on, we reserve the notation $Y$ (the reference cell) for a bounded open set having the paving property with respect to the group $G$. We use the notation $\mathcal{P}$ for the open parallelotop generated by the basis $b$, which was denoted $Y$ in section 1, i.e.,
\[
\mathcal{P} = \left\{ y \in \mathbb{R}^n \mid y = \sum_{i=1}^{n} y_i b_i, \ (y_1, \ldots, y_n) \in (0, 1)^n \right\}. \quad (2.2)
\]
The parallelotop $\mathcal{P}$ plays an important role, in particular in the Appendix for the definition of the macro-micro operators $Q^*_\varepsilon$ and $R^*_\varepsilon$ (the analogues of $Q_\varepsilon$ and $R_\varepsilon$ of \cite{10}).

Remark 2.2. The parallelotop $\mathcal{P}$ has the same paving property as $Y$. Furthermore, the spaces $W^{1,p}_{per}(\mathcal{P})$ and $W^{1,p}_{per}(Y)$ are the same. Indeed, they are both obtained by restricting to $\mathcal{P}$ and to $Y$, the elements of $W^{1,p}_{loc}(\mathbb{R}^n)$ which are invariant under the action of $G$.

These functions have the same traces on the opposite faces of $\mathcal{P}$ (or $Y$).

Now, let $S$ be a closed strict subset of $Y$ and denote by $Y^*$ the part occupied by the material i.e. $Y^* = Y \setminus S$ (see Figure 4, where $Y$ happens to be a parallelotop, but the definition holds for a general $Y$). From now on, the sets $S$ and $Y^*$ will be the reference hole and perforated cell respectively.

Concerning the domain of Figure 3, where no choice of parallelotop gives a connected $Y^*$, there are many possible $Y$’s that give a connected $Y^*$. An example in dimension 2 is given in Figure 5. Similar situations can occur in higher dimensions.
Let now $\Omega$ be a given domain in $\mathbb{R}^n$. The perforated domain $\Omega^*_\varepsilon$ is obtained by removing from $\Omega$ the set of holes $S_\varepsilon$ (see Figure 5 for the two-dimensional case),

$$\Omega^*_\varepsilon = \Omega \setminus S_\varepsilon,$$

where $S_\varepsilon = \bigcup_{\xi \in G} \varepsilon (\xi + S)$. \hfill (2.3)

The following notations will be used (see Figure 6):

$$\widehat{\Omega}^*_\varepsilon = \widehat{\Omega} \setminus S_\varepsilon, \quad \Lambda^*_\varepsilon = \Omega^*_\varepsilon \setminus \widehat{\Omega}^*_\varepsilon, \quad \widehat{\partial S}_\varepsilon = \partial \widehat{\Omega}^*_\varepsilon \cap \partial S_\varepsilon,$$

where the set $\widehat{\Omega}^*_\varepsilon$ is defined, as before, by (1.4). The boundary of the set of holes in $\Omega$ is $\partial S_\varepsilon \cap \Omega$ while $\widehat{\partial S}_\varepsilon$ denotes the boundary of the holes that are included in $\widehat{\Omega}^*_\varepsilon$.

We will also use similar notations when applied to the whole of $\mathbb{R}^n$,

$$\mathbb{R}^n = \bigcup_{\xi \in G} (\xi + S),$$

$$\mathbb{R}^n = \mathbb{R}^n \setminus \overline{S},$$

By this definition, $(\mathbb{R}^n)^*$ is nothing else than $\mathbb{R}^n$ perforated $G$-periodically by $S$, while $(\mathbb{R}^n)_\varepsilon^*$ is the $\mathbb{R}^n$ perforated by $\varepsilon G$-periodically by $\varepsilon S$. Consequently, another equivalent definition for $\Omega^*_\varepsilon$ is

$$\Omega^*_\varepsilon = (\mathbb{R}^n)^*_\varepsilon \cap \Omega.$$
2.2 The unfolding operator $\mathcal{T}_\varepsilon^*$ in perforated domains

In this subsection, we define an unfolding operator $\mathcal{T}_\varepsilon^*$ specific to perforated domains, following the ideas of the preceding section (see in particular, Definition [1.2]). The first characteristic of this operator is that it maps functions defined on the oscillating domain $\Omega_\varepsilon^*$ to functions defined on the fixed domain $\Omega \times Y^*$.

The definitions used here differ slightly from those introduced originally in [13]-[14]. They follow the usage of [10] for fixed domains (as recalled in Section 1). This allows to treat more general situations (such as in Section 5). The proofs of [13]-[14] carry over in the present setting. For the sake of completeness, these proofs are included here.

Notation

1. Extensions by zero. If a function $g$ is defined on a set $O \setminus A$, its extension by zero in $A$ will be denoted either by $\tilde{g}$, or by $[g]_A$.

2. Mean value. For any measurable set $O$ of finite measure, $\mathcal{M}_O$ denotes the mean value over the set $O$, i.e.,

$$\mathcal{M}_O(\Phi)(\cdot) = \frac{1}{|O|} \int_O \Phi(\cdot, y) \, dy, \quad \forall \Phi \in L^1(\Omega \times O). \quad (2.6)$$

Remark 2.3. With the above notations, it follows from (2.6) that

$$\mathcal{M}_{Y^*}(\Phi)(\cdot) = \frac{|Y|}{|Y^*|} \mathcal{M}_Y(\tilde{\Phi})(\cdot), \quad \forall \Phi \in L^1(\Omega \times Y^*).$$
Definition 2.4. For any function \( \phi \) Lebesgue-measurable on \( \Omega_\varepsilon^* \), the unfolding operator \( T_\varepsilon^* \) is defined by

\[
T_\varepsilon^*(\phi)(x,y) = \begin{cases} 
\phi\left(\varepsilon \left[\frac{x}{\varepsilon} \cdot y \right] \varepsilon y \right) & \text{a.e. for } (x,y) \in \hat{\Omega}_\varepsilon \times Y^*, \\
0 & \text{a.e. for } (x,y) \in \Lambda_\varepsilon \times Y^*. 
\end{cases}
\] (2.7)

Obviously, for \( v, w \in L^p(\Omega_\varepsilon^*) \), \( T_\varepsilon^*(vw) = T_\varepsilon^*(v) T_\varepsilon^*(w) \).

For \( \phi \) Lebesgue-measurable on \( \Omega_\varepsilon^* \), we extend it by zero in \( \Omega_\varepsilon^* \setminus \hat{\Omega}_\varepsilon^* \), so the above definition makes sense.

Remark 2.5. The relationship between \( T_\varepsilon \) and \( T_\varepsilon^* \) is given for any \( w \) defined on \( \Omega_\varepsilon^* \), by

\[
T_\varepsilon^*(w) = T_\varepsilon(\tilde{w})|_{\Omega_\varepsilon \times Y^*}. 
\] (2.8)

Actually, the previous equality still holds with every extension of \( w \) from \( \Omega_\varepsilon^* \) into \( \Omega \). In particular, for \( w \) defined on \( \Omega \),

\[
T_\varepsilon^*(w|_{\hat{\Omega}^*_\varepsilon}) = T_\varepsilon(w|_{\hat{\Omega}^*_\varepsilon}). 
\] (2.9)

Because of relationship (2.8), the operator \( T_\varepsilon^* \) enjoys properties which follow directly from those of \( T_\varepsilon \) listed in Theorems 1.3 and 1.4.

Proposition 2.6. For \( p \in [1, +\infty) \), the operator \( T_\varepsilon^* \) is linear and continuous from \( L^p(\Omega_\varepsilon^*) \) to \( L^p(\Omega \times Y^*) \). For every \( \phi \) in \( L^1(\Omega_\varepsilon^*) \) and \( w \) in \( L^p(\Omega_\varepsilon^*) \)

\[
(i) \quad \frac{1}{|Y|} \int_{\Omega \times Y^*} T_\varepsilon^*(\phi)(x,y) \, dx \, dy = \int_{\hat{\Omega}_\varepsilon^*} \phi(x) \, dx = \int_{\Omega_\varepsilon^*} \phi(x) \, dx - \int_{\Lambda_\varepsilon} \phi(x) \, dx,
\]

\[
(ii) \quad \|T_\varepsilon^*(w)\|_{L^p(\Omega \times Y^*)} = |Y|^{1/p} \|w \|_{L^p(\Omega_\varepsilon^*)} \leq |Y|^{1/p} \|w\|_{L^p(\hat{\Omega}_\varepsilon^*)}.
\]

Corollary 2.7. Let \( \phi_\varepsilon \) be in \( L^1(\Omega_\varepsilon^*) \) and satisfying

\[
\int_{\Lambda_\varepsilon} |\phi_\varepsilon| \, dx \to 0. 
\] (2.10)

Then

\[
\int_{\Omega_\varepsilon^*} \phi_\varepsilon \, dx - \frac{1}{|Y|} \int_{\Omega \times Y^*} T_\varepsilon^*(\phi_\varepsilon) \, dx \, dy \to 0.
\]

As a consequence of Remark 2.3, Remark 2.5 and Theorem 1.3 the following results hold.
Proposition 2.8. Let $p$ belong to $[1, +\infty)$.

(i) For $w \in L^p(\Omega)$,
\[ T_\varepsilon^*(w) \to w \quad \text{strongly in } L^p(\Omega \times Y^*). \]

(ii) Let $w_\varepsilon \in L^p(\Omega^*_\varepsilon)$ such that $\|w_\varepsilon\|_{L^p(\Omega^*_\varepsilon)} \leq C$. If
\[ T_\varepsilon^*(w_\varepsilon) \rightharpoonup \tilde{w} \quad \text{weakly in } L^p(\Omega \times Y^*), \]
then
\[ \tilde{w}_\varepsilon \to \frac{|Y^*|}{|Y|} M_{Y^*}(\tilde{w}) \quad \text{weakly in } L^p(\Omega). \]

Remark 2.9. This last result (statement (ii) above) implies that for $w_\varepsilon$ in $L^p(\Omega^*_\varepsilon)$ such that $\|w_\varepsilon\|_{L^p(\Omega^*_\varepsilon)}$ is bounded, the following are equivalent:

a) There is $w \in L^p(\Omega)$ such that
\[ \tilde{w}_\varepsilon \to \frac{|Y^*|}{|Y|} w \quad \text{weakly in } L^p(\Omega). \]

b) All the weak limit points $W$ in $L^p(\Omega \times Y^*)$ of the sequence $\{T_\varepsilon^*(w_\varepsilon)\}$ have the same average over $Y^*$ (this average $M_{Y^*}(W)$ being just $w$).

2.3 The averaging operator $\mathcal{U}_\varepsilon^*$ in perforated domains

We now determine the adjoint of $T_\varepsilon^*$. To do so, let $v$ be in $L^p(\Omega \times Y^*)$ and $u$ in $L^p(\Omega^*_\varepsilon)$. Then, by (1.8) and (2.8),
\[
\frac{1}{|Y|} \int_{\Omega_\varepsilon Y^*} T_\varepsilon^*(u)(x, y) v(x, y) \, dx \, dy = \frac{1}{|Y|} \int_{\Omega \times Y^*} T_\varepsilon^*(\tilde{u})(x, y) v(x, y) \, dx \, dy \\
= \frac{1}{|Y|} \int_{\Omega \times Y^*} T_\varepsilon^*(\tilde{u})(x, y) \tilde{v}(x, y) \, dx \, dy \\
= \int_{\Omega^*_\varepsilon} \tilde{u}(x) \mathcal{U}_\varepsilon^*(\tilde{v})(x) \, dx = \int_{\Omega^*_\varepsilon} u(x) \mathcal{U}_\varepsilon^*(\tilde{v})(x) \, dx.
\]
This gives the formula for the averaging operator $\mathcal{U}_\varepsilon^*$,
\[ \mathcal{U}_\varepsilon^*(v) = \mathcal{U}_\varepsilon^*(\tilde{v})|_{\Omega^*_\varepsilon}, \quad (2.11) \]

hence the following definition.

Definition 2.10. For $p$ in $[1, +\infty]$, the averaging operator $\mathcal{U}_\varepsilon^* : L^p(\Omega \times Y^*) \to L^p(\Omega^*_\varepsilon)$ is defined as
\[
\mathcal{U}_\varepsilon^*(\Phi)(x) = \begin{cases} 
\frac{1}{|Y|} \int_Y \Phi\left( \varepsilon \left[ \frac{x}{\varepsilon} \right]_Y, \frac{x}{\varepsilon}, \{ \frac{x}{\varepsilon} \}_Y \right) \, dz & \text{a.e. for } x \in \hat{\Omega}^*_\varepsilon, \\
0 & \text{a.e. for } x \in \Lambda^*_\varepsilon.
\end{cases}
\]
Note that if \( \Phi \) belongs to \( L^p(\Omega \times Y) \), then \( \mathcal{U}_\varepsilon^*(\Phi|_{\Omega \times Y}) = \mathcal{U}_\varepsilon^*(\Phi)|_{\Omega} \).

**Proposition 2.11.** Let \( p \) be in \( [1, +\infty) \). Then, for any \( \varphi \) in \( L^p(\Omega) \),
\[
\| \varphi - \mathcal{U}_\varepsilon^*(\varphi) \|_{L^p(\Omega)} \to 0. \tag{2.12}
\]

*Proof.* Since \( \mathcal{U}_\varepsilon^*(\phi) = \mathcal{U}_\varepsilon(\phi)|_{\Omega} \), \[2.12\] is immediate from Proposition 1.6 (ii). \[ \square \]

As a consequence of (2.11), we get

**Proposition 2.12.** Let \( p \) belong to \( [1, +\infty] \). The averaging operator is linear and continuous from \( L^p(\Omega \times Y^*) \) to \( L^p(\Omega^*_\varepsilon) \) and
\[
\| \mathcal{U}_\varepsilon^*(\Phi) \|_{L^p(\Omega^*_\varepsilon)} \leq |Y|^{-1/p} \| \Phi \|_{L^p(\Omega \times Y^*)}.
\]

From (2.8) and (2.11) it follows that \( \mathcal{U}_\varepsilon^* \) is almost a left-inverse of \( \mathcal{T}_\varepsilon^* \). Indeed, for every \( \phi \in L^p(\Omega^*_\varepsilon) \) one has
\[
\mathcal{U}_\varepsilon^*(\mathcal{T}_\varepsilon^*(\phi))(x) = \begin{cases} 
\phi(x) & \text{a.e. for } x \in \hat{\Omega}^*_\varepsilon, \\
0 & \text{a.e. for } x \in \Lambda^*_\varepsilon,
\end{cases} \tag{2.13}
\]
while, for every \( \Phi \) in \( L^p(\Omega \times Y^*) \),
\[
\mathcal{T}_\varepsilon^*(\mathcal{U}_\varepsilon^*(\Phi))(x, y) = \begin{cases} 
\frac{1}{|Y|} \int_Y \Phi \left( \frac{x}{\varepsilon}, \varepsilon z + y \right) dz & \text{a.e. for } (x, y) \in \hat{\Omega}^*_\varepsilon \times Y^*, \\
0 & \text{a.e. for } (x, y) \in \Lambda^*_\varepsilon \times Y^*.
\end{cases} \tag{2.14}
\]

**Proposition 2.13.** (Properties of \( \mathcal{U}_\varepsilon^* \)). Suppose that \( p \) is in \( [1, +\infty) \).

(i) Let \( \{\Phi_\varepsilon\} \) be a bounded sequence in \( L^p(\Omega \times Y^*) \) such that \( \Phi_\varepsilon \rightharpoonup \Phi \) weakly in \( L^p(\Omega \times Y^*) \). Then
\[
\mathcal{U}_\varepsilon^*(\Phi_\varepsilon) \rightharpoonup \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(\Phi) \quad \text{weakly in } L^p(\Omega).
\]

In particular, for every \( \Phi \in L^p(\Omega \times Y^*) \),
\[
\mathcal{U}_\varepsilon^*(\Phi) \rightharpoonup \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(\Phi) \quad \text{weakly in } L^p(\Omega),
\]
(contrary to the case without holes, this convergence is never strong for \( \Phi \not\equiv 0 \), because of the oscillations of \( \hat{\Omega}^*_\varepsilon \)).

(ii) Let \( \{\Phi_\varepsilon\} \) be a sequence such that \( \Phi_\varepsilon \to \Phi \) strongly in \( L^p(\Omega \times Y^*) \). Then
\[
\mathcal{T}_\varepsilon^*(\mathcal{U}_\varepsilon^*(\Phi_\varepsilon)) \to \Phi \quad \text{strongly in } L^p(\Omega \times Y^*).
\]

(iii) Let \( w_\varepsilon \) be in \( L^p(\Omega^*_\varepsilon) \). Then, the following assertions are equivalent:
(a) \( T_\varepsilon^*(w_\varepsilon) \to \tilde{w} \) strongly in \( L^p(\Omega \times Y^*) \),

(b) \( \| w_\varepsilon - U_\varepsilon^*(\tilde{w}) \|_{L^p(\tilde{\Omega}_\varepsilon)} \to 0. \)

(iv) Let \( w_\varepsilon \) be in \( L^p(\Omega^*_\varepsilon) \). Then, the following assertions are equivalent:

(c) \( T_\varepsilon^*(w_\varepsilon) \to \tilde{w} \) strongly in \( L^p(\Omega \times Y^*) \) and \( \int_{\Lambda^*_\varepsilon} |w_\varepsilon|^p \, dx \to 0, \)

(d) \( \| w_\varepsilon - U_\varepsilon^*(\tilde{w}) \|_{L^p(\tilde{\Omega}_\varepsilon)} \to 0. \)

Proof. Using (2.11) this proposition is a transcription of Proposition 1.6.

Remark 2.14. Assertions (iii)(b) and (iv)(d) are corrector–type results.

Corollary 2.15. Let \( w_\varepsilon \) be in \( L^p(\Omega^*_\varepsilon) \) and \( w \) in \( L^p(\Omega) \). Then the following assertions are equivalent:

(a) \( T_\varepsilon^*(w_\varepsilon) \to w \) strongly in \( L^p(\Omega \times Y^*) \),

(b) \( \| w_\varepsilon - w \|_{L^p(\tilde{\Omega}_\varepsilon)} \to 0. \)

Furthermore, (a) together with \( \int_{\Lambda^*_\varepsilon} |w_\varepsilon|^p \, dx \to 0, \) is equivalent to \( \| w_\varepsilon - w \|_{L^p(\Omega^*_\varepsilon)} \to 0. \)

Proof. The first result follows from the inequality

\[
\left| \| w_\varepsilon - w \|_{L^p(\tilde{\Omega}_\varepsilon)} - \| w_\varepsilon - U_\varepsilon^*(w) \|_{L^p(\tilde{\Omega}_\varepsilon)} \right| \leq \| w - U_\varepsilon^*(w) \|_{L^p(\Omega^*_\varepsilon)},
\]

together with Proposition 2.11 and Proposition 2.13 (iii). The second equivalence follows from the first one and Proposition 2.13 (iv).

3 The unfolding method in perforated domains: the case of \( W^{1,p} \)-functions

In this section, we consider sequences \( \{w_\varepsilon\} \) such that for each \( \varepsilon, \) \( w_\varepsilon \) belongs to \( W^{1,p}(\Omega^*_\varepsilon) \). Two cases are considered.

3.1 The first case: \( \| w_\varepsilon \|_{L^p(\Omega^*_\varepsilon)} + \varepsilon \| \nabla w_\varepsilon \|_{L^p(\Omega^*_\varepsilon)} \) bounded

The main result of this subsection is the following theorem:
Theorem 3.1. Let $p$ be in $(1, +\infty]$. Let $w_\varepsilon$ belong to $W^{1,p}(\Omega_\varepsilon^*)$ and satisfy
\[ \|w_\varepsilon\|_{L^p(\Omega_\varepsilon^*)} + \varepsilon\|\nabla w_\varepsilon\|_{L^p(\Omega_\varepsilon^*)} \leq C. \tag{3.1} \]

Then, there exists some $\hat{w} \in L^p(\Omega; W^{1,p}_{\text{per}}(Y^*))$, such that, up to a subsequence,
\[ T_\varepsilon^*(w_\varepsilon) \rightharpoonup \hat{w} \quad \text{weakly in } L^p(\Omega; W^{1,p}(Y^*)), \tag{3.2} \]
\[ \varepsilon T_\varepsilon^*(\nabla w_\varepsilon) \rightharpoonup \nabla_y \hat{w} \quad \text{weakly in } L^p(\Omega \times Y^*). \]

The delicate point in the proof is the $Y$-periodicity of $\hat{w}$. If the reference cell $Y$ is a parallelotop and $\bar{S} \subset Y$, one can simply argue as in the case without holes comparing the traces on opposite faces of $Y$ (see [10]). However, in the general case, $Y$ is not a parallelotop, the boundary of $S$ may not be Lipschitz or the way $\partial S$ intersects $\partial Y$ can be such that traces are not meaningful.

To circumvent this difficulty, we use an approach which avoids the use of traces: we introduce an auxiliary bigger cell $Y$ (the union of $2^n$ contiguous copies of $Y$) and use a new operator $T_\varepsilon^{Y*}$. We stress the fact that this operator is not the unfolding operator corresponding to unit cell $Y$, but is a “natural” way to extend $T_\varepsilon^*$ to the set $\Omega \times Y^*$.

The formal definition of $Y$ uses the notations
\[ \mathcal{K} = \text{the set of vertices of } \mathcal{P} = \\{ \ell \in \mathbb{R}^n \mid \ell = \sum_{i=1}^n k_i b_i, (k_1, \ldots, k_n) \in \{0, 1\}^n \} \],
\[ Y = \text{interior}\left\{ \bigcup_{\ell \in \kappa} (\ell + \bar{Y}) \right\}. \tag{3.3} \]

The corresponding sets $\hat{\Omega}_\varepsilon^Y$ and $\Lambda_\varepsilon^Y$ are defined as before,
\[ \Xi_\varepsilon^Y = \left\{ \xi \in \Xi_\varepsilon \mid \varepsilon(\xi + \bar{Y}) \subset \Omega \right\}, \tag{3.4} \]
\[ \hat{\Omega}_\varepsilon^Y = \text{interior}\left\{ \bigcup_{\xi \in \Xi_\varepsilon^Y} \varepsilon(\xi + \bar{Y}) \right\}, \quad \Lambda_\varepsilon^Y = \Omega \setminus \hat{\Omega}_\varepsilon^Y, \tag{3.5} \]

This definition implies that if $\xi$ belongs to $\Xi_\varepsilon^Y$ then for all $\ell \in \mathcal{K}$, $\xi + \ell \in \Xi_\varepsilon^Y$. Consequently, if a cell $\varepsilon(\xi + \bar{Y})$ is included in $\hat{\Omega}_\varepsilon^Y$, then, all its translates $\varepsilon(\xi + \ell + \bar{Y})$ with $\ell \in \mathcal{K}$ are in $\hat{\Omega}_\varepsilon$ (see Figure 7).

We also have the notation
\[ Y^* = Y \bigcap (\mathbb{R}^n)^* \tag{3.6} \]

For $\phi$ Lebesgue-measurable on $\Omega_\varepsilon^*$, $T_\varepsilon^{Y*}(\phi)$ is defined as follows:
\[ T_\varepsilon^{Y*}(\phi)(x, y) = \begin{cases} \phi(\varepsilon \frac{x}{\varepsilon} + \varepsilon y) & \text{a.e. for } (x, y) \in \hat{\Omega}_\varepsilon^Y \times Y^*, \\ 0 & \text{a.e. for } (x, y) \in \Lambda_\varepsilon^Y \times Y^*. \end{cases} \tag{3.7} \]
Due to the definition of $\hat{\Omega}_{\varepsilon}$ given in (3.5), formula (3.7) makes sense. Note here the use of $[x/\varepsilon]_Y$ and not of $[x/\varepsilon]_Y$.

From (3.7), it is easy to check that if $w$ belongs to $L^p(\Omega^*_\varepsilon)$, then $T_{\varepsilon}^{Y^*}(w)$ is in the space $L^p(\Omega \times Y^*)$ and

$$\|T_{\varepsilon}^{Y^*}(w)\|_{L^p(\Omega \times Y^*)} \leq (2^n |Y|)^{1/p} \|w\|_{L^p(\Omega^*_\varepsilon)}.$$  \hfill (3.8)

The main properties relating $T_{\varepsilon}^{Y^*}$ with $T_{\varepsilon}^*$ are that for $x \in \hat{\Omega}_{\varepsilon}$ and every vector of the basis $b = (b_1, \ldots, b_n)$

$$T_{\varepsilon}^{Y^*}(\phi)(x,y) = T_{\varepsilon}^*(\phi)(x,y) \quad \text{a.e. for } y \in Y^*,$$

$$T_{\varepsilon}^{Y^*}(\phi)(x,y + b_k) = T_{\varepsilon}^*(\phi)(x + \varepsilon b_k, y) \quad \text{a.e. for } y \in Y^*.$$  \hfill (3.9)

In particular, if $\omega$ is a relatively compact open subset of $\Omega$, then for $\varepsilon$ sufficiently small,

$$T_{\varepsilon}^{Y^*}(\phi)(x,y + b_k) = T_{\varepsilon}^*(\phi)(x + \varepsilon b_k, y) \quad \text{a.e. on } \omega \times Y^*.$$  \hfill (3.10)

Proof of Theorem 3.1. Consider a function $w$ in $W^{1,p}(\Omega^*_\varepsilon)$. As in the case without holes, it is straightforward that

$$\nabla_y(T_{\varepsilon}^*(w)) = \varepsilon T_{\varepsilon}^*(\nabla w), \quad \text{a.e. for } (x,y) \in \Omega \times Y^*.$$  \hfill (3.11)

This implies that $T_{\varepsilon}^*$ maps $W^{1,p}(\Omega^*_\varepsilon)$ into $L^p(\Omega; W^{1,p}(Y^*))$. Obviously, a similar property is also true for $T_{\varepsilon}^{Y^*}$ with $Y^*$ instead of $Y^*$.

Using ii) of Proposition 2.6, (3.11) and (3.1) it follows that $\{T_{\varepsilon}^*(w_\varepsilon)\}$ is bounded in $L^p(\Omega; W^{1,p}(Y^*))$, so that convergences (3.2) hold (up to a subsequence).
It remains to prove that $\hat{w}$ is periodic. To do so, consider the unfolded function $T_{\varepsilon}^{Y^*}(w_{\varepsilon})$. By the same argument as just above, there exist a sequence (still denoted $\varepsilon$) and $\overline{w}$ in $L^p(\Omega; W^{1,p}(Y^*))$, such that

$$T_{\varepsilon}^{Y^*}(w_{\varepsilon}) \rightharpoonup \overline{w} \text{ weakly in } L^p(\Omega; W^{1,p}(Y^*)), \quad (3.12)$$

(or weak-$*$ for $p = +\infty$).

Let $\omega$ be an open bounded set whose closure is included in $\Omega$. From (3.9) and (3.2) it follows that

$$\overline{w}(x, y) = \hat{w}(x, y) \text{ for a.e. } (x, y) \in \omega \times Y^*.$$  

Now, let $\Phi$ be in $\mathcal{D}(\omega \times Y^*)$. From (3.10) for $\varepsilon$ small enough and for every $k$ in $\{1, \ldots, n\}$, one has

$$\int_{\omega \times Y^*} T_{\varepsilon}^{Y^*}(w_{\varepsilon})(x, y + b_k)\Phi(x, y) \, dx \, dy = \int_{\omega \times Y^*} T_{\varepsilon}^{*}(w_{\varepsilon})(x + \varepsilon b_k, y)\Phi(x, y) \, dx \, dy = \int_{\omega \times Y^*} T_{\varepsilon}^{*}(w_{\varepsilon})(x, y)\Phi(x - \varepsilon b_k, y) \, dx \, dy.$$  

Passing to the limit gives

$$\int_{\omega \times Y^*} \overline{w}(x, y + b_k)\Phi(x, y) \, dx \, dy = \int_{\omega \times Y^*} \hat{w}(x, y)\Phi(x, y) \, dx \, dy.$$  

and using (3.2) and (3.12) gives

$$\overline{w}(x, y + b_k) = \hat{w}(x, y) \text{ for a.e. } (x, y) \in \omega \times Y^*.$$  

Since this holds for every $\omega \subset\subset \Omega$, it is also true in $\Omega \times Y^*$.

Therefore, $\overline{w}$ is actually $b$-periodic and can be extended by periodicity to the whole of $(\mathbb{R}^n)^*$. This shows that $\hat{w}$ is the restriction of $\overline{w}$ to $Y^*$, proving that it belongs to $L^p(\Omega; W^{1,p}_{\text{per}}(Y^*))$.

**Remark 3.2.** Let $p$ be in $(1, +\infty]$, and some $\kappa$ in $\{1, \ldots, n\}$. Suppose that $w_{\varepsilon}$ belongs to $L^p(\Omega_{\varepsilon}^*)$ and its gradient is bounded only in the direction of a period, i.e. satisfies

$$\|w_{\varepsilon}\|_{L^p(\Omega^*_\varepsilon)} + \varepsilon\|
abla w_{\varepsilon} \cdot b_\kappa\|_{L^p(\Omega^*_\varepsilon)} \leq C. \quad (3.13)$$

Then, by similar arguments there exist a sequence (still denoted $\varepsilon$) and $\hat{w}$ in $L^p(\Omega \times Y^*)$ with $\nabla_y \hat{w} \cdot b_\kappa$ in $L^p(\Omega \times Y^*)$, such that

$$T_{\varepsilon}^{*}(w_{\varepsilon}) \rightharpoonup \hat{w} \text{ weakly in } L^p(\Omega \times Y^*), \quad (3.14)$$

$$\varepsilon T_{\varepsilon}^{*}(\nabla w_{\varepsilon} \cdot b_\kappa) = \nabla_y (T_{\varepsilon}^{*}(w_{\varepsilon})) \cdot b_\kappa \rightharpoonup \nabla_y \hat{w} \cdot b_\kappa \text{ weakly in } L^p(\Omega \times Y^*),$$

weak-$*$ for $p = +\infty$. Moreover, the limit function $\hat{w}$ is $b_\kappa$-periodic.
3.2 The second case: $\|w_\varepsilon\|_{W^{1,p}(\Omega_\varepsilon^*)}$ or $\|\nabla w_\varepsilon\|_{L^p(\Omega_\varepsilon^*)}$ bounded

We consider the space $W^{1,p}(\Omega_\varepsilon^*)$ or, for a given $\Gamma_0$ open subset of $\partial\Omega$, its subspace denoted by $W^{1,p}_0(\Omega_\varepsilon^*; \Gamma_0 \cap \partial\Omega_\varepsilon^*)$ of functions vanishing on $\Gamma_0 \cap \partial\Omega_\varepsilon^*$. For such a case, we assume that $\Omega$ has a Lipschitz boundary. If $\Gamma_0$ is not empty, this regularity of $\partial\Omega$ implies that for every $\Omega'$ open subset of $\mathbb{R}^n$ such that $\Omega \subset \Omega'$ and $\Gamma_0 = \partial\Omega \cap \Omega'$,

$$W^{1,p}_0(\Omega_\varepsilon^*; \Gamma_0 \cap \partial\Omega_\varepsilon^*) = \{ \phi \in W^{1,p}(\Omega_\varepsilon^*) \mid \exists \phi' \in W^{1,p}((\Omega')_\varepsilon^*) \phi' = 0 \text{ in } (\Omega')_\varepsilon^* \setminus \overline{\Omega}_\varepsilon^* \text{ and } \phi = \phi'|_{\Omega_\varepsilon^*} \}. \quad (3.15)$$

In order to use the macro-micro decomposition as in the case without holes, a geometric condition is needed here, which will be expressed in terms of the Poincaré-Wirtinger inequality.

3.2.1 The Poincaré-Wirtinger inequality: hypothesis (H$_p$)

**Definition 3.3.** A bounded open set $\mathcal{O}$ satisfies the Poincaré-Wirtinger inequality for the exponent $p \in [1, +\infty]$ if there exists a constant $C_p$ such that

$$\forall u \in W^{1,p}(\mathcal{O}), \quad \|u - \mathcal{M}_\mathcal{O}(u)\|_{L^p(\mathcal{O})} \leq C_p\|\nabla u\|_{L^p(\mathcal{O})}.$$

Obviously, for $\mathcal{O}$ to satisfy the above condition, it has to be connected. Conversely, there are extra conditions for this property to hold (e.g. for John domains, see [18]). The simplest such condition is that the boundary of $\mathcal{O}$ be Lipschitz (by the compactness of the Rellich theorem), but it is far from necessary.

**Remark 3.4.** It is also known that if two bounded open sets $\mathcal{O}_1$ and $\mathcal{O}_2$ satisfy the Poincaré-Wirtinger inequality with the same exponent $p$, then $\mathcal{O} = \text{interior } (\mathcal{O}_1 \cup \mathcal{O}_2)$ satisfies Definition 3.3 with the same exponent $p$ if and only if $\mathcal{O}$ is connected.

We can now state the geometric condition.

The **Geometrical hypothesis (H$_p$)** is satisfied when the following hold: the open set $Y^*$ satisfies the Poincaré-Wirtinger inequality for the exponent $p \in [1, +\infty]$ and for every vector $b_i$, $i \in \{1, \ldots, n\}$, of the basis of $G$, the interior of $Y^* \cup (b_i + Y^*)$ is connected.

Note that under hypothesis (H$_p$) and owing to Remark 3.4, the open set $Y^*$ defined by (3.6), satisfies the Poincaré-Wirtinger inequality for the same exponent $p$ as $Y^*$.

Should $\partial Y^* \cap \partial Y$ be Lipschitz – so traces exist – one could use the approach of Section 3 of [10] with the relative compactness of the sequence of local averages obtained via the Kolmogorov criterion (as in the proof of Lemma 2.3 of [3]), and the $Y$-periodicity of the function $\hat{w}$ by comparing traces on opposite faces of $Y^*$.

Here, we do not assume such regularity, allowing in particular $\partial S$ and $\partial Y$ to intersect in an arbitrary fashion. We therefore use the approach of Section 4 of [10], i.e. the macro-micro decomposition. To simplify the presentation, we consider first the case where $Y$
is a parallelotope. The general case, where $Y$ cannot be chosen as the parallelotope $P$, exhibits extra geometric complexities and is presented in the Appendix.

### 3.2.2 The macro-micro operators $Q^*_\varepsilon$ and $R^*_\varepsilon$ when the reference cell $Y$ is a parallelotope

As in the case without holes, the macro approximation will be defined by an average at the points of $\Xi_\varepsilon$ (see (1.3)) and extended to the set $\Omega^Y_\varepsilon$ by $Q_1$-interpolation (continuous and piece-wise polynomials of degree $\leq 1$ with respect to each coordinate). The notations $Y, K, \ldots$, are those of subsection 3.1.

**Definition 3.5.** The operator $Q^*_\varepsilon : L^p(\Omega^*_\varepsilon) \mapsto W^{1,\infty}(\Omega^Y_\varepsilon)$, for $p \in [1, +\infty]$, is defined as follows:

$$Q^*_\varepsilon(\phi)(\varepsilon \xi) = \frac{1}{|Y^*|} \int_{Y^*} \phi(\varepsilon \xi + \varepsilon z) \, dz = M_{\varepsilon \xi + \varepsilon Y^*}(\phi) \quad \text{for all } \xi \text{ in } \Xi^Y_\varepsilon + K,$$

and for every $x \in \Omega^Y_\varepsilon$,

$$\begin{cases} 
Q^*_\varepsilon(\phi)(x) \text{ is the } Q_1 \text{-interpolate of the values of } Q^*_\varepsilon(\phi) \text{ at the vertices} \\
\text{of the cell } \varepsilon \left[ \frac{x}{\varepsilon} \right] + \varepsilon Y. 
\end{cases} \quad (3.16)$$

**Proposition 3.6.** (Properties of $Q^*_\varepsilon$) For $\phi$ in $L^p(\Omega^*_\varepsilon)$, $p \in [1, +\infty]$, there exists constants $C$ depending on $n, Y, Y^*$ only, such that

\begin{align*}
(i) \quad & \|Q^*_\varepsilon(\phi)\|_{L^\infty(\Omega^Y_\varepsilon)} \leq \frac{C}{\varepsilon^{n/p}} \|\phi\|_{L^p(\Omega^*_\varepsilon)}, \\
(ii) \quad & \|Q^*_\varepsilon(\phi)\|_{L^p(\Omega^Y_\varepsilon)} \leq C \|\phi\|_{L^p(\Omega^*_\varepsilon)}. \quad (3.17)
\end{align*}

**Proof.** By definition, the $Q_1$-interpolate of a function $\phi$ defined on the vertices of $Y$ is a polynomial with degree less or equal to one with respect to each variable, hence it is Lipschitz-continuous and reaches its maximum at some vertex. So, to estimate the $L^\infty$-norm of $Q^*_\varepsilon(\phi)$ in the cell $\varepsilon(\xi + Y)$ it suffices to estimate the maximum of the $|Q^*_\varepsilon(\phi)(\varepsilon \xi)|$. Indeed, by Jensen’s inequality,

$$|Q^*_\varepsilon(\phi)(\varepsilon \xi)|^p \leq \frac{1}{|Y^*|} \int_{Y^*} |\phi(\varepsilon \xi + \varepsilon z)|^p \, dz = \frac{1}{\varepsilon^{n|Y^*|}} \int_{\varepsilon \xi + \varepsilon Y^*} |\phi(x)|^p \, dx, \quad (3.18)$$

and on the other hand

$$\frac{1}{\varepsilon^{n|Y^*|}} \int_{\varepsilon \xi + \varepsilon Y^*} |\phi(x)|^p \, dx \leq \frac{1}{\varepsilon^{n|Y^*|}} \|\phi\|_{L^p(\Omega^*_\varepsilon)}^p.$$
Estimate (i) then follows with \( C = \frac{1}{|Y^*|^{1/p}} \).

The space \( Q_1(Y) \) of all \( Q_1 \) interpolates defined on \( Y \) is of dimension \( 2^n \); therefore all its norms are equivalent. Thus, there is a constant \( c \) such that for every \( \Phi \in Q_1(Y) \),

\[
\|\Phi\|_{L^p(Y)} \leq c \left( \sum_{\ell \in K} |\Phi(\ell)|^p \right)^{1/p}.
\]

Rescaling this inequality for \( \Phi(y) = Q_1^*(\phi)(\xi + \varepsilon y) \), gives

\[
\|Q_1^*(\phi)\|_{L^p(\xi + \varepsilon Y)} \leq c \varepsilon^{n/p} \left( \sum_{\ell \in K} \left| Q_1^*(\phi)(\xi + \varepsilon \ell) \right|^p \right)^{1/p}.
\]

Using (3.18) we immediately get (ii) by summation over \( \Xi^\varepsilon \) (after taking the \( p \)-th power).

In the remainder of this section we assume that hypothesis \((H_p)\) holds.

The following proposition is well-known from the Finite Elements Method.

**Proposition 3.7.** There is a constant \( C \) independent of \( \varepsilon \) such that for every \( \phi \in W^{1,p}(\Omega^\varepsilon) \),

\[
\|\nabla Q_1^*(\phi)\|_{L^p(\Omega^\varepsilon_Y)} \leq C \|\nabla \phi\|_{L^p(\Omega^\varepsilon)}.
\]

**Proof.** By a similar argument as above, but for the gradient of every function in the space \( Q_1(Y) \), there is a constant \( c \) such that

\[
\|\nabla \Phi\|_{L^p(Y)} \leq c \left( \sum_{\ell \in K} |\Phi(\ell) - \Phi(0)|^p \right)^{1/p}.
\]

Rescaling this inequality for \( \Phi(y) = Q_1^*(\phi)(\xi + \varepsilon y) \), gives

\[
\|\nabla Q_1^*(\phi)\|_{L^p(\xi + \varepsilon Y)} \leq c \varepsilon^{(1 - \frac{n}{p})} \left( \sum_{\ell \in K} \left| Q_1^*(\phi)(\xi + \varepsilon \ell) \right|^p \right)^{1/p}.
\]

(3.19)

For \( \psi \in W^{1,p}(Y^*) \), apply the Poincaré-Wirtinger inequality in the domain \( Y^* \) to obtain

\[
\|\psi - M_{Y^*}(\psi)\|_{L^p(Y^*)} \leq C \|\nabla \psi\|_{L^p(Y^*)}.
\]

(3.20)

Integrating \( \psi - M_{Y^*}(\psi) \) over \( Y^* \) and \( Y^* + \ell \) for \( \ell \) in \( K \), and using the above inequality gives respectively

\[
|M_{Y^*}(\psi) - M_{Y^*}(\psi)| \leq \frac{1}{|Y^*|^{1/p}} \|\psi - M_{Y^*}(\psi)\|_{L^p(Y^*)} \leq C \|\nabla \psi\|_{L^p(Y^*)},
\]
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and
\[
|M_{Y^*+\epsilon}(\psi) - M_{Y^*}(\psi)| \leq \frac{1}{|Y^*|^{1/p}} \|\psi - M_{Y^*}(\psi)\|_{L^p(Y^*)} \leq C \|\nabla \psi\|_{L^p(Y^*)}.
\]

The constant $C$ depends on the Poincaré-Wirtinger constant in (3.20) and on $|Y^*|^{1/p}$. Therefore, for every $\ell \in \mathcal{K}$,
\[
|M_{Y^*+\epsilon}(\psi) - M_{Y^*}(\psi)| \leq C \|\nabla \psi\|_{L^p(Y^*)}.
\] (3.21)

For $\phi$ in $W^{1,p}(\Omega^*_\varepsilon)$ and every $\xi \in \Xi^*_\varepsilon$, a scaling argument gives
\[
\left|Q^*_\varepsilon(\phi)(\varepsilon \xi + \varepsilon \ell) - Q^*_\varepsilon(\phi)(\varepsilon \xi)\right| \leq \varepsilon^{\frac{p}{p-1}} C \|\nabla \phi\|_{L^p(\varepsilon \xi + \varepsilon Y^*)},
\]
which, in combination with (3.19), yields
\[
\|\nabla Q^*_\varepsilon(\phi)\|_{L^p(\varepsilon \xi + \varepsilon Y^*)} \leq \varepsilon C \|\nabla \phi\|_{L^p(\varepsilon \xi + \varepsilon Y^*)}.
\]

Proposition 3.7 follows by summation over $\Xi^*_\varepsilon$. □

Now, every function $\phi$ in $L^p(\Omega^*_\varepsilon)$ can be decomposed on the set $\hat{\Omega}^*_\varepsilon = \Omega^*_\varepsilon \cap \hat{\Omega}^*_{\varepsilon}$ into the sum of two terms as follows:
\[
\phi = Q^*_\varepsilon(\phi) + R^*_\varepsilon(\phi), \quad \text{a.e. in } \hat{\Omega}^*_\varepsilon = \Omega^*_\varepsilon \cap \hat{\Omega}^*_{\varepsilon}.
\] (3.22)

**Proposition 3.8.** There is a constant $C$ independent of $\varepsilon$ such that for every $\phi$ in $W^{1,p}(\Omega^*_\varepsilon)$,

(i) \[\|R^*_\varepsilon(\phi)\|_{L^p(\hat{\Omega}^*_\varepsilon)} \leq \varepsilon C \|\nabla \phi\|_{L^p(\Omega^*_\varepsilon)}\],

(ii) \[\|\nabla R^*_\varepsilon(\phi)\|_{L^p(\hat{\Omega}^*_\varepsilon)} \leq C \|\nabla \phi\|_{L^p(\Omega^*_\varepsilon)}\]

**Proof.** The second estimate is a simple consequence of Proposition 3.7.

To prove inequality (i), consider first some $\psi \in W^{1,p}(Y^*)$, and apply the Poincaré-Wirtinger inequality in $Y^*$ to obtain
\[
\|\psi - M_{Y^*}(\psi)\|_{L^p(Y^*)} \leq C \|\nabla \psi\|_{L^p(Y^*)}.
\] (3.23)

For $\phi$ in $W^{1,p}(\Omega^*_\varepsilon)$ and every $\xi \in \Xi^*_\varepsilon$, from (3.23) by a scaling argument it follows that
\[
\|\phi - Q^*_\varepsilon(\phi)(\varepsilon \xi)\|_{L^p(\varepsilon \xi + \varepsilon Y^*)} \leq C \varepsilon \|\nabla \phi\|_{L^p(\varepsilon \xi + \varepsilon Y^*)}.
\] (3.24)

On the other hand, using (3.20) and the definition of $Q^*_\varepsilon(\phi)$, a similar scaling argument gives
\[
\|Q^*_\varepsilon(\phi) - Q^*_\varepsilon(\phi)(\varepsilon \xi)\|_{L^p(\varepsilon \xi + \varepsilon Y)} \leq C \varepsilon \|\nabla \phi\|_{L^p(\varepsilon \xi + \varepsilon Y^*)}.
\]

The last two inequalities combine into
\[
\|R^*_\varepsilon(\phi)\|_{L^p(\varepsilon \xi + \varepsilon Y^*)} \leq C \varepsilon \|\nabla \phi\|_{L^p(\varepsilon \xi + \varepsilon Y^*)},
\]
from which inequality (i) follows by summation over $\Xi^*_\varepsilon$. □
As a corollary of Proposition 3.8 we obtain the following uniform Poincaré inequality which is useful for applications. It is based on the micro-macro decomposition (carried out here on a neighborhood of $\Omega$, which we may take to be the whole of $\mathbb{R}^n$). It extends to the case of non-smooth holes the result of Lemma A4 of [3].

**Theorem 3.9.** Assume that $\Omega$ is bounded in one direction and with Lipschitz boundary. Then there exists a constant $C$ independent of $\varepsilon$ such that

$$\forall \phi \in W_0^{1,p}(\Omega_\varepsilon^*; \partial \Omega \cap \partial \Omega_\varepsilon^*), \quad \|\phi\|_{L^p(\Omega_\varepsilon^*)} \leq C \|\nabla \phi\|_{L^p(\Omega_\varepsilon^*)}. \tag{3.25}$$

**Proof.** We extend $\phi$ by zero to the whole of $(\mathbb{R}^n)_\varepsilon^*$ (see (2.5)), extension still denoted $\tilde{\phi}$. Then, for the macro and micro operators associated with $\mathbb{R}^n$, Propositions 3.7 and 3.8 apply and give

$$\|\nabla Q_\varepsilon^*(\phi)\|_{L^p(\mathbb{R}^n)} + \frac{1}{\varepsilon} \|R_\varepsilon^*(\phi)\|_{L^p((\mathbb{R}^n)_\varepsilon^*)} \leq C \|\nabla \phi\|_{L^p(\Omega_\varepsilon^*)},$$

The domain $\Omega$ being bounded in one direction, the support of $Q_\varepsilon^*(\phi)$ is contained in the 1-neighborhood of $\Omega$, denoted $\mathcal{V}_1(\Omega)$ (for $\varepsilon$ small enough!) and bounded in the same direction. Hence, using the usual Poincaré inequality in $\mathcal{V}_1(\Omega)$, we have

$$\|Q_\varepsilon^*(\phi)\|_{L^p(\mathbb{R}^n)} \leq C \|\nabla Q_\varepsilon^*(\phi)\|_{L^p(\mathbb{R}^n)} \leq C \|\nabla \phi\|_{L^p(\Omega_\varepsilon^*)},$$

which gives (3.25), since $\phi = Q_\varepsilon^*(\phi) + R_\varepsilon^*(\phi)$, a.e. in $(\mathbb{R}^n)_\varepsilon^*$.

### 3.2.3 Convergence results

We suppose that $p$ is in $(1, +\infty)$, that Hypothesis $(H_p)$ holds and consider sequences such that

$$\|w_\varepsilon\|_{W^{1,p}(\Omega_\varepsilon^*)} \leq C \quad \text{or} \quad \|\nabla w_\varepsilon\|_{L^p(\Omega_\varepsilon^*)} \leq C.$$ 

The main convergence results are Theorems 3.12 and 3.13 below.

**Notation.** For every $w \in L^p(\Omega_\varepsilon^*)$, the function $Q_\varepsilon^*(w)$ is defined on $\hat{\Omega}_\varepsilon^Y$ (Subsection 3.2.2) or on $\hat{\Omega}_\varepsilon^P$ (Appendix). Its extension by 0 to $\mathbb{R}^n$ is $\tilde{Q}_\varepsilon^*(w_\varepsilon)$ which is then restricted to $\Omega$. For simplicity, this restriction is still denoted $\tilde{Q}_\varepsilon^*(w_\varepsilon)$. Similarly, the function $R_\varepsilon^*(w)$, defined on $\hat{\Omega}_\varepsilon^Y$ is extended by 0 to $(\mathbb{R}^n)_\varepsilon^*$ and then restricted to $\Omega_\varepsilon^*$, this restriction is still denoted $\tilde{R}_\varepsilon^*(w_\varepsilon)$. Also, we denote by $[\nabla Q_\varepsilon^*(w_\varepsilon)]$ (resp. $[\nabla R_\varepsilon^*(w_\varepsilon)]$) the extension by 0 to $\mathbb{R}^n$ (or $\Omega$) of $\nabla Q_\varepsilon^*(w_\varepsilon)$ (resp. $\nabla R_\varepsilon^*(w_\varepsilon)$).

We first prove a convergence result concerning the sequence $\{Q_\varepsilon^*(w_\varepsilon)\}$. In Lemma 3.10 and Theorem 3.12, the set $\Gamma_0$ is a non-empty open subset of $\partial \Omega$. Since $\tilde{Q}_\varepsilon^*(w_\varepsilon)$ and $[\nabla Q_\varepsilon^*(w_\varepsilon)]$ are defined on $\Omega$, the original unfolding operator $\mathcal{T}_\varepsilon$ is used.

**Lemma 3.10.** Let $w_\varepsilon$ be in $W^{1,p}(\Omega_\varepsilon^*)$ satisfying

$$\|w_\varepsilon\|_{W^{1,p}(\Omega_\varepsilon^*)} \leq C. \tag{3.26}$$
Then, there exists a function \( w \) in \( W^{1,p}(\Omega) \) such that, up to a subsequence,

\[
\begin{align*}
(i) & \quad \mathcal{T}_{\varepsilon}(\widetilde{Q}_{\varepsilon}(w_{\varepsilon})) \to w \quad \text{strongly in } L^{p}_{\text{loc}}(\Omega; W^{1,p}(Y)), \\
(ii) & \quad \mathcal{T}_{\varepsilon}(\widetilde{Q}_{\varepsilon}(w_{\varepsilon})) \to w \quad \text{weakly in } L^{p}(\Omega; W^{1,p}(Y)), \\
(iii) & \quad \mathcal{T}_{\varepsilon}([\nabla Q_{\varepsilon}^{*}(w_{\varepsilon})]) \to \nabla w \quad \text{weakly in } L^{p}(\Omega \times Y).
\end{align*}
\]

(3.27)

Moreover, assuming that \( \Omega \) is with Lipschitz boundary, if for every \( \varepsilon \in \mathbb{R} \) the function \( w_{\varepsilon} \) belongs to \( W^{1,p}_{0}(\Omega_{\varepsilon}^{*};\Gamma_{0} \cap \partial \Omega) \), then \( w \) belongs to \( W^{1,p}_{0}(\Omega;\Gamma_{0}) \) (i.e. the trace of \( w \) vanishes on \( \Gamma_{0} \)).

**Proof.** All the convergences of this proof are up to a subsequence. From Propositions 3.6(ii) and Proposition 3.7, both sequences \( \{\widetilde{Q}_{\varepsilon}^{*}(w_{\varepsilon})\} \) and \( \{[\nabla Q_{\varepsilon}^{*}(w_{\varepsilon})]\} \) are bounded in \( L^{p}(\Omega) \). Then there exist \( w \) in \( L^{p}(\Omega) \) and \( F \in L^{p}(\Omega) \) such that

\[
\begin{align*}
(i) & \quad \widetilde{Q}_{\varepsilon}^{*}(w_{\varepsilon}) \to w \quad \text{strongly in } L^{p}_{\text{loc}}(\Omega), \\
(ii) & \quad \widetilde{Q}_{\varepsilon}^{*}(w_{\varepsilon}) \to w \quad \text{weakly in } L^{p}(\Omega), \\
(iii) & \quad [\nabla Q_{\varepsilon}^{*}(w_{\varepsilon})] \to F \quad \text{weakly in } L^{p}(\Omega).
\end{align*}
\]

(3.28)

Let \( \omega \) be a relatively compact open subset in \( \Omega \) and let \( \Phi \) be in \( (\mathcal{D}(\omega))^{n} \). For \( \varepsilon \) sufficiently small, the inclusions support(\( \Phi \)) \( \subset \omega \subset \widehat{\Omega}_{\varepsilon}^{p} \) hold. Therefore,

\[
\begin{align*}
\int_{\Omega} [\nabla Q_{\varepsilon}^{*}(w_{\varepsilon})] \cdot \Phi \, dx &= \int_{\omega} \nabla Q_{\varepsilon}^{*}(w_{\varepsilon}) \cdot \Phi \, dx = - \int_{\omega} Q_{\varepsilon}^{*}(w_{\varepsilon}) \text{div}(\Phi) \, dx \\
&= - \int_{\Omega} \widetilde{Q}_{\varepsilon}^{*}(w_{\varepsilon}) \text{div}(\Phi) \, dx.
\end{align*}
\]

Passing to the limit yields

\[
\int_{\Omega} F \cdot \Phi \, dx = - \int_{\Omega} w \text{div}(\Phi) \, dx,
\]

so that \( F = \nabla w \) and \( w \) belongs to \( W^{1,p}(\Omega) \).

Observe now that the restriction \( \mathcal{T}_{\varepsilon}(\widetilde{Q}_{\varepsilon}^{*}(w_{\varepsilon}))[\omega \times Y] \) belongs to \( L^{p}(\omega; W^{1,p}(Y)) \) and its gradient with respect to the variable \( y \) is of order \( \varepsilon \). Hence, with convergence (3.28)(i) we get (3.27)(i) by the properties of \( \mathcal{T}_{\varepsilon} \). Similarly, since \( w \) does not depend upon \( y \), convergence (3.28)(ii) implies (3.27)(ii).

To prove (3.27)(iii), consider the sequence \( \{Q_{\varepsilon}^{*}(w_{\varepsilon})[\omega]\} \). It is uniformly bounded in \( W^{1,p}(\omega) \). By Theorem 1.4 applied in \( \omega \), there exists \( \widehat{w}_{\varepsilon} \in L^{p}(\omega; W^{1,p}_{\text{per}}(Y)) \) such that

\[
\mathcal{T}_{\varepsilon}^{*}(\nabla (Q_{\varepsilon}^{*}(w_{\varepsilon})[\omega])) \to \nabla w + \nabla_{y} \widehat{w}_{\varepsilon} \quad \text{weakly in } L^{p}(\omega \times Y).
\]

(3.29)

Due to the definition of \( Q_{\varepsilon}^{*} \), for a.e. \( x \in \omega \), the function \( y \mapsto \widehat{w}_{\varepsilon}(x,y) \) is a polynomial with degree less or equal to one with respect to each variable \( y_{1}, \ldots, y_{n} \). This function is also \( Y \)-periodic. Consequently, it does not depends on \( y \). This implies

\[
\mathcal{T}_{\varepsilon}([\nabla Q_{\varepsilon}^{*}(w_{\varepsilon})]) \to \nabla w \quad \text{weakly in } L^{p}_{\text{loc}}(\Omega; L^{p}(Y)).
\]
Now, (3.27)(iii) follows since \( [\nabla Q^*_\varepsilon(w\varepsilon)]^- \) is bounded in \( L^p(\Omega) \), and so is \( T_\varepsilon([\nabla Q^*_\varepsilon(w\varepsilon)]^-) \) in \( L^p(\Omega \times Y) \).

If \( w_\varepsilon \) belongs to \( W^{1,p}_0(\Omega^*_\varepsilon; \Gamma_0 \cap \partial \Omega) \), consider an open set \( \Omega' \) containing \( \Omega \) and such that \( \Gamma_0 = \Omega' \cap \partial \Omega \). We extend \( w_\varepsilon \) by zero in \( (\Omega')^*_\varepsilon \setminus \Omega^*_\varepsilon \). This extension is still denoted \( w_\varepsilon \). Due to convergences (3.28) in the context of \( \Omega' \) and (3.15), it follows that \( w \) vanishes on \( \Gamma_0 \).

We now prove a convergence result concerning the sequence \( \{R^*_\varepsilon(w_\varepsilon)\} \).

**Lemma 3.11.** Let \( w_\varepsilon \) be in \( W^{1,p}(\Omega^*_\varepsilon) \) and satisfy
\[
\|\nabla w_\varepsilon\|_{L^p(\Omega^*_\varepsilon)} \leq C. \tag{3.30}
\]

Then, there exists \( \tilde{w}' \) in \( L^p(\Omega; W^{1,p}_{\text{per}}(Y^*)) \) such that, up to a subsequence,
\[
\begin{align*}
\frac{1}{\varepsilon} T_\varepsilon^*(\tilde{R}^*_\varepsilon(w_\varepsilon)) &\rightharpoonup \tilde{w}' \quad \text{weakly in } L^p(\Omega; W^{1,p}(Y^*)), \\
T_\varepsilon([\nabla R^*_\varepsilon(w_\varepsilon)]^-) &\rightharpoonup \nabla y \tilde{w}' \quad \text{weakly in } L^p(\Omega \times Y^*), \\
T_\varepsilon^*(\tilde{R}^*_\varepsilon(w_\varepsilon)) &\to 0 \quad \text{strongly in } L^p(\Omega; W^{1,p}(Y^*)).
\end{align*}
\tag{3.31}
\]

**Proof.** Due to Proposition 3.8, the sequence \( \frac{1}{\varepsilon} T_\varepsilon^*(\tilde{R}^*_\varepsilon(w_\varepsilon)) \) is bounded in \( L^p(\Omega; W^{1,p}(Y^*)) \). So there exists \( \tilde{w}' \) in \( L^p(\Omega; W^{1,p}(Y^*)) \) such that convergences (3.31) hold.

To show that \( \tilde{w}' \) is actually in \( L^p(\Omega; W^{1,p}_{\text{per}}(Y^*)) \), let \( \omega \) be any relatively compact open subset of \( \Omega \). The restriction of \( \frac{1}{\varepsilon} R^*_\varepsilon(\phi) \) to \( \omega^*_\varepsilon \) belongs to \( W^{1,p}(\omega^*_\varepsilon) \). Applying Theorem 3.1 to this restriction, we obtain that \( \tilde{w}'|_{\omega \times Y^*} \) belongs to \( L^p(\omega; W^{1,p}_{\text{per}}(Y^*)) \). The conclusion follows by varying \( \omega \).

We are now in a position to state the main results of this section.

**Theorem 3.12.** Suppose that \( w_\varepsilon \) in \( W^{1,p}(\Omega^*_\varepsilon) \) satisfies
\[
\|w_\varepsilon\|_{W^{1,p}(\Omega^*_\varepsilon)} \leq C.
\]

Then, there exist \( w \) in \( W^{1,p}(\Omega) \) and \( \tilde{w} \) in \( L^p(\Omega; W^{1,p}_{\text{per}}(Y^*)) \) with \( M_{Y^*}(\tilde{w}) \equiv 0 \), such that, up to a subsequence,
\[
\begin{align*}
(i) \quad & T_\varepsilon^*(w_\varepsilon) \to w \quad \text{strongly in } L^p_{\text{loc}}(\Omega; W^{1,p}(Y^*)), \\
(ii) \quad & T_\varepsilon^*(\nabla w_\varepsilon) \to \nabla w + \nabla y \tilde{w} \quad \text{weakly in } L^p(\Omega \times Y^*). \tag{3.32}
\end{align*}
\]

Moreover, assuming that \( \Omega \) is with Lipschitz boundary, if for every \( \varepsilon \) the function \( w_\varepsilon \) belongs to \( W^{1,p}_0(\Omega^*_\varepsilon; \Gamma_0 \cap \partial \Omega) \), then \( w \) belongs to \( W^{1,p}_0(\Omega; \Gamma_0) \) (i.e. the trace of \( w \) vanishes on \( \Gamma_0 \)).
Proof. Convergences (3.32)(i) follow from (3.27)(i) and (ii) making use of (3.31). Similarly, convergence (ii) follows from (3.27)(iii) and (3.31) with \( \hat{w} = \hat{w}' - M_Y(\hat{w}) \).

**Theorem 3.13.** Let \( \Omega \) be bounded and with Lipschitz boundary. Suppose that \( w_\varepsilon \) belongs to \( W_0^{1,p}(\Omega; \partial \Omega \cap \partial \Omega_\varepsilon) \) and satisfies
\[
\| \nabla w_\varepsilon \|_{L^p(\Omega)} \leq C.
\]
Then, there exist \( w \) in \( W_0^{1,p}(\Omega) \) and \( \hat{w} \) in \( L^p(\Omega; W_\text{per}^{1,p}(Y^*)) \) with \( M_Y(\hat{w}) \equiv 0 \), such that, up to a subsequence,
\[
(i) \ T_\varepsilon^*(\nabla w_\varepsilon) \rightharpoonup \nabla w + \nabla_y \hat{w} \quad \text{weakly in} \ L^p(\Omega \times Y^*),
(ii) \ T_\varepsilon^*(w_\varepsilon) \rightarrow w \quad \text{strongly in} \ L^p(\Omega; W_\text{per}^{1,p}(Y^*)),
(iii) \ |w_\varepsilon - w|_{L^p(\Omega)} \rightarrow 0).
\]

**Proof.** By Theorem 3.9, it follows that estimate (3.26) is satisfied. Convergence (i) of (3.33) follows by Theorem 3.12. In order to obtain (ii) and (iii), without changing notations, we extend \( w_\varepsilon \) by zero to the whole of \( \mathbb{R}^n \) (see (2.5)). Using the unfolding operator \( T_\varepsilon^* \) associated with \( \mathbb{R}^n \), the first convergence result of Theorem 3.12 implies that \( T_\varepsilon^* \) converges strongly in \( L^p_{\text{loc}}(\mathbb{R}^n, W_\text{per}^{1,p}(Y^*)) \). Note that \( T_\varepsilon^* \) converges strongly in \( L^p_{\text{loc}}(\mathbb{R}^n, W_\text{per}^{1,p}(Y^*)) \). This implies the (ii) (3.33). As for (iii), it follows by applying Proposition 2.15 (in the setting of \( \mathbb{R}^n \)).

We complete this subsection with a convergence result concerning the unfolding of the difference between the general term of a sequence and its local average.

**Proposition 3.14.** Suppose that \( w_\varepsilon \) in \( W_0^{1,p}(\Omega_\varepsilon^*) \) satisfies (3.26). Assume moreover that there exist \( w \) in \( W_0^{1,p}(\Omega) \) and \( \hat{w} \) in \( L^p(\Omega; W_\text{per}^{1,p}(Y^*)) \) such that,
\[
T_\varepsilon^*(w_\varepsilon) \rightarrow w \quad \text{weakly in} \ L^p(\Omega; W_\text{per}^{1,p}(Y^*)),
T_\varepsilon^*(\nabla w_\varepsilon) \rightarrow \nabla w + \nabla_y \hat{w} \quad \text{weakly in} \ L^p(\Omega \times Y^*),
\]
with \( M_Y(\hat{w})(x) = 0 \) a.e. \( x \in \Omega \).

Set \( z_\varepsilon \equiv \frac{1}{\varepsilon}(w_\varepsilon - M_Y(\hat{w}))1_{\Omega_\varepsilon^*} \). Then, \( z_\varepsilon \) converges weakly to 0 in \( L^p(\Omega) \) and
\[
Z_\varepsilon \equiv T_\varepsilon^*(z_\varepsilon) = \frac{1}{\varepsilon} \left( T_\varepsilon^*(w_\varepsilon) - M_Y(\hat{w}) \right) \rightarrow y_M \cdot \nabla w + \hat{w} \quad \text{weakly in} \ L^p(\Omega; W_\text{per}^{1,p}(Y^*)),
\]
where \( y_M = y - M_Y(\hat{w}) \).
Proof. Since $\mathcal{M}_{Y^*}(\tau^*(\varepsilon))$ does not depend on $y$, $\mathcal{M}_{Y^*}(Z_\varepsilon) = 0$.

On the other hand, $\nabla_y(Z_\varepsilon) = \frac{1}{\varepsilon} \nabla_y \tau^*(\varepsilon) = \tau^*(\nabla w_\varepsilon)$ converges weakly to $\nabla w + \nabla_y \hat{w}$ in $L^p(\Omega \times Y^*)$. By the Poincaré-Wirtinger inequality in $W^{1,p}(Y^*)$, it follows that the sequence $\{Z_\varepsilon\}$ is bounded in $L^p(\Omega; W^{1,p}(Y^*))$. By the connectedness of $Y^*$, there is a unique element in this space with zero average on $Y^*$ whose gradient with respect to $y$ is $\nabla w + \nabla_y \hat{w}$, namely $y_M \cdot \nabla w + \hat{w}$. Consequently, $\{Z_\varepsilon\}$ converges weakly in $L^p(\Omega; W^{1,p}(Y^*))$ to $y_M \cdot \nabla w + \hat{w}$. By Proposition 2.8(ii), this implies that $\hat{z}_\varepsilon$ converges weakly to 0 in $L^p(\Omega)$.

\section{The boundary unfolding operator}

In this section, we suppose that $p$ is in $(1, +\infty)$, that $\partial S$ is Lipschitz and has a finite number of connected components. The boundary of the set of holes in $\Omega$ is $\partial S_\varepsilon \cap \Omega$ and we denote by $\widehat{\partial S_\varepsilon}$ those that are included in $\widehat{\Omega}_\varepsilon$.

For a well-defined trace operator to exist from $W^{1,p}(Y^*)$ to $W^{1-1/p,p}(\partial S)$, we assume that each component of $\partial S$ has a Lipschitz boundary. Then, a well-defined trace operator exists from $W^{1,p}(\widehat{\Omega}_\varepsilon^*)$ to $W^{1-1/p,p}(\partial \widehat{S}_\varepsilon)$.

The aim here is to give a meaning to the unfolding operator for such traces, and to obtain estimates and convergences results for sequences of functions in $W^{1,p}$. To do so, we extend the notion of boundary unfolding operator which was introduced in a slightly different form in \cite{13} and \cite{14}.

\begin{definition}
For any function $\varphi$ Lebesgue-measurable on $\partial \widehat{\Omega}_\varepsilon^* \cap \partial S_\varepsilon^*$, the boundary unfolding operator $\tau^b_\varepsilon$ is defined by

$$
\begin{align*}
\tau^b_\varepsilon(\varphi)(x) &= \begin{cases} 
\phi\left(\frac{x}{\varepsilon}\right) + \varepsilon y & \text{a.e. for } (x, y) \in \widehat{\Omega}_\varepsilon \times \partial S, \\
0 & \text{a.e. for } (x, y) \in \Lambda_\varepsilon \times \partial S.
\end{cases}
\end{align*}
$$

\end{definition}

\begin{remark}
If $\varphi \in W^{1,p}(\widehat{\Omega}_\varepsilon^*)$, $\tau^b_\varepsilon(\varphi)$ is just the trace on $\partial S$ of $\tau^*(\varphi)$. In particular, by the standard trace theorem in $Y^*$, there is a constant $C$ such that

$$
\|\tau^b_\varepsilon(\varphi)\|_{L^p(\Omega \times \partial S)} \leq C\left(\|\tau^*(\varphi)\|_{L^p(\Omega \times Y^*)} + \|\nabla_y \tau^*(\varphi)\|_{L^p(\Omega \times Y^*)}\right).\quad(4.2)
$$

From the properties of $\tau^*(\varphi)$, it follows that

$$
\|\tau^b_\varepsilon(\varphi)\|_{L^p(\Omega \times \partial S)} \leq C\left(\|\varphi\|_{L^p(\widehat{\Omega}_\varepsilon^*)} + \varepsilon \|\nabla \varphi\|_{L^p(\widehat{\Omega}_\varepsilon^*)}\right).\quad(4.3)
$$

The operator $\tau^b_\varepsilon$ has similar properties as the boundary unfolding operators of \cite{13} and \cite{14}. In particular, the integration formula, which reads

$$
\int_{\partial \widehat{S}_\varepsilon} \varphi(x) \, d\sigma(x) = \frac{1}{\varepsilon |Y|} \int_{\Omega \times \partial S} \tau^b_\varepsilon(\varphi)(x, y) \, dx \, d\sigma(y),
$$

(4.4)
transforms an integral on the rapidly oscillating set $\partial S_\varepsilon$ into an integral on a fixed set $\Omega \times \partial S$. The integration formula implies
\begin{equation}
\|T_\varepsilon^b(\varphi)\|_{L^p(\Omega \times \partial S)} = \varepsilon^{1/p} |Y|^{1/p} \|\varphi\|_{L^p(\partial S_\varepsilon)}.
\end{equation}

The presence of the power of $\varepsilon$ in (4.4) requires a normalization for boundary terms which differs from that in the bulk. This induces some interesting effects for the convergence of such boundary integrals (see Propositions 4.6 and 4.10).

**Proposition 4.3.** Suppose that $v$ belongs to $W^{1,p}(\Omega_\varepsilon^*)$ and that $g$ is in $L^p'(\partial S_\varepsilon)$. Then
\begin{align}
\left| \int_{\partial S_\varepsilon} g v \, d\sigma(x) \right| & \leq C \left( \|T_\varepsilon^b(g)\|_{L^{p'}(\Omega \times \partial S)} \|\nabla v\|_{L^p(\Omega_\varepsilon^*)} + \frac{1}{\varepsilon} \|M_{\partial S}(T_\varepsilon^b(g))\|_{L^{p'}(\Omega_\varepsilon^*)} \right),
\end{align}
\begin{align}
\left| \int_{\partial S_\varepsilon} g v \, d\sigma(x) \right| & \leq \frac{C}{\varepsilon^{1/p}} \|g\|_{L^{p'}(\partial S_\varepsilon)} \left( \|v\|_{L^p(\Omega_\varepsilon^*)} + \varepsilon \|\nabla v\|_{L^p(\Omega_\varepsilon^*)} \right).
\end{align}

**Proof.** Applying (4.4) to the product $g v$ gives
\begin{equation}
\int_{\partial S_\varepsilon} g v \, d\sigma(x) = \frac{1}{|Y|} \int_{\Omega \times \partial S} T_\varepsilon^b(g)(x, y) T_\varepsilon^*(v)(x, y) \, dx \, d\sigma(y).
\end{equation}
This can be written as
\begin{align}
\int_{\partial S_\varepsilon} g v \, d\sigma(x) = \frac{1}{|Y|} \int_{\Omega \times \partial S} T_\varepsilon^b(g)(x, y) \left( T_\varepsilon^*(v) - M_{Y_*}(T_\varepsilon^*(v)) \right)(x, y) \, dx \, d\sigma(y)
& + \frac{|\partial S|}{\varepsilon |Y|} \int_{\Omega} M_{\partial S}(T_\varepsilon^b(g))(x) M_{Y_*}(T_\varepsilon^*(v))(x) \, dx.
\end{align}
By the Hölder inequality,
\begin{align}
\left| \int_{\partial S_\varepsilon} g v \, d\sigma(x) \right| \leq \frac{C}{\varepsilon} \|T_\varepsilon^b(g)\|_{L^{p'}(\Omega \times \partial S)} \|T_\varepsilon^*(v) - M_{Y_*}(T_\varepsilon^*(v))\|_{L^p(\Omega \times \partial S)}
& + \frac{C}{\varepsilon} \|M_{\partial S}(T_\varepsilon^b(g))\|_{L^{p'}(\Omega)} \|M_{Y_*}(T_\varepsilon^*(v))\|_{L^p(\Omega)}.
\end{align}
On the one hand, due to the Poincaré-Wirtinger inequality in $Y^*$,
\begin{align}
\|T_\varepsilon^*(v) - M_{Y_*}(T_\varepsilon^*(v))\|_{L^p(\Omega \times \partial S)} \leq C \|\nabla_y T_\varepsilon^*(v)\|_{L^p(\Omega \times Y^*)} \leq C \varepsilon \|\nabla v\|_{L^p(\Omega_\varepsilon^*)}.
\end{align}
On the other hand, we have
\begin{align}
\|M_{Y_*}(T_\varepsilon^*(v))\|_{L^p(\Omega)} \leq C \|T_\varepsilon^*(v)\|_{L^p(\Omega)} \leq C \|v\|_{L^p(\Omega_\varepsilon^*)}.
\end{align}
The first inequality follows.
Since $\|M_{\partial S}(T_\varepsilon^b(g))\|_{L^{p'}(\Omega)} \leq C \|T_\varepsilon^b(g)\|_{L^{p'}(\partial S_\varepsilon \times \partial S)}$, the second inequality follows from the first one and from (4.3).
A simple consequence of formula (4.6) is the following convergence result:

**Proposition 4.4.** Suppose \( w_\varepsilon \) is in \( W^{1,p}(\Omega_\varepsilon^*) \), \( g_\varepsilon \) is in \( L^{p'}(\hat{\partial}S_\varepsilon) \) and

\[
\begin{align*}
(i) & \quad T^*_{\varepsilon}(w_\varepsilon) \rightharpoonup w \quad \text{weakly in } L^p(\Omega; W^{1,p}(Y^*)) , \\
(ii) & \quad T^b_{\varepsilon}(g_\varepsilon) \to g \quad \text{strongly in } L^{p'}(\Omega \times \partial S).
\end{align*}
\]

Then

\[
\varepsilon \int_{\partial S_\varepsilon} g_\varepsilon w_\varepsilon d\sigma(x) \to \frac{1}{|Y|} \int_{\Omega \times \partial S} g(x,y) w(x,y) dxd\sigma(y).
\]

**Remark 4.5.**

(i) It is obvious that strong and weak convergences in Proposition 4.4 can be interchanged.

(ii) For any \( g \) in \( L^{p'}(\Omega \times \partial S) \), there is always a sequence \( \{g_\varepsilon\} \) satisfying (4.8)(ii) (see also Remark 4.8 below for a more general statement).

(iii) In Proposition 4.4, if \( w \) is independent of \( y \) and \( M_{\partial S}(g) = 0 \), then

\[
\varepsilon \int_{\partial S_\varepsilon} g_\varepsilon w_\varepsilon d\sigma(x) \to 0.
\]

The last result ((iii) of Remark 4.5), for \( w \) independent of \( y \) and \( M_{\partial S}(g) = 0 \), was already observed in [13]. One can obtain the limit of the integral \( \int_{\partial S_\varepsilon} g_\varepsilon w_\varepsilon d\sigma(x) \) itself under some additional assumptions. This is given in the next result.

**Proposition 4.6.** Let \( w_\varepsilon \) be in \( W^{1,p}(\Omega_\varepsilon^*) \). Suppose there exist \( w \) in \( W^{1,p}(\Omega) \) and \( \tilde{w} \) in \( L^p(\Omega; W^{1,p}_{\text{per}}(Y^*)) \) such that,

\[
\begin{align*}
T^*_{\varepsilon}(w_\varepsilon) & \rightharpoonup w \quad \text{weakly in } L^p(\Omega; W^{1,p}(Y^*)) , \\
T^*_{\varepsilon}(\nabla w_\varepsilon) & \rightharpoonup \nabla w + \nabla_y \tilde{w} \quad \text{weakly in } L^p(\Omega \times Y^*),
\end{align*}
\]

with \( M_{Y^*}(\tilde{w})(x) = 0 \) for a.e. \( x \in \Omega \). Suppose also that the following two convergences hold for \( g_\varepsilon \) in \( L^{p'}(\hat{\partial}S_\varepsilon) \):

\[
\begin{align*}
T^b_{\varepsilon}(g_\varepsilon) & \to g \quad \text{strongly in } L^{p'}(\Omega \times \partial S), \\
\frac{1}{\varepsilon}M_{\partial S}(T^b_{\varepsilon}(g_\varepsilon)) & \to G \quad \text{strongly in } L^{p'}(\Omega).
\end{align*}
\]
Then,
\[
\int_{\hat{\partial}S_{\epsilon}} g_{\epsilon} w_{\epsilon} \, d\sigma(x) \to \frac{|\partial S|}{|Y|} \int_{\Omega} G \, w \, dx + \frac{|\partial S|}{|Y|} \int_{\Omega} M_{\partial S}(y_M g) \cdot \nabla w \, dx \\
+ \frac{1}{|Y|} \int_{\Omega \times \partial S} g \, \hat{w} \, dx \, d\sigma(y),
\]
(4.12)
where \( y_M = y - M \, Y \).
We now extend the result of Propositions 4.3 and 4.6 to the case where \( w_\varepsilon \) belongs to \( W_0^{1,p}(\Omega_\varepsilon^*; \partial \Omega \cap \partial \Omega_\varepsilon^* \setminus \{0\}) \) and \( g_\varepsilon \) to \( L_{1,\text{loc}}'(\partial S_\varepsilon) \). Recall that \( \mathcal{V}_1(\Omega) \) denotes the 1-neighborhood of \( \Omega \).

**Proposition 4.9.** Assume that \( \Omega \) is bounded with Lipschitz boundary. Let \( w \) belong to \( W_0^{1,p}(\Omega_\varepsilon^*; \partial \Omega \cap \partial \Omega_\varepsilon^* \setminus \{0\}) \) and \( g \) to \( L_{1,\text{loc}}'(\partial S_\varepsilon) \). Then, for \( \varepsilon \) small enough

\[
\left| \int_{\partial S_\varepsilon \cap \Omega} g w d\sigma(x) \right| \leq C \left\| T_\varepsilon^b(g) \right\|_{L_p'(\mathcal{V}_1(\Omega) \times \partial S)} \left\| \nabla w \right\|_{L_p(\Omega)}^3 + \frac{C}{\varepsilon} \left\| M_{dS}(T_\varepsilon^b(g)) \right\|_{L_p'(\mathcal{V}_1(\Omega))} \left\| w \right\|_{L_p(\Omega)}^3,
\]

\[
\left| \int_{\partial S_\varepsilon \cap \Omega} g w d\sigma(x) \right| \leq \frac{C}{\varepsilon^{1/p}} \left\| T_\varepsilon^b(g) \right\|_{L_p'(\partial S_\varepsilon \cap \mathcal{V}_1(\Omega))} \left( \left\| w \right\|_{L_p(\Omega)} + \varepsilon \left\| \nabla w \right\|_{L_p(\Omega)}^3 \right).
\]

**Proposition 4.10.** Let \( \Omega \) be a bounded domain with Lipschitz boundary and \( w_\varepsilon \) be in \( W_0^{1,p}(\Omega_\varepsilon^*; \partial \Omega \cap \partial \Omega_\varepsilon^* \setminus \{0\}) \), satisfying \( \left\| \nabla w_\varepsilon \right\|_{L_p(\Omega)} \leq C \). Suppose that there exist \( w \) in \( W_0^{1,p}(\Omega) \) and \( \hat{w} \) in \( L^p(\Omega; W_{1,p}^p(Y^*)) \) such that,

\[
T_\varepsilon^*(w_\varepsilon) \rightharpoonup w \quad \text{weakly in} \quad L^p(\Omega; W_1^p(Y^*)) \quad \text{(4.16)},
\]

\[
T_\varepsilon^*(\nabla w_\varepsilon) \rightharpoonup \nabla w + \nabla_y \hat{w} \quad \text{weakly in} \quad L^p(\Omega \times Y^*),
\]

with \( M_{Y^*}(\hat{w})(x) = 0 \) a.e. \( x \in \Omega \).

Let \( g_\varepsilon \in L_{1,\text{loc}}'(\partial S_\varepsilon) \) and suppose furthermore that

\[
T_\varepsilon^b(g_\varepsilon) \rightharpoonup g \quad \text{strongly in} \quad L_{1,\text{loc}}'(\mathbb{R}^n \times \partial S),
\]

\[
\frac{1}{\varepsilon} M_{dS}(T_\varepsilon^b(g_\varepsilon)) \rightharpoonup G \quad \text{strongly in} \quad L_{1,\text{loc}}'(\mathbb{R}^n)
\]

(where \( T_\varepsilon^b \) acts in \( (\mathbb{R}^n)_\varepsilon^* \); see 2.5). Then we have

\[
\int_{\partial S_\varepsilon \cap \Omega} g_\varepsilon w_\varepsilon d\sigma(x) \rightarrow \left| \partial S \right| \int_{\Omega} M_{dS}(yM) \cdot \nabla w \, dx + \frac{\left| \partial S \right|}{\left| Y \right|} \int_{\Omega} G \, w \, dx + \frac{1}{\left| Y \right|} \int_{\Omega \times \partial S} \hat{w} \, g \, dxd\sigma(y).
\]

**Proof of Propositions 4.9 and 4.10.** Extend \( w \) and \( w_\varepsilon \) by 0 to the whole \( (\mathbb{R}^n)_\varepsilon^* \) to get

\[
\int_{\partial S_\varepsilon \cap \Omega} g_\varepsilon w_\varepsilon d\sigma(x) = \int_{(\hat{\partial S}_\varepsilon)_1} g_\varepsilon w_\varepsilon d\sigma(x),
\]

where \( (\hat{\partial S}_\varepsilon)_1 \) is the \( \hat{\partial S}_\varepsilon \) associated with \( \mathcal{V}_1(\Omega) \) instead of \( \Omega \) (with a similar relation for \( w \)). The results then follow from Propositions 4.3 and 4.6 applied in the domain \( \mathcal{V}_1(\Omega) \).
Remark 4.11. In the literature, there are two standard examples of periodic functions $g_\varepsilon$, deriving from a function $g$ in $L^p(\partial S)$.

For Hypothesis (4.14), $g_\varepsilon$ is defined as

1. $g_\varepsilon(x) = \varepsilon g(\{x/\varepsilon\}_Y)$ if $M_{\partial S}(g) \neq 0$,
2. $g_\varepsilon(x) = g(\{x/\varepsilon\}_Y)$ if $M_{\partial S}(g) = 0$.

For Hypothesis (4.11), since the functions $g_\varepsilon$ have to vanish outside of $\hat{\partial S}_\varepsilon$, the formulas are

3. $g_\varepsilon(x) = \varepsilon g(\{x/\varepsilon\}_Y) 1_{\hat{\partial S}_\varepsilon}$ if $M_{\partial S}(g) \neq 0$,
4. $g_\varepsilon(x) = g(\{x/\varepsilon\}_Y) 1_{\hat{\partial S}_\varepsilon}$ if $M_{\partial S}(g) = 0$.

At the limit, in cases 1 and 3, $g = 0$, $G = M_{\partial S}(g)$, while in cases 2 and 4, $g = g$ and $G = 0$. Note that there is no way to have both $g$ and $G$ non zero by simply using the periodic approach.

Remark 4.12. The setting of [13] is restricted to the case 1 above. In particular, if $M_{\partial S}(g) = 0$, Proposition 4.10 holds with $G = 0$. Moreover, by Proposition 4.10 with $w_\varepsilon \equiv w$, one immediately has

$$\int_{\partial S_\varepsilon \cap \Omega} g_\varepsilon w \, d\sigma(x) \rightarrow 0,$$

which should be compared with $\varepsilon \int_{\hat{\partial S}_\varepsilon} g_\varepsilon w \, d\sigma(x) \rightarrow 0$ (see (iii) of Remark 4.5).

5 Application: homogenization in periodically perforated domains

We present two generalizations of classical homogenization problems in bounded domains with holes. In the both cases, the boundary condition on the holes is of non homogeneous Neumann type. In the first problem, the condition on the outer boundary is homogeneous Dirichlet (Dirichlet-Neumann problem) while in the second problem it is homogeneous Neumann.

Throughout this section, we assume that $\Omega$ is bounded with Lipschitz boundary and that Hypothesis (H2) holds.

Let $f$ be in $L^2(\Omega)$ and $A_\varepsilon(x) = (a_{ij}(x))_{1 \leq i,j \leq n}$ be a matrix field in the set $M(\alpha, \beta, \Omega)$, according to the standard definition below.

---

\footnote{One can as easily consider a sequence $\{f_\varepsilon\}$ which converges weakly to $f$ in $L^2(\Omega)$. However, one cannot choose a fixed $f$ in $H^{-1}(\Omega)$, simply because it cannot be restricted $\Omega_\varepsilon$ in a meaningful way.}
Definition 5.1. Let \( \alpha, \beta \in \mathbb{R} \), such that \( 0 < \alpha < \beta \). \( M(\alpha, \beta, \mathcal{O}) \) denotes the set of the \( n \times n \) matrices \( B = B(x), B = (b_{ij})_{1 \leq i, j \leq n} \in (L^\infty(\mathcal{O}))^{n \times n} \) such that for any \( \lambda \in \mathbb{R}^n \) and a.e. on \( \mathcal{O} \),

\[
(B(x)\lambda, \lambda) \geq \alpha |\lambda|^2, \quad |A(x)\lambda| \leq \beta |\lambda|.
\]

The Dirichlet-Neumann problem is

\[
\begin{cases}
-\text{div}(A^\varepsilon \nabla u^\varepsilon) = f & \text{in } \Omega^*_\varepsilon, \\
u^\varepsilon = 0 & \text{on } \partial \Omega^*_\varepsilon \cap \partial \Omega, \\
A^\varepsilon u^\varepsilon \cdot n^\varepsilon = g^\varepsilon & \text{on } \partial S^*_\varepsilon \cap \Omega,
\end{cases}
\] (5.1)

where \( g^\varepsilon \) is given in \( L^2(\partial S^*_\varepsilon \cap \Omega) \).

The Neumann problem is

\[
\begin{cases}
-\text{div}(A^\varepsilon \nabla u^\varepsilon) + b^\varepsilon u^\varepsilon = f & \text{in } \Omega^*_\varepsilon, \\
A^\varepsilon u^\varepsilon \cdot n^\varepsilon = 0 & \text{on } \partial \Omega^*_\varepsilon \setminus \partial \widehat{S^*_\varepsilon}, \\
A^\varepsilon u^\varepsilon \cdot n^\varepsilon = g^\varepsilon & \text{on } \partial \widehat{S^*_\varepsilon},
\end{cases}
\] (5.2)

where the function \( b^\varepsilon \) is measurable, positive a.e. in \( \Omega \), essentially bounded as well as its inverse, and \( g^\varepsilon \) is given in \( L^2(\partial \widehat{S^*_\varepsilon}) \) (see notation (2.4)).

Remark 5.2. As far as we know, there is no homogenization result for Problem 5.2 if \( g^\varepsilon \) is defined on the whole of \( \partial S^*_\varepsilon \) and does not vanish outside of \( \partial \widehat{S^*_\varepsilon} \). This is mainly due to the lack of uniform bounds for solutions. In some papers, the holes in the zone \( \partial S^*_\varepsilon \setminus \partial \widehat{S^*_\varepsilon} \) (or in a similar boundary layer) are completely suppressed, in which case the unfolding approach works as easily (since all unfolded functions always vanish in this layer).

The variational formulation of (5.1) is

\[
\begin{cases}
\text{Find } u^\varepsilon \in H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon) \text{ such that} \\
\int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla v \, dx = \int_{\Omega^*_\varepsilon} f v \, dx + \int_{\partial S^*_\varepsilon \cap \Omega} g^\varepsilon v \, d\sigma(x), \\
\forall v \in H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon).
\end{cases}
\] (5.3)

The variational formulation of (5.2) is

\[
\begin{cases}
\text{Find } u^\varepsilon \in H^1(\Omega^*_\varepsilon) \text{ such that} \\
\int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla v \, dx + \int_{\Omega^*_\varepsilon} b^\varepsilon u^\varepsilon v \, dx = \int_{\Omega^*_\varepsilon} f v \, dx + \int_{\partial \widehat{S^*_\varepsilon}} g^\varepsilon v \, d\sigma(x), \\
\forall v \in H^1(\Omega^*_\varepsilon).
\end{cases}
\] (5.4)
A major difficulty when considering (5.3) and (5.4), is the strong dependence upon \( \varepsilon \) of the spaces \( H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon) \) and \( H^1(\Omega^*_\varepsilon) \).

**What kind of convergence can be expected for the sequence \( \{u_\varepsilon\}\)?**

One approach is to use uniformly bounded extension operators \( P_\varepsilon \) from \( H^1(\Omega^*_\varepsilon) \) to \( H^1(\Omega) \) (respectively from \( H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon) \) to \( H^1_0(\Omega) \)). The weak convergence of \( \{P_\varepsilon(u_\varepsilon)\} \) in the corresponding fixed space can then be proved. This is the case for sufficiently smooth holes not intersecting the boundary of \( \Omega \). Such extension operators are constructed on the unit cell under restrictive conditions on the normalized hole \( S \) (for this approach, we refer the reader to [4], [15], [16] and the references therein, [23], [5], [7], see also [18]). The choice of the cell \( Y \) can be critical. For example, Figure 4 shows two possible choices of unit cell, which differ only by the position of the cell with respect to the origin of \( \mathbb{R}^n \) (the hole \( S \) is the same in both cases). The problems are therefore identical. But for the one on the left, provided the hole is with Lipschitz boundary, one can construct such an extension operator. For the choice on the right no such extension operator can be constructed!

Without such extension operators, even if \( \|u_\varepsilon\|_{H^1(\Omega^*_\varepsilon)} \) is uniformly bounded, one cannot speak about “convergence” of \( u_\varepsilon \). For homogeneous Neumann condition on the boundary of the holes, a first attempt in this direction was made in [3] where the obtained convergence was the following: \( \|u_\varepsilon - u\|_{L^2(\Omega^*_\varepsilon)} \to 0 \) for the Dirichlet-Neumann problem (resp. \( \forall \omega \subset \subset \Omega, \|u_\varepsilon - u\|_{L^2(\omega \cap \Omega^*_\varepsilon)} \to 0 \)).

In contrast, in the unfolding method, the sequences \( \{T_\varepsilon^*(u_\varepsilon)\} \) and \( \{T_\varepsilon^*(\nabla u_\varepsilon)\} \) are bounded in the fixed spaces \( L^2(\Omega; H^1(Y^*)) \) and \( L^2(\Omega \times Y^*) \), thereby allowing the use of standard convergences. These convergences, in turn give information on the original sequences as well as corrector results (see (5.9) and (5.44)).

In the above variational formulations, the presence of integrals on the perforation boundaries requires the existence of traces on \( \partial S \) and is another difficulty because these boundaries vary wildly with \( \varepsilon \). This is overcome by the use of the boundary unfolding operator which rewrites them as integrals on the fixed set \( \Omega \times \partial S \). In the particular case of periodic boundary data of the form \( g_\varepsilon(x) = g(\{x/\varepsilon\}_Y) \) for some \( g \) in \( L^p(\partial S) \), this procedure was used in [13]-[14] (see also Remark 4.11).

In each problem, under strong convergence conditions on the data, we obtain a corrector result which is new in this context.

### 5.1 Homogenization of the Dirichlet-Neumann problem

When studying the asymptotic behavior of (5.1), the first point is to obtain a uniform bound for \( u_\varepsilon \) solution of (5.3). To do so, we first choose an extension of \( g_\varepsilon \) to \( \partial S_\varepsilon \cap \mathcal{V}_1(\Omega) \) (still using the notation \( g_\varepsilon \) for this extension).\(^2\) Then we choose \( u_\varepsilon \) as a test function in (5.3). From the resulting formula, making use of Proposition 4.9 and Theorem 3.9 (for

\(^2\)Actually, any extension in \( L^2(\partial S_\varepsilon \cap \mathcal{V}_1(\Omega)) \) will do. We usually choose either the periodic extension (if it is possible), or the extension by 0 . Recall that \( \mathcal{V}_1(\Omega) \) is the 1-neighborhood of \( \Omega \).
\[ p = 2 \), one can establish the uniform bound

\[ \| u_\varepsilon \|_{H^1(\Omega_\varepsilon)} \leq C \left( \| f \|_{L^2(\Omega_\varepsilon)} + \varepsilon^{1/2} \| g_\varepsilon \|_{L^2(\partial S_\varepsilon \cap \mathcal{V}_1(\Omega_\varepsilon))} + \frac{1}{\varepsilon} \| M_{\partial S}(T_\varepsilon^b(g_\varepsilon)) \|_{L^2(\mathcal{V}_1(\Omega_\varepsilon))} \right). \] (5.5)

In view of this estimate, the natural condition on the function \( g_\varepsilon \) is that

\[ \varepsilon^{1/2} \| g_\varepsilon \|_{L^2(\partial S_\varepsilon \cap \mathcal{V}_1(\Omega_\varepsilon))} + \frac{1}{\varepsilon} \| M_{\partial S}(T_\varepsilon^b(g_\varepsilon)) \|_{L^2(\mathcal{V}_1(\Omega_\varepsilon))} \text{ is uniformly bounded}, \] (5.6)

which gives a uniform bound for \( \| u_\varepsilon \|_{H^1(\Omega_\varepsilon)} \). We can now state the homogenization result.

**Theorem 5.3.** Let \( u_\varepsilon \) be the solution of problem (5.1). Suppose that

\[ T_\varepsilon^b(A^\varepsilon) \to A \quad \text{a.e. in } \Omega \times Y^* \text{ (or more generally, in measure in } \Omega \times Y^* \), \] (5.7)

for some matrix \( A = A(x, y) \) such that

\[ A = (a_{ij})_{1 \leq i, j \leq n} \in M(\alpha, \beta, \Omega \times Y^*). \]

Suppose furthermore that \( g_\varepsilon \) satisfies (5.6) and that there exist \( g \) in \( L^2(\Omega \times \partial S) \) and \( G \) in \( L^2(\Omega) \) satisfying

\[ T_\varepsilon^b(g_\varepsilon) \rightharpoonup g \quad \text{weakly in } L^2(\Omega \times \partial S), \]

\[ \frac{1}{\varepsilon} M_{\partial S}(T_\varepsilon^b(g_\varepsilon)) \rightharpoonup G \quad \text{weakly in } L^2(\Omega). \] (5.8)

Then, there exist \( u_0 \in H^1_0(\Omega) \) and \( \hat{u}_0 \in L^2(\Omega; H^1_{\text{per}}(Y^*)) \) such that

\[ (i) \quad \| u_\varepsilon - u_0 \|_{L^2(\Omega_\varepsilon)} \to 0, \]

\[ (ii) \quad T_\varepsilon^*(u_\varepsilon) \to u_0 \quad \text{strongly in } L^2(\Omega; H^1(Y^*)), \]

\[ (iii) \quad T_\varepsilon^*(\nabla u_\varepsilon) \rightharpoonup \nabla u_0 + \nabla_y \hat{u}_0 \quad \text{weakly in } L^2(\Omega \times Y^*), \] (5.9)

and the pair \((u_0, \hat{u}_0)\) is the unique solution of the problem

\[
\begin{aligned}
\left\{
\begin{array}{l}
\frac{1}{|Y|} \int_{\Omega \times Y_0} A(x, y) \left[ \nabla u_0(x) + \nabla_y \hat{u}_0(x, y) \right] \left[ \nabla \Psi(x) + \nabla_y \Phi(x, y) \right] \, dxdy \\
= \frac{|Y^*|}{|Y|} \int_{\Omega} f(x) \Psi(x) \, dx + \frac{|\partial S|}{|Y|} \int_{\Omega} M_{\partial S}(y, \mathcal{M}g)(x) \cdot \nabla \Psi(x) \, dx \\
+ \frac{|\partial S|}{|Y|} \int_{\Omega} G(x) \Psi(x) \, dx + \frac{1}{|Y|} \int_{\Omega \times \partial S} g(x, y) \Phi(x, y) \, dx \, d\sigma(y),
\end{array}
\right.
\end{aligned}
\] (5.10)

\[ \forall \Psi \in H^1_0(\Omega), \quad \forall \Phi \in L^2(\Omega; H^1_{\text{per}}(Y^*)). \]
Remark 5.4. As in the case of fixed domains (see [10]), every matrix field \( A \) belonging to \( M(\alpha, \beta, \Omega \times Y^*) \) can be approached (in the sense of (5.7)) by the sequence of matrices \( A^\varepsilon \) in \( M(\alpha, \beta, \Omega^*_\varepsilon) \) with \( A^\varepsilon \) defined as follows:

\[
A^\varepsilon = \begin{cases} 
U_\varepsilon(A) & \text{in } \hat{\Omega}^*_\varepsilon \\
\alpha I_n & \text{in } \Lambda^*_\varepsilon.
\end{cases}
\]

Proof of Theorem 5.3. First, note that problem (5.10) has a solution which is unique by direct application of the Lax-Milgram theorem in the space \( H^1_0(\Omega) \times L^2(\Omega; H^1_{\text{per}}(Y^*)/\mathbb{R}) \)

\( (H^1_{\text{per}}(Y^*)/\mathbb{R}) \) is identified with the closed subspace of \( H^1_{\text{per}}(Y^*) \) consisting of all its functions with mean value 0).

As seen above, (5.5) and (5.6) imply that \( \|u_\varepsilon\|_{H^1(\Omega^*_\varepsilon)} \) is uniformly bounded. Then, Theorems 3.12 and 3.13 imply convergences (5.9), at least for a subsequence. The uniqueness of the solution of the limit problem will eventually imply the convergence of the whole sequence.

Let \( \Psi \) and \( \varphi \) be in \( D(\Omega) \) and \( \psi = \psi(y) \) in \( H^1_{\text{per}}(Y^*) \) such that \( M_{Y^*}(\psi) = 0 \). We choose in (5.3) the test function \( v^\varepsilon = \Psi + \varepsilon \varphi \psi_\varepsilon \) where \( \psi_\varepsilon(x) = \psi\left(\frac{x}{\varepsilon}\right) \). Since

\[
\nabla v^\varepsilon = \nabla_x \Psi(x) + \varepsilon \psi_\varepsilon \nabla_x \varphi + \varphi(\nabla_y \psi) \left(\frac{\cdot}{\varepsilon}\right),
\]

by Proposition 2.8 (i),

\[
\mathcal{T}^*_{\varepsilon}(v^\varepsilon) \to \Psi \text{ strongly in } L^2(\Omega \times Y^*),
\]

(5.11)

\[
\mathcal{T}^*_{\varepsilon}(\varphi \psi_\varepsilon) \to \Phi \text{ strongly in } L^2(\Omega \times Y^*), \text{ with } \Phi(x, y) = \varphi(x) \psi(y),
\]

then, for \( \varepsilon \) small enough, Proposition 2.6 (i) and (5.9) allow passing to the limit to get

\[
\int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u_\varepsilon \nabla v^\varepsilon \, dx = \frac{1}{|Y|} \int_{\Omega \times Y^*} \mathcal{T}^*_{\varepsilon}(A^\varepsilon) \mathcal{T}^*_{\varepsilon}(\nabla u_\varepsilon) \mathcal{T}^*_{\varepsilon}(\nabla v^\varepsilon) \, dx \, dy
\]

\[
\to \frac{1}{|Y|} \int_{\Omega \times Y^*} A(x, y) \left[ \nabla u_0(x) + \nabla_y \hat{u}_0(x, y) \right] \left[ \nabla \Psi(x) + \phi(x) \nabla \psi(y) \right] \, dx \, dy,
\]

as well as

\[
\int_{\Omega^*_\varepsilon} f v^\varepsilon \, dx = \frac{1}{|Y|} \int_{\Omega \times Y^*} \mathcal{T}^*_{\varepsilon}(f) \mathcal{T}^*_{\varepsilon}(v^\varepsilon) \, dx \, dy \to \frac{|Y^*|}{|Y|} \int_{\Omega} f(x) \Psi(x) \, dx.
\]

For \( \varepsilon \) small enough, in view of the fact that the support of \( v^\varepsilon \) remains in a fixed compact subset of \( \Omega \), the surface integral in (5.3) takes the form

\[
\int_{\partial S^*_{\varepsilon} \Omega} g_\varepsilon v^\varepsilon \, d\sigma(x) = \int_{\partial S^*_{\varepsilon}} g_\varepsilon \Psi \, d\sigma(x) + \varepsilon \int_{\partial S^*_{\varepsilon}} g_\varepsilon \varphi \psi_\varepsilon \, d\sigma(x).
\]
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To pass to the limit here, we use the results of Section 6. In view of hypotheses (5.8) and convergences (5.11), we can apply Proposition 4.6 in the form of Remark 4.7, to the first integral in the right hand side to obtain

\[
\int_{\partial S} g \Psi d\sigma(x) \to \left| \partial S \right| \int_{\Omega} M_{\partial S}(y, g) \cdot \nabla \Psi \, dx \quad \text{in} \quad \Omega.
\]

(5.14)

For the second integral, Proposition 4.4 and (5.11) again give

\[
\varepsilon \int_{\partial S} g \varphi \psi d\sigma(x) \to \frac{1}{|Y|} \int_{\Omega} g(x) \varphi(x) \psi(y) \, dx \, d\sigma(y).
\]

(5.15)

Collecting (5.12), (5.13), (5.14) and (5.15), and due to the density of \( D(\Omega) \) in \( H^1_0(\Omega) \) and that of the tensor product \( D(\Omega) \otimes H^1_{\text{per}}(Y^*) \) in \( L^2(\Omega; H^1_{\text{per}}(Y^*)) \), we get the unfolded limit formulation (5.10).

We now turn to the “classical” formulation of the limit problem in terms of \( u_0 \) alone. We begin by expressing \( \hat{u}_0 \) in terms of \( u_0 \).

**Proposition 5.5.** The function \( \hat{u}_0 \) in Theorem 5.3 is given in terms of \( u_0 \) by

\[
\hat{u}_0(x, y) = \sum_{i=1}^{n} \frac{\partial u_0}{\partial x_i}(x) \chi_i(x, y) + \chi_0(x, y),
\]

(5.16)

where the corrector functions \( \chi_j \in L^\infty(\Omega; H^1_{\text{per}}(Y^*)) \) \((j = 1, \ldots, n)\), are, for a.e. \( x \) in \( \Omega \), the solutions of the cell problems

\[
\left\{ \begin{array}{l}
- \sum_{i,k=1}^{n} \frac{\partial}{\partial y_i} \left( a_{ik}(x,y) \left( \frac{\partial \chi_j(x,y)}{\partial y_k} - \delta_{jk} \right) \right) = 0 \quad \text{in} \quad Y^*, \\
\sum_{i,k=1}^{n} a_{ik}(x,y) \frac{\partial \chi_j(x,y)}{\partial y_k} - \delta_{jk} n_i = 0 \quad \text{on} \quad \partial S, \\
M_{Y^*}(\chi_j)(x, \cdot) = 0, \quad \chi_j(x, \cdot) \quad \text{\( Y \)-periodic,}
\end{array} \right.
\]

(5.17)

and \( \chi_0 \) is the solution of

\[
\left\{ \begin{array}{l}
- \sum_{i,k=1}^{n} \frac{\partial}{\partial y_i} \left( a_{ik}(x,y) \frac{\partial \chi_0(x,y)}{\partial y_k} \right) = 0 \quad \text{in} \quad Y^*, \\
\sum_{i,k=1}^{n} a_{ik}(x,y) \frac{\partial \chi_0(x,y)}{\partial y_k} n_i = g(x,y) \quad \text{on} \quad \partial S, \\
M_{Y^*}(\chi_0)(x, \cdot) = 0, \quad \chi_0(x, \cdot) \quad \text{\( Y \)-periodic.}
\end{array} \right.
\]

(5.18)
Proof. The proof is straightforward once the existence and uniqueness of the “correctors” $\chi_i$, $(i = 1, \ldots, n)$ and $\chi_0$, is shown. For all of them, this follows from the Lax-Milgram theorem. The case of system (5.18), which takes care of the non homogeneous Neumann boundary condition, requires special attention, since to apply the Lax-Milgram theorem a compatibility condition is needed. This condition is $\int_{\partial S} g(x, y) d\sigma(y) = 0$ for a.e. $x \in \Omega$, and it is satisfied due to convergences (5.8) and Remark 4.8.

The classical homogenization result for problems with holes is recovered here (without extension operators and with no condition that the holes do not intersect the outer boundary).

**Theorem 5.6.** The homogenized formulation associated with Theorem 7.3 is

$$
\begin{aligned}
-\text{div} (A^0 \nabla u_0) &= \frac{|Y^*|}{|Y|} f + \frac{|\partial S|}{|Y|} G - \frac{|\partial S|}{|Y|} \text{div} (\mathcal{M}_{\partial S}(y_M g)) \\
&+ \frac{|Y^*|}{|Y|} \text{div} \mathcal{M}_{Y^*}(A(x, \cdot) \nabla y_0(x, \cdot)) \quad \text{in } \Omega, \\
u_0 &= 0 \quad \text{on } \partial \Omega, \quad \text{where } \chi_0 \text{ is given by (5.18)}.
\end{aligned}
$$

(5.19)

The homogenized matrix $A^0 = (a^0_{ij})_{1 \leq i, j \leq n}$ is elliptic and defined by

$$
a^0_{ij} = \mathcal{M}_{Y^*}(a_{ij} - \sum_{k=1}^{n} a_{ik} \frac{\partial \chi_j}{\partial y_k}) = \mathcal{M}_{Y^*}(a_{ij}) - \mathcal{M}_{Y^*} \left( \sum_{k=1}^{n} a_{ik} \frac{\partial \chi_j}{\partial y_k} \right).
$$

(5.20)

where $\chi_j$ $(j = 1, \ldots, n)$ is defined by (5.17).

Proof. Inserting formula (5.16) into (5.10), and taking $\Phi = 0$ gives the result.

In the case of a periodic $g_{\varepsilon}$ (see Remark 4.11 for the notations), arising from $g$ in $L^2(\partial S)$, the two cases give different results. In case 1, $g = 0$, $G = \mathcal{M}_{\partial S}(g)$, so that $\chi_0 = 0$ and the limit problem is

$$
\begin{aligned}
-\text{div}(A^0 \nabla u_0) &= \frac{|Y^*|}{|Y|} f + \frac{|\partial S|}{|Y|} \mathcal{M}_{\partial S}(g) \quad \text{in } \Omega, \\
u_0 &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
$$

In case 2, $g = g$ and $G = 0$, so the limit problem is

$$
\begin{aligned}
-\text{div}(A^0 \nabla u_0) &= \frac{|Y^*|}{|Y|} f + \frac{|Y^*|}{|Y|} \text{div} \left( \mathcal{M}_{Y^*}(A(x, \cdot) \nabla y_0(x, \cdot)) \right) \quad \text{in } \Omega, \\
u_0 &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

with $\chi_0$ given by (5.18) associated with $g$.

One can remark that in the latter case, if $A$ does not depend on $x$, $\chi_0$ itself is independent of $x$. Then, the second term in the right-hand side of the homogenized problem vanishes and $g$ does not contribute to the limit problem, i.e. the limit equation is the same as that of the homogeneous Dirichlet-Neumann case.
5.2 Convergence of the energy and correctors for the Dirichlet-Neumann problem

Actually, a convergence result stronger than (5.9) (iii) holds for the sequences of solutions \(\{u_\varepsilon\}\) of problem (5.1), under stronger assumptions on the data. It is based on the convergence of the energy for this problem.

**Proposition 5.7.** Assume that hypotheses of Theorem 5.3 are satisfied. Moreover, assume that the convergences in (5.8) are strong, i.e.,

\[
\mathcal{T}_\varepsilon^b(g_\varepsilon) \to g \quad \text{strongly in } L^2(\Omega \times \partial S),
\]

\[
1/\varepsilon \mathcal{M}_{\partial S}(\mathcal{T}_\varepsilon^b(g_\varepsilon)) \to G \quad \text{strongly in } L^2(\mathcal{V}_1(\Omega)).
\]

Then

\[
\lim_{\varepsilon \to 0} \int_{\Omega^*} A^* \nabla u_\varepsilon \nabla u_\varepsilon \, dx = \frac{1}{|Y|} \int_{\Omega \times \partial S^*} A[\nabla u_0 + \nabla_y \hat{u}_0] \left[ \nabla u_0 + \nabla_y \hat{u}_0 \right] \, dx \, dy
\]

and the following strong convergence holds:

\[
\mathcal{T}_\varepsilon^*(\nabla u_\varepsilon) \to \nabla u_0 + \nabla_y \hat{u}_0 \quad \text{strongly in } L^2(\Omega \times Y^*).\]

Moreover,

\[
\lim_{\varepsilon \to 0} \int_{\Lambda^*_\varepsilon} |\nabla u_\varepsilon|^2 \, dx = 0.
\]

To prove this proposition, we will make use of the following classical result:

**Lemma 5.8.** Let \(\{D_\varepsilon\}\) be a sequence of \(n \times n\) matrix fields in \(M(\alpha, \beta, \mathcal{O})\) for some open set \(\mathcal{O}\), such that \(D_\varepsilon \to D\) a.e. on \(\mathcal{O}\) (or more generally, in measure in \(\mathcal{O}\)). If the sequence \(\{\zeta_\varepsilon\}\) converges weakly to \(\zeta\) in \(L^2(\mathcal{O})^n\), then

\[
\liminf_{\varepsilon \to 0} \int_{\mathcal{O}} D_\varepsilon \zeta_\varepsilon \cdot \zeta_\varepsilon \, dx \geq \int_{\mathcal{O}} D \zeta \cdot \zeta \, dx.
\]

Furthermore, if

\[
\limsup_{\varepsilon \to 0} \int_{\mathcal{O}} D_\varepsilon \zeta_\varepsilon \cdot \zeta_\varepsilon \, dx \leq \int_{\mathcal{O}} D \zeta \cdot \zeta \, dx,
\]

then

\[
\int_{\mathcal{O}} D \zeta \cdot \zeta \, dx = \lim_{\varepsilon \to 0} \int_{\mathcal{O}} D_\varepsilon \zeta_\varepsilon \cdot \zeta_\varepsilon \, dx \quad \text{and} \quad \zeta_\varepsilon \to \zeta \quad \text{strongly in } L^2(\mathcal{O})^n.
\]
Proof of Proposition 5.7. By Proposition 2.6 (i) and the ellipticity of \( A^\varepsilon \),
\[
\int_{\Omega \times Y^*} T^*_\varepsilon(A^\varepsilon) T^*_\varepsilon(\nabla u^\varepsilon) T^*_\varepsilon(\nabla u^\varepsilon) \, dy \, dx = \int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla u^\varepsilon \, dx - \int_{\Lambda^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla u^\varepsilon \, dx
\leq \int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla u^\varepsilon \, dx.
\tag{5.28}
\]
Going back to (5.3), this gives successively
\[
\limsup_{\varepsilon \to 0} \frac{1}{|Y|} \int_{\Omega \times Y^*} T^*_\varepsilon(A^\varepsilon) T^*_\varepsilon(\nabla u^\varepsilon) T^*_\varepsilon(\nabla u^\varepsilon) \, dy \, dx \leq \limsup_{\varepsilon \to 0} \int_{\Omega^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla u^\varepsilon \, dx
= \limsup_{\varepsilon \to 0} \left( \int_{\Omega^*_\varepsilon} f u^\varepsilon \, dx + \int_{\partial S \cap \Omega} g^\varepsilon u^\varepsilon \, d\sigma(x) \right).
\]
But, by the three convergences of (5.9) together with formula (4.15) of Proposition 4.10, it follows that
\[
\int_{\Omega^*_\varepsilon} f u^\varepsilon \, dx \to \frac{|Y^*|}{|Y|} \int_{\Omega} f u_0 \, dx,
\]
while
\[
\int_{\partial S \cap \Omega} g^\varepsilon u^\varepsilon \, d\sigma(x) \to \frac{|\partial S|}{|Y|} \int_{\Omega} M_{\partial S}(y_M g) \cdot \nabla u_0 \, dx + \int_{\Omega \times \partial S} \tilde{u}_0 \, g \, dx d\sigma(y).
\]
Confronting this with (5.10) where \( \Psi = u_0 \) and \( \Phi = \tilde{u}_0 \), proves (5.22). Applying Lemma 5.8 with \( D^\varepsilon = T^*_\varepsilon(A^\varepsilon) \), \( \zeta^\varepsilon = T^*_\varepsilon(\nabla u^\varepsilon) \), yields convergences (5.22) and (5.23). Now, using (5.28) again, gives
\[
\lim_{\varepsilon \to 0} \int_{\Lambda^*_\varepsilon} A^\varepsilon \nabla u^\varepsilon \nabla u^\varepsilon \, dx = 0,
\]
hence (5.24) by ellipticity.

We can now address the question of correctors. In the case where \( A^\varepsilon(x) = A\left(\frac{x}{\varepsilon}\right) \), by using extension operators and under the hypothesis that the holes do not intersect \( \partial \Omega \), the following corrector result was proved in [19] (Corollary 2.2):
\[
\| \nabla u^\varepsilon - \nabla u_0 - \sum_{i=1}^n \frac{\partial u_0}{\partial x_i} \nabla_y \chi_i \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) \|_{L^1(\Omega^*_\varepsilon)} \to 0.
\tag{5.29}
\]
Using the unfolding method, we now give a general corrector result, of which convergence (5.29) is a simple corollary. As in the case of fixed domains (cf. [10]), this corrector result is a direct consequence of the strong convergence (5.23).
Theorem 5.9. Under the hypotheses of Proposition 5.7, as $\varepsilon \to 0$, the following strong convergence holds:

$$\|\nabla u_\varepsilon - \nabla u_0 - \sum_{i=1}^{n} \mathcal{U}_\varepsilon \left( \frac{\partial u_0}{\partial x_i} \right) \mathcal{U}_\varepsilon^* (\nabla_y \chi_i) - \mathcal{U}_\varepsilon^* (\nabla_y \chi_0) \|_{L^2(\Omega^*_\varepsilon)} \to 0.$$  

(5.30)

In the case where the matrix field $A$ does not depend on $x$, the following corrector result holds:

$$\|u_\varepsilon - u_0 - \varepsilon \sum_{i=1}^{n} Q_\varepsilon \left( \frac{\partial u_0}{\partial x_i} \right) \chi_i \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) - \varepsilon \chi_0 \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) \|_{H^1(\Omega^*_\varepsilon)} \to 0.$$  

(5.31)

Proof. By construction, for $i = 1, \ldots, n$, the function $\chi_i$ belongs to $L^\infty(\Omega; H^1(Y^*))$. Due to convergences (5.24) and (5.23), Proposition 2.13 (iv) gives

$$\|\nabla u_\varepsilon - \mathcal{U}_\varepsilon^* (\nabla u_0 + \nabla_y \tilde{u}_0) \|_{L^2(\Omega^*_\varepsilon)} \to 0.$$  

(5.32)

By Proposition 2.11 and (5.16) this implies

$$\|\nabla u_\varepsilon - \nabla u_0 - \sum_{i=1}^{n} \mathcal{U}_\varepsilon \left( \frac{\partial u_0}{\partial x_i} \right) \nabla_y \chi_i - \mathcal{U}_\varepsilon^* (\nabla_y \chi_0) \|_{L^2(\Omega^*_\varepsilon)} \to 0,$$  

(5.33)

hence (5.30) follows directly from formula (2.11) and Proposition 1.7 (here, $\nabla_y \chi_i$ is extended by 0 in $\Omega \times S$).

Convergence (5.31) is a consequence of (5.30), and of multiple applications of the following lemma with $\alpha = 1$, $\frac{\partial u_0}{\partial x_i}$ (extended by 0 outside $\Omega$), $\beta = \chi_i$ and $\beta = \nabla_y \chi_i$ (both extended by 0 in the holes).

Lemma 5.10. There is a constant $C$ such that, for $\alpha$ in $L^2(\mathbb{R}^n)$ and $\beta$ in $L^2(Y)$,

$$\left\| Q_\varepsilon (\alpha) \beta \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) \right\|_{L^2(\mathbb{R}^n)} \leq C \|\alpha\|_{L^2(\mathbb{R}^n)} \|\beta\|_{L^2(Y)},$$  

(5.34)

and moreover,

$$\left\| \mathcal{U}_\varepsilon (\alpha) \beta \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) - Q_\varepsilon (\alpha) \beta \left( \left\{ \frac{\cdot}{\varepsilon} \right\}_Y \right) \right\|_{L^2(\mathbb{R}^n)} \to 0.$$  

(5.35)

Proof. For the proof of (5.34), we refer the reader to [21]. Convergence (5.35) follows from (5.10) and from Propositions 1.6 (iv) and 1.7 using the strong convergence of $Q_\varepsilon (\alpha)$ to $\alpha$ in $L^2(\mathbb{R}^n)$ (see [10]).
5.3 Homogenization of the Neumann problem

To homogenize the Neumann problem (5.2), the same method applies. We state the results without detailing the proofs. The condition on \( b_\varepsilon \) is the following:

\[
\begin{cases}
\text{There are two positive constants } c_0 \text{ and } C_0 \text{ and } b \in L^\infty(\Omega \times Y^*) \text{ such that,} \\
c_0 \leq b_\varepsilon(x) \leq C_0 \text{ a.e. } x \in \Omega_\varepsilon^* \text{ and } T_\varepsilon^*(b_\varepsilon) \to b \text{ in measure (or a.e.) in } \Omega \times Y^*.
\end{cases}
\] (5.36)

By Corollary 2.15, the last condition of (5.36) is equivalent to

\[\|b_\varepsilon - b\|_{L^p(\hat{\Omega}_\varepsilon^*)} \to 0 \text{ for some (or every!) } p \in [1, \infty).\]

Theorem 5.11. (Unfolded formulation for (5.2)). Let \( u_\varepsilon \) be the solution of the problem (5.4). Assume that (5.7), (5.8) and (5.36) hold. Assume furthermore that \( g_\varepsilon \) vanishes outside of \( \hat{\partial S}_\varepsilon \). Then, there exist \( u \in H^1(\Omega) \) and \( \hat{u} \in L^2(\Omega; H^1_{per}(Y^*)) \), such that

\[\begin{align}
&(i) \quad T_\varepsilon^*(u_\varepsilon) \text{ converges to } u \text{ weakly in } L^2(\Omega; H^1(Y^*)) \text{ and strongly in } L^2_{loc}(\Omega; H^1(Y^*)) \\
&(ii) \quad T_\varepsilon^*(\nabla u_\varepsilon) \to \nabla u + \nabla_y \hat{u} \text{ weakly in } L^2(\Omega \times Y^*),
\end{align}\] (5.37)

and the pair \((u, \hat{u})\) is the unique solution of the problem

\[\begin{align}
u \in H^1(\Omega), \quad \hat{u} \in L^2(\Omega; H^1_{per}(Y^*)) \quad &\text{with } \mathcal{M}_{Y^*}(\hat{u}) = 0 \text{ for a.e. } x \in \Omega, \\
\frac{1}{|Y|} \int_{\Omega \times Y^*} A(x,y) [\nabla u(x) + \nabla_y \hat{u}(x,y)] [\nabla \Psi(x) + \nabla_y \Phi(x,y)] \, dx \, dy + &\frac{|Y^*|}{|Y|} \int_{\Omega} \mathcal{M}_{Y^*}(b)(x) u(x) \Psi(x) \, dx \, dy \\
= \frac{|Y^*|}{|Y|} \int_{\Omega} f(x) \Psi(x) \, dx + &\frac{|\partial S|}{|Y|} \int_{\Omega} \mathcal{M}_{\partial S}(y,M)(x) \cdot \nabla \Psi(x) \, dx \\
+ &\frac{|\partial S|}{|Y|} \int_{\Omega \times \partial S} G(x) \Psi(x) \, dx + \frac{1}{|Y|} \int_{\Omega \times \partial S} g(x,y) \Phi(x,y) \, dx \, d\sigma(y),
\end{align}\] (5.38)

\[\forall \Psi \in H^1(\Omega), \forall \Phi \in L^2(\Omega; H^1_{per}(Y^*)).\]

Proof. The a priori estimate

\[\|u_\varepsilon\|_{H^1(\hat{\Omega}_\varepsilon^*)} \leq C,\] (5.39)

follows directly from the variational formulation (5.4) and Proposition 4.3. The remainder of the proof is the exact analog of the proof of Theorem 5.3, making use of Theorem 3.12 instead of Theorem 3.13.

The next results are the equivalent of Proposition 5.5 and Theorem 5.6 (with obvious modifications in the proofs).
Proposition 5.12. The function $\hat{u}$ in Theorem 5.11 is given in terms of $u$ by

$$\hat{u}(x, y) = \sum_{i=1}^{n} \frac{\partial u}{\partial x_i}(x) \chi_i(x, y) + \chi_0,$$

where the corrector functions $\chi_j$, ($j = 0, \ldots, n$) are given, as before, by (5.17) and (5.18).

Theorem 5.13. (Standard homogenization for Neumann problem). Let $u_\varepsilon$ be the solution of problem (5.4) and suppose that the hypotheses of Theorem 5.11 are satisfied. Then $u$ is the solution in $H^1(\Omega)$ of the homogenized problem

$$\begin{cases}
-\text{div} (A^0 \nabla u) + \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(b) u = \frac{|Y^*|}{|Y|} f - \text{div} \mathcal{G} & \text{in } \Omega, \\
A^0 \nabla u \cdot n = G \cdot n & \text{on } \partial \Omega,
\end{cases}$$

where

$$\mathcal{G}(x) \doteq \frac{|\partial S|}{|Y|} (G + \mathcal{M}_{\partial S}(y \mathcal{M}g)(x)) - \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(A(x, \cdot) \nabla_y \chi_0(x, \cdot)) \text{ in } \Omega.$$

The matrix field $A^0$ is the same as that defined in Theorem 5.6.

Remark 5.14. In this problem, a strange phenomenon occurs: the non homogeneous Neumann conditions on the boundary of the holes inside $\hat{\Omega}_\varepsilon$ (actually supported inside $\hat{\Omega}_\varepsilon$) contribute to a non homogeneous Neumann condition on the outer boundary $\partial \Omega$ in the limit problem through the term $\mathcal{G}$. This phenomenon was also observed in the context of $\Gamma$-convergence in [6].

In the case of periodic $a_\varepsilon$ derived from $g$ be in $L^2(\partial S)$, the two cases of Remark 4.11 give different results.

In case 3, the limit problem is (since $g = 0$, $\chi_0 = 0$ so $\mathcal{G} = 0$)

$$\begin{cases}
-\text{div} (A^0 \nabla u) + \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(b) u = \frac{|Y^*|}{|Y|} f & \text{in } \Omega, \\
A^0 \nabla u \cdot n = 0 & \text{on } \partial \Omega.
\end{cases}$$

In case 4 of Remark 4.11, the limit problem is

$$\begin{cases}
-\text{div} (A^0 \nabla u) + \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(b) u = \frac{|Y^*|}{|Y|} f - \text{div} \mathcal{G} & \text{in } \Omega, \\
A^0 \nabla u \cdot n = \mathcal{G} \cdot n & \text{on } \partial \Omega,
\end{cases}$$

with $\mathcal{G}(x) \doteq \frac{|\partial S|}{|Y|} \mathcal{M}_{\partial S}(y \mathcal{M}g)(x) - \frac{|Y^*|}{|Y|} \mathcal{M}_{Y^*}(A(x, \cdot) \nabla_y \chi_0(x, \cdot))$ in $\Omega$.

In this last case, the holes induce a non homogeneous Neumann condition at the limit.
5.3.1 Convergence of the energy and correctors for the Neumann case

The following result is the equivalent of Proposition 5.7.

**Proposition 5.15.** (Convergence of the energy for problem (5.4)). Assume also that
\[ T_b^\varepsilon(g_\varepsilon) \to g \] strongly in \( L^2(\Omega \times \partial S) \),
\[ \frac{1}{\varepsilon} \mathcal{M}_{\partial S}(T_b^\varepsilon(g_\varepsilon)) \to G \] strongly in \( L^2(\Omega) \).

Then
\[
\lim_{\varepsilon \to 0} \int_{\Omega^*_\varepsilon} \left( A^\varepsilon \nabla u_\varepsilon \nabla u_\varepsilon + b_\varepsilon u_\varepsilon^2 \right) dx = \frac{1}{|Y|} \int_{\Omega \times Y^*} A \left[ \nabla u + \nabla \tilde{u} \right] \left[ \nabla u + \nabla \tilde{u} \right] ds
\]
\[
+ \frac{|Y^*|}{|Y|} \int_{\Omega} \mathcal{M}_{Y^*}(b) u^2 dx,
\]
and
\[
\lim_{\varepsilon \to 0} \left( \int_{\Lambda^*_\varepsilon} |\nabla u_\varepsilon|^2 dx + \int_{\Lambda^*_\varepsilon} u_\varepsilon^2 dx \right) = 0.
\]

Moreover, one has the following convergences:
\[ T^*_\varepsilon(u_\varepsilon) \to u \] strongly in \( L^2(\Omega \times Y^*) \),
\[ T^*_\varepsilon(\nabla u_\varepsilon) \to \nabla u + \nabla \tilde{u} \] strongly in \( L^2(\Omega \times Y^*) \).

**Proof.** The proof of (5.41) is similar to that in Proposition 5.7. For that of (5.43) and (5.42), Lemma 5.8 is applied to the \((n+1) \times (n+1)\) matrix \( D_\varepsilon \) and the \( n+1 \) vector \( \xi_\varepsilon \):
\[
D_\varepsilon = \begin{pmatrix}
0 & \cdots & 0 \\
\mathcal{T}^*_\varepsilon(A^\varepsilon) & \cdots & \mathcal{T}^*_\varepsilon(b_\varepsilon) \\
0 & \cdots & 0
\end{pmatrix}, \quad \xi_\varepsilon = \begin{pmatrix}
\mathcal{T}^*_\varepsilon\left( \frac{\partial u_\varepsilon}{x_1} \right) \\
\vdots \\
\mathcal{T}^*_\varepsilon\left( \frac{\partial u_\varepsilon}{x_n} \right) \\
\mathcal{T}^*_\varepsilon(u_\varepsilon)
\end{pmatrix}.
\]

As a consequence, we have

**Theorem 5.16.** As \( \varepsilon \to 0 \),

(i) \( \| u_\varepsilon - u \|_{L^2(\Omega)} \to 0 \),

(ii) \( \| \nabla u_\varepsilon - \nabla u_0 \|_{L^2(\Omega)} + \sum_{i=1}^n \mathcal{U}_\varepsilon \left( \frac{\partial u_0}{\partial x_i} \right) \mathcal{U}^*_\varepsilon(\nabla y \chi_i) - \mathcal{U}^*_\varepsilon(\nabla \chi_i) \|_{L^2(\Omega)} \to 0 \).
In the case where the matrix field $A$ does not depend on $x$, the following corrector result holds:

$$\|u_\varepsilon - u_0 - \varepsilon \sum_{i=1}^{n} Q_\varepsilon \left( \frac{\partial u_0}{\partial x_i} \right) \chi_i \left( \left\{ \frac{x}{\varepsilon} \right\}_Y \right) - \varepsilon \chi_0 \left( \left\{ \frac{x}{\varepsilon} \right\}_Y \right) \|_{H^1(\Omega^*_\varepsilon)} \to 0.$$ 

Proof. Convergence (i) follows from Corollary 2.15, (5.42) and (5.43). The proof of the other convergences is the same as that of Proposition 5.9. \qed

5.4 Multiscales domains mixing composites and perforations

As shown in [10], the periodic unfolding method is particularly well-adapted to multiscales problems (as compared to the use of two-scale convergence in [1], where the scales have to be well-separated). The unfolding methods for fixed domains and for perforated domains, can be combined to consider mixed situations.

Let $Y^*$ be a subset of $Y$ for which Hypothesis $(H_p)$ (see Section 3.2.1) is satisfied, see Subsection 3.2.1. Let $Y_2$ be given an open subset of $Y^*$ with Lipschitz boundary and denote $Y^* \setminus Y_2$ by $Y_1$. Let $Z$ be another periodicity cell, and $\varepsilon, \delta$ be two small parameters.

For $x$ in $(\mathbb{R}^n)^*_\varepsilon$, set $A^\varepsilon_\delta$ be a matrix field defined by

$$A^\varepsilon_\delta(x) = \begin{cases} A_1 \left( \left\{ \frac{x}{\varepsilon} \right\}_Y \right) & \text{for } \left\{ \frac{x}{\varepsilon} \right\}_Y \in Y_1, \\ A_2 \left( \left\{ \frac{x}{\varepsilon} \right\}_Z \right) & \text{for } \left\{ \frac{x}{\varepsilon} \right\}_Y \in Y_2, \end{cases}$$

where $A_1$ is in $M(\alpha, \beta, Y_1)$ and $A_2$ in $M(\alpha, \beta, Z)$.

With the notation from Section 3, the perforated domain $\Omega^*_\varepsilon$ (see Figure 8) is defined by (2.3), i.e., $\Omega^*_\varepsilon = \Omega \setminus S_\varepsilon$, where $S_\varepsilon = \bigcup_{\xi \in G} \varepsilon (\xi + B)$. So, $\Omega^*_\varepsilon$ has $\varepsilon$–periodic holes (the set $S_\varepsilon$) and an $\varepsilon$–periodic set of a composite material corresponding to the set $Y^*_{2,\varepsilon} = \bigcup_{\xi \in G} \varepsilon (\xi + Y_2)$.
Consider now the problem
\[
\int_{\Omega^*_\varepsilon} A^{\varepsilon} \nabla u^{\varepsilon \delta} \nabla v \, dx = \int_{\Omega^*_\varepsilon} f \, v \, dx, \quad \forall v \in H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon),
\]
where \(f\) in \(L^2(\Omega)\). By the Lax-Milgram theorem, one has existence and uniqueness of \(u^{\varepsilon \delta}\) in \(H^1_0(\Omega^*_\varepsilon; \partial \Omega \cap \partial \Omega^*_\varepsilon)\) satisfying the estimate
\[
\| u^{\varepsilon \delta} \|_{H^1(\Omega^*_\varepsilon)} \leq \frac{1}{\alpha} \| f \|_{L^2(\Omega)}.
\]

Unfolding at the scale \(\varepsilon\) as in Section 5, we have convergences (3.33) for some \(\hat{u}\) in \(L^2(\Omega; H^1_{per}(Y^*))\), i.e.,
\[
\mathcal{T}_\varepsilon(\varepsilon u^{\varepsilon \delta}) \rightharpoonup u_0 \quad \text{strongly in } L^2(\Omega; H^1(Y^*)),
\]
\[
\mathcal{T}_\varepsilon(\nabla u^{\varepsilon \delta}) \rightharpoonup \nabla u_0 + \nabla_y \hat{u} \quad \text{weakly in } L^2(\Omega \times Y^*).
\]

At this level, we do not see the oscillations at the scale \(\varepsilon \delta\). To capture them, we unfold at the scale \(\delta\), as in [10], Section 7. To do so, consider the restrictions to the set \(\Omega \times Y_2\) defined by
\[
v_{\varepsilon \delta}(x, y) = \frac{1}{\varepsilon} \mathcal{T}_\varepsilon(\mathcal{R}_{\varepsilon}(u^{\varepsilon \delta}))|_{\Omega \times Y_2}.
\]
It is immediate that (up to a subsequence)
\[
v_{\varepsilon \delta} \rightharpoonup \tilde{u}|_{\Omega \times Y_2} \quad \text{weakly in } L^2(\Omega; H^1(Y_2)).
\]
We now apply to \(v_{\varepsilon \delta}\) the unfolding operator \(\mathcal{T}_\delta^y\) for the variable \(y\), defined by
\[
\mathcal{T}_\delta^y(v_{\varepsilon \delta})(x, y, z) = v_{\varepsilon \delta}(x, \delta \left[\begin{array}{c} y \\ \delta \end{array}\right] Z + \delta z) \quad \text{for } x \in \Omega, \ y \in Y_2 \text{ and } z \in Z,
\]
adding so the new variable \(z\).

Obviously, all the estimates and weak convergence properties which were shown for the original unfolding \(\mathcal{T}_\varepsilon\) still hold for \(\mathcal{T}_\delta^y\) with \(x\) being a mere parameter. Therefore, by simply adapting Theorems 1.3 and 1.4 one has the convergences
\[
\mathcal{T}_\delta^y(\nabla_y v_{\varepsilon \delta}) \rightharpoonup \nabla_y \hat{u} + \nabla_z \hat{u}_1 \quad \text{weakly in } L^2(\Omega \times Y_2 \times Z),
\]
\[
\mathcal{T}_\delta^y \left( \mathcal{T}_\varepsilon(\nabla u^{\varepsilon \delta}) \right) \rightharpoonup \nabla u_0 + \nabla_y \hat{u} + \nabla_z \hat{u}_1 \quad \text{weakly in } L^2(\Omega \times Y_2 \times Z),
\]
for some \(\hat{u}_1\) in \(L^2(\Omega \times Y_2; H^1_{per}(Z))\).

In summary, we have the following homogenization result for problem (5.45):
Theorem 5.17. The functions

\[ u_0 \in H_1^1(\Omega), \quad \hat{u} \in L^2(\Omega; H_{per}^1(Y^*)/\mathbb{R}), \quad \hat{u}_1 \in L^2(\Omega \times Y_2; H_{per}^1(Z)/\mathbb{R}), \]

are the unique solutions of the variational problem

\[
\begin{aligned}
\frac{1}{|Y||Z|} \int_{\Omega} \int_{Y_2} \int_{Z} A_2(z) \left\{ \nabla u_0 + \nabla_y \hat{u} + \nabla_z \hat{u}_1 \right\} \left\{ \nabla \Psi + \nabla_y \Phi + \nabla_z \Theta \right\} dx \, dy \, dz \\
+ \frac{1}{|Y|} \int_{\Omega} \int_{Y_1} A_1(y) \left\{ \nabla u_0 + \nabla_y \hat{u} \right\} \left\{ \nabla \Psi + \nabla_y \Phi \right\} dx \, dy = \frac{|Y^*|}{|Y|} \int_{\Omega} f \, \Psi \, dx,
\end{aligned}
\]

\[ \forall \Psi \in H_0^1(\Omega), \quad \forall \Phi \in L^2(\Omega; H_{per}^1(Y^*)/\mathbb{R}), \quad \forall \Theta \in L^2(\Omega \times Y_2; H_{per}^1(Z)/\mathbb{R}). \]

For the proof, one introduces test functions of the form

\[ \Psi(x) + \varepsilon \Psi_1(x) \Phi_1 \left( \frac{x}{\varepsilon} \right) + \varepsilon \delta \Psi_2(x) \Phi_2 \left( \left\{ \frac{x}{\varepsilon} \right\} Y_1 \right) \Theta_2 \left( \frac{1}{\delta} \left\{ \frac{x}{\varepsilon} \right\} Y \right), \]

where \( \Psi, \Psi_1, \Psi_2 \) are in \( D(\Omega) \), \( \Phi_1 \) in \( H_{per}^1(Y^*) \), \( \Phi_2 \) in \( D(Y_1) \) and \( \Theta_2 \) in \( H_{per}^1(Z) \), and proceed as in the preceding section.

Proposition 5.17 extends without any difficulty to the multiscale case.

Proposition 5.18. The convergence for the energy holds true,

\[
\lim_{\varepsilon, \delta \to 0} \int_{\Omega^*} A^\varepsilon \nabla u_{\varepsilon \delta} \nabla u_{\varepsilon \delta} \, dx
\]

\[ = \frac{1}{|Y||Z|} \int_{\Omega} \int_{Y_2} \int_{Z} A_2(z) \left\{ \nabla u_0 + \nabla_y \hat{u} + \nabla_z \hat{u}_1 \right\} \left\{ \nabla \Psi + \nabla_y \Phi + \nabla_z \Theta \right\} dx \, dy \, dz \\
+ \frac{1}{|Y|} \int_{\Omega} \int_{Y_1} A_1(y) \left\{ \nabla u_0 + \nabla_y \hat{u} \right\} \left\{ \nabla \Psi + \nabla_y \Phi \right\} dx \, dy.
\]

Moreover, one has the following strong convergences:

\[ \mathcal{T}_\varepsilon^* (\nabla u_{\varepsilon \delta}) \to \nabla u_0 + \nabla_y \hat{u} \quad \text{strongly in} \ L^2(\Omega \times Y_1), \]

\[ \mathcal{T}_\delta^y \left( \mathcal{T}_\varepsilon^* (\nabla u_{\varepsilon \delta}) \right) \to \nabla u_0 + \nabla_y \hat{u} + \nabla_z \hat{u}_1 \quad \text{strongly in} \ L^2(\Omega \times Y_2 \times Z). \]

Remark 5.19. In the previous situation \( Z \) can be replaced by a perforated subset \( Z^* \), leading to two levels of perforations in the domain \( \Omega \). In Theorem 5.17, supposing that \( Z^* \) also satisfies hypothesis (H2), \( \hat{u}_1 \) and \( \Theta \) belong to \( L^2(\Omega \times Y_2, H_{per}^1(Z^*)/\mathbb{R}) \) while in the first integral, \( Z \) is replaced by \( Z^* \).

Remark 5.20. Theorem 5.17 can be extended to the case of any finite number of distinct scales, by a simple reiteration process.
An example of application of Theorem 5.17 is the case of a reticulated structure with all vertical bars made from a composite material (see Figures 9 and 10).

![Figure 9. The reticulated structure](image)

In this example, the periodicity cell $Y^*$ is the union of $Y_1$, the set of horizontal bars, and $Y_2$, the set of vertical bars, so that $Y_1 \cap Y_2 = \emptyset$ and $Y^* = \overline{Y}_1 \cup \overline{Y}_2$.

![Figure 10. The periodicity cell $Y^*$](image)

6 Appendix: The macro-micro operators $Q^*_\varepsilon$ and $R^*_\varepsilon$

when the reference cell $Y$ is not a parallelotop

In this Appendix, just as in Subsection 3.2.2, the macro approximation at the points of $\Xi_\varepsilon$ is constructed by an average and is then extended by $Q_1$-interpolation in the parallelotops $\varepsilon(\xi + P), \xi \in \Xi_\varepsilon^Y$. Consequently, the macro-approximation is naturally defined on the set

$$\hat{\Omega}_\varepsilon^P = \text{interior} \left\{ \bigcup_{\xi \in \Xi_\varepsilon^Y} \varepsilon(\xi + P) \right\},$$

(6.1)

where $P$ was introduced in (2.2) and $\Xi_\varepsilon^Y$ in (3.4). Note that $\hat{\Omega}_\varepsilon^P$ is not necessarily included in $\Omega$ (for example, this can occur if $Y$ is offset with respect to $P$).
**Definition 6.1.** The operator $Q^*_\varepsilon : L^p(\Omega^*_\varepsilon) \mapsto W^{1,\infty}(\tilde{\Omega}^P_\varepsilon)$, for $p \in [1, +\infty]$, is defined as follows

$$Q^*_\varepsilon(\phi)(\varepsilon \xi) = \frac{1}{|Y^*|} \int_{Y^*} \phi(\varepsilon \xi + \varepsilon z) \, dz = M_{\varepsilon \xi + \varepsilon Y^*}(\phi) \quad \text{for all} \ \xi \ \text{in} \ \Xi^Y_\varepsilon + K,$$

and for every $x \in \tilde{\Omega}^P_\varepsilon$,

$$\begin{cases} Q^*_\varepsilon(\phi)(x) \text{ is the } Q_1 \text{-interpolate of the values of } Q^*_\varepsilon(\phi) \text{ at the vertices} \\
\text{of the parallelo top } \varepsilon \left[ \frac{x}{\varepsilon} \right]_{Y^*} + \varepsilon P. \end{cases} \quad (6.2)$$

We can easily check that the results given in Propositions 3.6 and 3.7 are still valid replacing $\tilde{\Omega}^P_\varepsilon$ by $\tilde{\Omega}^P_\varepsilon$.

However, the remainder $R^*_\varepsilon(\phi) = \phi - Q^*_\varepsilon(\phi)$ is now defined only on $\Omega^*_\varepsilon \cap \tilde{\Omega}^P_\varepsilon$.

To go further, we need to estimate the $L^p$-norm of $R^*_\varepsilon(\phi)$ only in terms of the gradient of $\phi$. But this is not always possible on $\Omega^*_\varepsilon \cap \tilde{\Omega}^P_\varepsilon$ (since this set is not always a union of cells of the type $\varepsilon(\xi + Y^*)$). We are therefore led to consider a subset of $\Omega^*_\varepsilon \cap \tilde{\Omega}^P_\varepsilon$ defined as a union of cells of the type $\varepsilon(\xi + Y^*)$ included in $\Omega^*_\varepsilon$. Since this subset will play the same role as $\tilde{\Omega}^{**}_\varepsilon$ in the previous case (see (3.22)), we will still denote it $\tilde{\Omega}^{**}_\varepsilon$.

To give its new definition, we use the facts that the parallelo top $P$ satisfies the paving property (2.1) and that $Y$ is a bounded domain. Therefore, the latter can be covered by a finite union of $G$-translates of $P$, more precisely, there exists some $k > 0$ and

$$b_1', b_2', \ldots, b_k' \text{ in } G$$

such that (see Figure A1)

$$\hat{P} = \text{interior} \left( \bigcup_{i=1}^k (b_i' + P) \right) \quad \text{is connected and} \ Y \subset \hat{P}. \quad (6.3)$$

Now set

$$\Xi'_\varepsilon = \left\{ \xi \in \Xi_\varepsilon \mid \varepsilon(\xi + b_j' + \overline{P} \cup \overline{Y}) \subset \Omega, \ \forall j = 1, \ldots, k \right\}, \quad (6.4)$$

$$\tilde{\Omega}'_\varepsilon = \text{interior} \left\{ \bigcup_{\xi \in \Xi'_\varepsilon} \varepsilon(\xi + Y) \right\}, \quad (6.5)$$

and

$$\tilde{\Omega}^{**}_\varepsilon = \Omega^*_\varepsilon \cap \tilde{\Omega}'_\varepsilon = \text{interior} \left\{ \bigcup_{\xi \in \Xi'_\varepsilon} \varepsilon(\xi + Y^*) \right\}. \quad (6.6)$$

Since, by construction, $\tilde{\Omega}'_\varepsilon$ is included in $\tilde{\Omega}^P_\varepsilon$, one has $\tilde{\Omega}^{**}_\varepsilon \subset \Omega^*_\varepsilon \cap \tilde{\Omega}^P_\varepsilon$. 
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Note that this is a generalization of the situation of the previous section since for $Y = \mathcal{P}$, the three sets $\tilde{\Omega}'_\varepsilon$, $\tilde{\Omega}^P_\varepsilon$ and $\tilde{\Omega}^Y_\varepsilon$ coincide. In general, the following inclusions hold:

$$\tilde{\Omega}^*_\varepsilon \subset \tilde{\Omega}'_\varepsilon \subset \tilde{\Omega}^P_\varepsilon, \quad \tilde{\Omega}'_\varepsilon \subset \tilde{\Omega}^Y_\varepsilon \subset \tilde{\Omega}_\varepsilon \subset \Omega.$$  

Usually, the open set $\tilde{\Omega}^P_\varepsilon$ is not included in $\tilde{\Omega}^Y_\varepsilon$ or $\tilde{\Omega}'_\varepsilon$.

All the following numbers, which measure the width of the boundary layer for each subset, are bounded above by a constant multiple of $\varepsilon$:

$$\sup_{x \in \partial \tilde{\Omega}_\varepsilon} \text{dist}(x, \partial \Omega), \quad \sup_{x \in \partial \tilde{\Omega}'_\varepsilon} \text{dist}(x, \partial \Omega), \quad \sup_{x \in \partial \tilde{\Omega}^P_\varepsilon} \text{dist}(x, \partial \Omega), \quad \sup_{x \in \partial \tilde{\Omega}^Y_\varepsilon} \text{dist}(x, \partial \Omega). \quad (6.7)$$

They depend on $\Omega$, $Y$, $\mathcal{P}$ and on the $k$ vectors introduced in (6.3). If $\omega$ is a relatively compact open subset of $\Omega$ then, for $\varepsilon$ small enough, it is included in all the open sets $\tilde{\Omega}_\varepsilon$, $\tilde{\Omega}'_\varepsilon$, $\tilde{\Omega}^P_\varepsilon$ and $\tilde{\Omega}^Y_\varepsilon$.

As in (3.22), for $\phi$ in $L^p(\Omega^*_\varepsilon)$, $p$ in $[1, +\infty]$ we write

$$\phi = Q^*_\varepsilon(\phi) + R^*_\varepsilon(\phi), \quad \text{a.e. in } \tilde{\Omega}^*_\varepsilon, \quad (6.8)$$

with $\tilde{\Omega}^*_\varepsilon$ defined here by (6.6). On this set, one can get the $L^p$-estimate for $R^*_\varepsilon(\phi)$. The result below is similar to Proposition 3.8.

**Proposition 6.2.** There is a constant $C$ independent of $\varepsilon$ such that for every $\phi$ in $W^{1,p}(\Omega^*_\varepsilon)$,

1. $\|R^*_\varepsilon(\phi)\|_{L^p(\tilde{\Omega}^*_\varepsilon)} \leq \varepsilon C \|\nabla \phi\|_{L^p(\Omega^*_\varepsilon)}$,

2. $\|\nabla R^*_\varepsilon(\phi)\|_{L^p(\tilde{\Omega}^*_\varepsilon)} \leq C \|\nabla \phi\|_{L^p(\Omega^*_\varepsilon)}$.  
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Proof. Inequality (ii) is immediate from Proposition 3.7.

To prove inequality (i), let \( \phi \) be in \( W^{1,p}(\Omega^*_\varepsilon) \). In this setting, inequality (3.24) still holds for every \( \xi \in \Xi^*_\varepsilon \) and implies for every \( j = 1, \ldots, k \),

\[
\| \phi - Q^*_\varepsilon(\phi)(\varepsilon \xi)\|_{L^p(\varepsilon(\xi + Y^\ast \cap (b'j + P)))} \leq C\varepsilon \| \nabla \phi \|_{L^p(\varepsilon(\xi + Y^\ast))},
\]

(6.9)

For every \( \xi \) in \( \Xi^Y_\varepsilon \) and such that \( \varepsilon(\xi + \bar{P}) \subset \Omega \), rescaling inequality (3.21) and using the definition of \( Q^*_\varepsilon(\phi) \) give

\[
\| Q^*_\varepsilon(\phi) - Q^*_\varepsilon(\phi)(\varepsilon \xi)\|_{L^p(\varepsilon(\xi + \bar{P}))} \leq C\varepsilon \| \nabla \phi \|_{L^p(\varepsilon(\xi + Y^\ast))},
\]

hence, for every \( \xi \) in \( \Xi^*_\varepsilon \) and for every \( j = 1, \ldots, k \),

\[
\| Q^*_\varepsilon(\phi) - Q^*_\varepsilon(\phi)(\varepsilon \xi)\|_{L^p(\varepsilon(\xi + Y^\ast \cap (b'j + P)))} \leq C\varepsilon \| \nabla \phi \|_{L^p(\varepsilon(\xi + b'j + Y^\ast))},
\]

(6.10)

Combining (6.10) and (6.9) and summing over \( j \) gives

\[
\| \phi - Q^*_\varepsilon(\phi)\|_{L^p(\varepsilon(\xi + Y^\ast))} = \| R^*_\varepsilon(\phi)\|_{L^p(\varepsilon(\xi + Y^\ast))} \leq C\varepsilon \sum_{j=1,\ldots,k} \| \nabla \phi \|_{L^p(\varepsilon(\xi + b'j + Y^\ast))}.
\]

Finally, using definition (6.6) of \( \hat{\Omega}^{**}_\varepsilon \), inequality (i) follows by summation over \( \Xi^*_\varepsilon \).}
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