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Abstract

We give a comprehensive presentation of the periodic unfolding method for
perforated domains, both when the unit hole is a compact subset of the open
unit cell and when this is impossible to achieve. In order to apply the method
to boundary-value problems with non homogeneous Neumann conditions on the
boundaries of the holes, the properties of the boundary unfolding operator are
also extensively studied. The paper concludes with applications to such problems
and examples of reiterated unfolding.

Keywords: Periodic homogenization, Periodic unfolding, perforated domains, bound-
ary unfolding

Introduction

The periodic unfolding method was introduced in [8] (see also [10]). It gives an
elementary proof for the classical periodic homogenization problem, including the case
with several micro-scales (a detailed account and proofs can be found in [10]).

It soon became apparent that in the case of periodic problemswith holes (of the
same size as the period), adapting the method was a way to overcome one of the dif-
�culties of perforated domains. This seemed to be a new pointof view. The previous
approaches (with the notable exception of [3]) made use of extension operators into
the holes (therefore requiring a regularity of these holes and the fact that they are
isolated). The unfolding method replaces this by a Poincar�e-Wirtinger hypothesis (in a
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way similar to that of [3]). As it is, the unfolding operator maps functions de�ned on
the varying perforated domains into functions de�ned on a �xed domain (albeit of twice
the dimension).

The �rst such use was presented in [13]-[14] and applied to elliptic equations with
linear or non linear non homogeneous Robin conditions on theboundaries of the holes.
The treatment of non homogeneous conditions on the boundaries of the holes was done
by introducing a boundary unfolding operator.

In the spirit of [10], we give a comprehensive presentation of the method for perfo-
rated domains. It covers both the case when the unit hole is a compact subset of the
open unit cell (as in [13]-[14]), but also that when this is impossible to achieve (this can
occur in particular in dimensions larger than 2). The perforated domains we consider
here are described in the following manner: a �xed domain 
 isgiven in Rn , together
with a reference holeS and a basis of theRn whose vectors are a generator of the
macroscopic periods. The problem is then set in the domain 
�

" , obtained by removing
from 
 all the "-periodic translates of"S. The corresponding unfolding operatorT �

"
transforms functions de�ned on this oscillating domain 
�" into functions de�ned on the
�xed domain 
 � Y � , whereY � is the reference perforated periodicity cell.

The �rst main result (see Theorem 3.12) states that if, for every " , w" is a function
of W 1;p(
 �

" ) satisfying
kw" kW 1;p (
 �

" ) � C;

then, up to a subsequence, there existw in W 1;p(
) and bw in Lp(
; W 1;p
per (Y

� )), such
that, when " goes to 0,

T �
" (w" ) ! w strongly in Lp

loc(
; W 1;p(Y � )) ;

T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � ):

This compactness result (originally proved in [13]-[14] for isolated holes), is essential
for homogenization problems. It requires no extension operator so it does away with
the regularity hypothesis on the boundary of 
�" , necessary for the existence of such
extensions. For instance, in the two-dimensional case, thereference hole can be of
snow-ake type (see [13] and also [18] and references therein). In this context, when
the unit hole is a compact subset of the open reference cell, the condition insuring the
existence of extension operators, is replaced by the weakercondition of existence of a
Poincar�e-Wirtinger inequality in Y � .

We are also interested in including cases such as Figure 3, where no choice of the
basis of periods gives a parallelotopY satisfying Y � := Y n S connected, a condition
which is necessary for the validity of the Poincar�e-Wirtinger inequality in Y � . In such
situations, we show that the method still applies when thereexists another reference
cell, not necessarily a parallelotop, having the paving property with respect to the period
basis and such that the part occupied by the material is connected (see Figure 6).

When S is not compact inY (the case of non-isolated holes), an extra condition in
terms of a Poincar�e-Wirtinger inequality is required for the union of the reference cell
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and its translates by a period (hypothesis(H p ) of Section 4). This is similar to the
conclusion of Lemma 2.2 of [3], where, however, the boundaryof Y � is assumed to be
Lipschitz. We stress the fact that the unfolding approach does not require this extra
regularity. It is enough to treat the case of homogeneous Neumann conditions on the
boundary of the small holes.

However, in order to treat non-homogeneous Neumann conditions on the boundaries
of the holes, the boundary ofS has to be assumed Lipschitz (for the surface integrals
to make sense). In this case, we give detailed properties of the boundary unfolding
operator (which was also originally introduced in [13]-[14]), extending, in particular, the
results obtained via two-scale convergence in [2] and [24].

This method (without the boundary unfolding operator) was used (in a preliminary
version) for the Stokes problem in [9], for thin piezoelectric perforated shells in [20] and
for an elasticity problem related to catalyst supports (which are perforated domains)
in [22]. The boundary unfolding method was also used in a di�erent setting for the
case of Neumann screens and sieves with perforations of size smaller than " distributed
"-periodically on a hyperplane ([25] and [11]).

The plan of this paper is as follows:

� Section 1 is a summary of the unfolding method in a �xed domain(without holes);

� Section 2 introduces the notations and basic results for theunfolding method in
perforated domains forLp-functions;

� Section 3 is dedicated to the convergences for sequences of gradients. In Subsection
3.2.1, the geometric condition(H p ) is introduced under which the separation of
scales can be carried out using the macro-micro decomposition. Subsection 3.2.2
deals with the particular case where the periodicity cell isa parallelotop. In the
Appendix, we consider the general case, which is more involveddue to geometric
considerations.

� Section 4 concerns the boundary unfolding operator and its properties.

� In Section 5, the previous results are applied to two new boundary-value problems
with non homogeneous Neumann condition on the boundaries of the holes. This
gives rise to new terms in the homogenized limit problems (see Theorems 5.6 and
5.13 and Remark 5.14). Finally, we briey show how these toolsare well adapted
to the multiscales setting.

The method presented here can be readily adapted to the case of small " -periodic
cracks. This will be presented in a forthcoming publication(see also [17]).

General notations.
In this work, " indicates the generic element of a bounded subset ofR�

+ in the closure
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of which 0 lies. Convergence of" to 0 is understood in this set. Also,c and C denote
generic constants which do not depend upon".
As usual, 1D denotes the characteristic function of the setD.
For a measurable setD in Rn , jD j denotes its Lebesgue measure.
For simplicity, the notation Lp(O) will be used both for scalar and vector-valued func-
tions de�ned on the setO, since no ambiguity will arise.

1 A brief summary of the unfolding method in �xed
domains

Let b = ( b1; : : : ; bn ) be a basis inRn . Set

G =
n

� 2 Rn j � =
nX

i =1

ki bi ; (k1 ; : : : ; kn ) 2 ZZn
o

: (1.1)

By Y, we denote the open parallelotop generated by the basisb, i.e.,

n
y 2 Rn j y =

nX

i =1

yi bi ; (y1 ; : : : ; yn ) 2 (0; 1)n
o

: (1.2)

In periodic homogenization,Y is often called the reference cell andb is the set of
the reference periods. However, the latter notation is better suited for G itself, since
any other free generator set ofG can be used in place ofb.

For z 2 Rn , [z]Y denotes the unique (up to a set of measure zero) integer combinationP n
j =1 kj bj of the periods such thatz � [z]Y belongs toY (see Figure 1). Set now

f zgY = z � [z]Y 2 Y a.e. for z 2 Rn :

Figure 1. De�nition of [z]Y and f zgY
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In particular, for positive ", one has

x = "
�h x

"

i

Y
+

n x
"

o

Y

�
for all x 2 Rn :

Let now 
 be an open subset (not necessarily bounded) ofRn . We recall the notations
used in [10],

� " =
�

� 2 G; "(� + Y) � 

	

; (1.3)

b
 " = interior
� [

� 2 � "

"
�
� + Y

�
�

; � " = 
 n b
 " : (1.4)

The set b
 " is the interior of the largest union of"(� + Y) cells (� 2 G), such that "(� + Y)
are included in 
, while � " is the subset of 
 containing the parts from "

�
� + Y

�
cells

intersecting the boundary@
 (see Figure 2).

Figure 2. The setsb
 " (in grey) and � " (in green)

By construction, � " is a kind of boundary layer near@
 and its limit is the empty
set, so that for every bounded open set! � Rn , the Lebesgue measurej� " \ ! j converges
to 0.

Remark 1.1. The theory developed in [10] can easily be applied withb
 " replaced by any
subdomainb
 0

" of 
 which is a union of" � cells included in
 and which converges to
 ,
i.e.,

b
 0
" = interior

n [

� 2 � 0
"

"
�
� + Y

� o
with � 0

" � � " ;

sup
x2 @b
 0

"

dist(x; @
) ! 0: (1.5)

As a matter of fact, all the results in [10] are still true for any choice ofb
 0
" satisfying

(1.5) (except for the quantitative corrector results which requiresupx2 @b
 0
"
dist(x; @
) =

O(")). For the study of perforated domains in the Appendix, we will have to use such a
generalized setup.
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We start by recalling several results from [10], essential in periodic homogenization
problems. For other properties and related comments, we refer the reader to [8] and
[10].

De�nition 1.2. For � Lebesgue-measurable on
 , the unfolding operatorT" is de�ned
as follows:

T" (� )(x; y) =

8
<

:
�

�
"
hx

"

i

Y
+ "y

�
a.e. for (x; y) 2 b
 " � Y;

0 a.e. for (x; y) 2 � " � Y:
(1.6)

Note that if � is Lebesgue-measurable onb
 " , then for � extended by zero in 
 n b
 " ,
de�nition (1.6) makes sense. The operatorT" maps functions de�ned on 
 into functions
de�ned on the domain 
 � Y (which are piece-wise constant with respect tox, more
precisely constant on each"� cell of b
 " ).

Theorem 1.3. Let p belong to[1; + 1 ).
(i) T" is linear continuous from Lp(
) to Lp(
 � Y). Its norm is bounded byjY j1=p.

(ii) Let f w" g be a sequence inLp(
) such that

w" ! w strongly in Lp(
) :

Then
T" (w" ) ! w strongly in Lp(
 � Y):

(iii) Let f w" g be bounded inLp(
) and suppose that the correspondingT" (w" ) (which
is bounded inLp(
 � Y)) converges weakly tobw in Lp(
 � Y): Then

w" * M
Y

( bw) =
1

jY j

Z

Y
bw(�; y) dy weakly in Lp(
) :

Theorem 1.4. Let f w" g be in W 1;p(
) with p 2 (1; + 1 ), and assume thatf w" g is a
bounded sequence inW 1;p(
) . Then, there exist a subsequence (still denoted"), w in
W 1;p(
) and bw in Lp(
; W 1;p

per (Y)), such that

T" (w" ) * w weakly in Lp(
; W 1;p(Y));

T" (r w" ) * r w + r y bw weakly in Lp(
 � Y):
(1.7)

Here,W 1;p
per (Y) denotes the space of the functions inW 1;p

loc (Rn ) which are G-periodic.
It is a closed subspace ofW 1;p(Y) and is endowed with the corresponding norm.

We end this section by recalling the notion of averaging operator U" . This operator
is the adjoint of T" and mapsLp(
 � Y) into the spaceLp(
).
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De�nition 1.5. For p in [1; + 1 ], the averaging operatorU" : Lp(
 � Y) 7! Lp(
) is
de�ned as follows:

U" (�)( x) =

8
<

:

1
jY j

Z

Y
�

�
"
hx

"

i

Y
+ "z;

n x
"

o

Y

�
dz a.e. for x 2 b
 " ;

0 a.e. for x 2 � " :

For  2 Lp(
) and � 2 Lp0
(
 � Y), one has

Z



U" (�)( x)  (x) dx =

1
jY j

Z


 � Y
�( x; y) T" ( )(x; y) dx dy: (1.8)

The operator U" is almost a left-inverse ofT" , as for � in Lp(
)

U"
�
T" (� )

�
(x) =

(
� (x) a.e. for x 2 b
 " ;

0 a.e. forx 2 � " :
(1.9)

It is not a right-inverse, since for � in Lp(
 � Y),

T" (U" (�))( x; y) =

8
>><

>>:

1
j Y j

Z

Y
�

�
"
hx

"

i

Y
+ "z; y

�
dz; a.e. for (x; y) 2 b
 " � Y;

0 a.e. for (x; y) 2 � " � Y:
(1.10)

The main properties ofU" are listed in the next proposition.

Proposition 1.6. (Properties of U" ). Suppose thatp is in [1; + 1 ).
(i) The averaging operator is linear and continuous fromLp(
 � Y) to Lp(
) and

kU" (�) kL p (
) � j Y j � 1=p k� kL p (
 � Y ) :

(ii) If ' is independent ofy and belongs toLp(
) , then

U" (' ) ! ' strongly in Lp(
) :

(iii) Let f � " g be a bounded sequence inLp(
 � Y) such that� " * � weakly inLp(
 � Y).
Then

U" (� " ) * M
Y

(�) =
1

jY j

Z

Y
�( � ; y) dy weakly in Lp(
) :

In particular, for every � 2 Lp(
 � Y),

U" (�) * M
Y

(�) weakly in Lp(
) :

(iv) Suppose thatf w" g is a sequence inLp(
) . Then, the following assertions are
equivalent:

(a) T" (w" ) ! bw strongly in Lp(
 � Y) and
Z

� "

jw" jp dx ! 0;

(b) w" � U " ( bw) ! 0 strongly in Lp(
) :
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We complete this section with a somewhat unusual convergence property involving
the averaging operatorU" and which is applied in Theorem 5.9.

Proposition 1.7. For p 2 [1; + 1 ), suppose that� is in Lp(
) and � in L1 (
; Lp(Y)).
Then, the product U" (� ) U" (� ) belongs toLp(
) and

U" (�� ) � U " (� ) U" (� ) ! 0 strongly in Lp(
) : (1.11)

Proof. It su�ces to prove (1.11) and to do so, consider �rst the function U" (� ) U" (� ) in
the set "(� + Y) � Y; � 2 � " . Using the fact that on this setU" (� ) is constant on the
cell " (� + Y), one hasU" (� ) U" (� ) = U"

�
U" (� )� ). Therefore,

Z

" (� + Y )
jU" (�� ) � U " (� ) U" (� )jp dx =

Z

" (� + Y )
jU"

�
[� � U " (� )]�

�
jp dx:

Summing over� 2 � " gives

kU" (�� ) � U " (� ) U" (� )kp
L p (
) =

Z



jU"

�
[� � U " (� )]�

�
jp dx

�
1

jY j
k(� � U " (� )) � kp

L p (
 � Y ) �
1

jY j
k� � U " (� )kp

L p (
) k� kp
L 1 (
; L p (Y )) :

The last expression goes to 0 by Proposition 1.6 (ii).

2 The unfolding method in perforated domains: the
case of Lp-functions

2.1 De�nition and notations for perforated domains

In periodic homogenization, considering a problem posed ina �xed domain (with
no perforations), one can always choose the reference cellY as a parallelotop (with
one vertex at the origin). It is dramatically di�erent in presence of holes, where more
complex situations can occur.

In Section 3.2, we will see that in the case of periodically perforated domains, it is
essential that the perforated reference cell be connected.But for the domain depicted in
Figure 3, it is impossible to choose the reference cellY as a parallelotop so that it remains
connected after perforation. Similar examples can be givenin higher dimensions. The
presentation we give here is able to deal with such cases.

We use a setting which is well-adapted to perforated domainsand for which results
similar to those of Section 1 still hold. It is based on the notion of a domainhaving
the paving property with respect to the group G in Rn (up to null sets, it is the
same as the notion of fundamental domain under the action of the group G).

8



Figure 3. An example of \strangely" perforated domain in two dimensions

De�nition 2.1. The bounded open setY has the paving property with respect to the
group G when it is connected, its boundary@Yis the null set and

Rn =
[

� 2G

�
� + Y

�
; 8(� 1; � 2) 2 G2; � 1 6= � 2 =) (� 1 + Y) \ (� 2 + Y) = ; : (2.1)

Observe that any translate ofY satis�es the same property and that"Y has the same
paving property asY but with G replaced by"G.

From now on, we reserve the notationY (the reference cell) for a bounded open set
having the paving property with respect to the groupG. We use the notationP for the
open parallelotop generated by the basisb, which was denotedY in section 1, i.e.,

P =
n

y 2 Rn j y =
nX

i =1

yi bi ; (y1 ; : : : ; yn ) 2 (0; 1)n
o

: (2.2)

The parallelotop P plays an important role, in particular in the Appendix for the
de�nition of the macro-micro operators Q�

" and R �
" (the analogues ofQ" and R " of

[10]).

Remark 2.2. The parallelotopP has the same paving property asY. Furthermore, the
spacesW 1;p

per (P) and W 1;p
per (Y) are the same. Indeed, they are both obtained by restricting

to P and to Y, the elements ofW 1;p
loc (Rn ) which are invariant under the action ofG.

These functions have the same traces on the opposite faces ofP (or Y).

Now, let S be a closed strict subset ofY and denote byY � the part occupied by the
material i.e. Y � = Y n S (see Figure 4, whereY happens to be a parallelotop, but the
de�nition holds for a generalY). From now on, the setsS and Y � will be the reference
hole and perforated cell respectively.

Concerning the domain of Figure 3, where no choice of parallelotop gives a connected
Y � , there are many possibleY 's that give a connectedY � . An example in dimension 2
is given in Figure 5. Similar situations can occur in higher dimensions.
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Figure 4. Two versions ofY � = Y n S (in blue) for the same perforations

Figure 5. An example ofY � (in dark blue); P in light beige.

Let now 
 be a given domain in Rn . The perforated domain 
 �
" is obtained by

removing from 
 the set of holesS" (see Figure 5 for the two-dimensional case),


 �
" = 
 n S" ; where S" =

[

� 2G

"
�
� + S

�
: (2.3)

The following notations will be used (see Figure 6):

b
 �
" = b
 " n S" ; � �

" = 
 �
" n b
 �

" ; d@S" = @b
 �
" \ @S" ; (2.4)

where the setb
 " is de�ned, as before, by (1.4). The boundary of the set of holes in 

is @S" \ 
 while c@S" denotes the boundary of the holes that are included inb
 " .

We will also use similar notations when applied to the whole of Rn ,

(Rn )� = Rn n
[

� 2G

(� + S);

(Rn )�
" = Rn n S" :

(2.5)

By this de�nition, ( Rn )� is nothing else thanRn perforated G-periodically byS, while
(Rn )�

" is the Rn perforated by "G-periodically by "S. Consequently, another equivalent
de�nition for 
 �

" is

 �

" = ( Rn )�
" \ 
 :

10



Figure 6. The sets 
�" , b
 �
" (in dark blue) and � �

" (in light green)

2.2 The unfolding operator T �
" in perforated domains

In this subsection, we de�ne an unfolding operatorT �
" speci�c to perforated domains,

following the ideas of the preceding section (see in particular, De�nition 1.2). The �rst
characteristic of this operator is that it maps functions de�ned on the oscillating domain

 �

" to functions de�ned on the �xed domain 
 � Y � .
The de�nitions used here di�er slightly from those introduced originally in [13]-[14].

They follow the usage of [10] for �xed domains (as recalled inSection 1). This allows to
treat more general situations (such as in Section 5). The proofs of [13]-[14] carry over
in the present setting. For the sake of completeness, these proofs are included here.

Notation
1. Extensions by zero. If a function g is de�ned on a setO n A, its extension by zero
in A will be denoted either by~g, or by [g]e.
2. Mean value. For any measurable setO of �nite measure, M O denotes the mean

value over the setO, i.e.,

M O (�)( � ) =
1

jOj

Z

O
�( � ; y) dy; 8� 2 L1(
 � O ): (2.6)

Remark 2.3. With the above notations, it follows from (2.6) that

M
Y �

(�)( � ) =
jY j
jY � j

M
Y

(e�)( � ); 8 � 2 L1(
 � Y � ):
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De�nition 2.4. For any function � Lebesgue-measurable on
 �
" , the unfolding operator

T �
" is de�ned by

T �
" (� )(x; y) =

8
<

:
�

�
"
hx

"

i

Y
+ "y

�
a.e. for (x; y) 2 b
 " � Y � ;

0 a.e. for (x; y) 2 � " � Y � :
(2.7)

Obviously, for v; w 2 Lp(
 �
" ), T �

" (v w) = T �
" (v) T �

" (w).
For � Lebesgue-measurable onb
 �

" , we extend it by zero in 
 �
" nb
 �

" , so the above de�nition
makes sense.

Remark 2.5. The relationship betweenT" and T �
" is given for anyw de�ned on 
 �

" , by

T �
" (w) = T" ( ew) j 
 � Y � : (2.8)

Actually, the previous equality still holds with every extension ofw from 
 �
" into 
 . In

particular, for w de�ned on 
 ,

T �
" (wj 
 �

"
) = T" (w) j 
 � Y � : (2.9)

Because of relationship (2.8), the operatorT �
" enjoys properties which follow directly

from those ofT" listed in Theorems 1.3 and 1.4.

Proposition 2.6. For p 2 [1; + 1 ), the operator T �
" is linear and continuous from

Lp(
 �
" ) to Lp(
 � Y � ): For every � in L1(
 �

" ) and w in Lp(
 �
" )

(i )
1

jY j

Z


 � Y �
T �

" (� )(x; y) dx dy =
Z

b
 �
"

� (x) dx =
Z


 �
"

� (x) dx �
Z

� �
"

� (x) dx;

(ii ) kT �
" (w)kL p (
 � Y � ) = j Y j1=p kw 1b
 �

"
kL p (
 �

" ) � j Y j1=p kwkL p (
 �
" )

.

Corollary 2.7. Let � " be in L1(
 �
" ) and satisfying

Z

� �
"

j� " j dx ! 0: (2.10)

Then Z


 �
"

� " dx �
1

jY j

Z


 � Y �
T �

" (� " ) dx dy ! 0:

As a consequence of Remark 2.3, Remark 2.5 and Theorem 1.3 the following results
hold.
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Proposition 2.8. Let p belong to[1; + 1 ).

(i) For w 2 Lp(
) ,
T �

" (w) ! w strongly in Lp(
 � Y � ):

(ii) Let w" 2 Lp(
 �
" ) such thatkw" kL p (
 �

" ) � C. If

T �
" (w" ) * bw weakly in Lp(
 � Y � );

then
fw" *

jY � j
jY j

M
Y �

( bw) weakly in Lp(
) :

Remark 2.9. This last result (statement (ii) above) implies that forw" in Lp(
 �
" ) such

that kw" kL p (
 �
" ) is bounded, the following are equivalent:

a) There is w 2 Lp(
) such that

fw" *
jY � j
jY j

w weakly in Lp(
) :

b) All the weak limit points W in Lp(
 � Y � ) of the sequencefT �
" (w" )g have the same

average overY � (this averageM Y � (W) being justw).

2.3 The averaging operator U�
" in perforated domains

We now determine the adjoint ofT �
" . To do so, let v be in Lp(
 � Y � ) and u in

Lp0
(
 �

" ). Then, by (1.8) and (2.8),

1
jY j

Z


 � Y �
T �

" (u)(x; y) v(x; y) dx dy =
1

jY j

Z


 � Y �
T" (eu)(x; y) v(x; y) dx dy

=
1

jY j

Z


 � Y
T" (eu)(x; y) ~v(x; y) dx dy

=
Z



eu(x) U" (~v)(x) dx =

Z


 �
"

u(x) U" (~v)(x) dx:

This gives the formula for the averaging operatorU�
" ,

U�
" (v) = U" (~v) j 
 �

"
; (2.11)

hence the following de�nition.

De�nition 2.10. For p in [1; + 1 ], the averaging operatorU�
" : Lp(
 � Y � ) 7! Lp(
 �

" )
is de�ned as

U�
" (�)( x) =

8
<

:

1
jY j

Z

Y
�

�
"
hx

"

i

Y
+ "z;

n x
"

o

Y

�
dz a.e. for x 2 b
 �

" ;

0 a.e. for x 2 � �
" :
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Note that if � belongs to Lp(
 � Y), then U�
" (� j 
 � Y � ) = U" (�) j 
 �

"
.

Proposition 2.11. Let p be in [1; + 1 ). Then, for any ' in Lp(
) ,

 ' � U �

" (' )



L p (
 �
" )

! 0: (2.12)

Proof. SinceU�
" (� ) = U" (� ) j 
 �

"
, (2.12) is immediate from Proposition 1.6 (ii).

As a consequence of (2.11), we get

Proposition 2.12. Let p belong to[1; + 1 ]. The averaging operator is linear and con-
tinuous from Lp(
 � Y � ) to Lp(
 �

" ) and

kU�
" (�) kL p (
 �

" ) � j Y j � 1=p k� kL p (
 � Y � ) :

From (2.8) and (2.11) it follows that U�
" is almost a left-inverse ofT �

" . Indeed, for
every � in Lp(
 �

" ) one has

U�
"

�
T �

" (� )
�
(x) =

(
� (x) a.e. for x 2 b
 �

" ;

0 a.e. forx 2 � �
" ;

(2.13)

while, for every � in Lp(
 � Y � ),

T �
" (U�

" (�))( x; y) =

8
>><

>>:

1
j Y j

Z

Y
�

�
"
hx

"

i

Y
+ "z; y

�
dz a.e. for (x; y) 2 b
 " � Y � ;

0 a.e. for (x; y) 2 � " � Y � :
(2.14)

Proposition 2.13. (Properties of U�
" ). Suppose thatp is in [1; + 1 ).

(i) Let f � " g be a bounded sequence inLp(
 � Y � ) such that� " * � weakly inLp(
 � Y � ).
Then

fU�
" (� " ) *

jY � j
jY j

M
Y �

(�) weakly in Lp(
) :

In particular, for every � 2 Lp(
 � Y � ),

fU�
" (�) *

jY � j
jY j

M
Y �

(�) weakly in Lp(
) ;

(contrary to the case without holes, this convergence is never strong for� 6� 0, because
of the oscillations ofb
 " ).
(ii) Let f � " g be a sequence such that� " ! � strongly in Lp(
 � Y � ). Then

T �
" (U�

" (� " )) ! � strongly in Lp(
 � Y � ):

(iii) Let w" be in Lp(
 �
" ). Then, the following assertions are equivalent:
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(a) T �
" (w" ) ! bw strongly in Lp(
 � Y � );

(b) kw" � U �
" ( bw)kL p ( b
 �

" ) ! 0:

(iv) Let w" be in Lp(
 �
" ). Then, the following assertions are equivalent:

(c) T �
" (w" ) ! bw strongly in Lp(
 � Y � ) and

Z

� �
"

jw" jp dx ! 0;

(d) kw" � U �
" ( bw)kL p (
 �

" ) ! 0:

Proof. Using (2.11) this proposition is a transcription of Proposition 1.6.

Remark 2.14. Assertions (iii)(b) and (iv)(d) are corrector{type results.

Corollary 2.15. Let w" be in Lp(
 �
" ) and w in Lp(
) . Then the following assertions

are equivalent:
(a) T �

" (w" ) ! w strongly in Lp(
 � Y � );

(b) kw" � wkL p ( b
 �
" ) ! 0:

Furthermore, (a) together with
Z

� �
"

jw" jp dx ! 0, is equivalent tokw" � wkL p (
 �
" ) ! 0.

Proof. The �rst result follows from the inequality
�
�
�kw" � wkL p ( b
 �

" ) � k w" � U �
" (w)kL p ( b
 �

" )

�
�
� � k w � U �

" (w)kL p (
 �
" ) ;

together with Proposition 2.11 and Proposition 2.13 (iii).The second equivalence follows
from the �rst one and Proposition 2.13 (iv).

3 The unfolding method in perforated domains: the
case of W 1;p-functions

In this section, we consider sequencesf w" g such that for each", w" belongs to
W 1;p(
 �

" ). Two cases are considered.

3.1 The �rst case: kw"kL p(
 �
" ) + "kr w"kL p(
 �

" ) bounded

The main result of this subsection is the following theorem:
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Theorem 3.1. Let p be in (1; + 1 ]. Let w" belong toW 1;p(
 �
" ) and satisfy

kw" kL p (
 �
" ) + "kr w" kL p (
 �

" ) � C: (3.1)

Then, there exists somebw 2 Lp(
; W 1;p
per (Y

� )) , such that, up to a subsequence,

T �
" (w" ) * bw weakly in Lp(
; W 1;p(Y � )) ;

"T �
" (r w" ) * r y bw weakly in Lp(
 � Y � ):

(3.2)

The delicate point in the proof is theY-periodicity of bw. If the reference cellY is a
parallelotop and �S � Y, one can simply argue as in the case without holes comparing
the traces on opposite faces ofY (see [10]). However, in the general case,Y is not a
parallelotop, the boundary ofS may not be Lipschitz or the way@Sintersects@Ycan
be such that traces are not meaningful.

To circumvent this di�culty, we use an approach which avoidsthe use of traces: we
introduce an auxiliary bigger cellY (the union of 2n contiguous copies ofY) and use a
new operatorT Y �

" . We stress the fact that this operator is not the unfolding operator
corresponding to unit cellY, but is a \natural" way to extend T �

" to the set 
 � Y � .
The formal de�nition of Y uses the notations

K = the set of vertices ofP =
�

` 2 Rn j ` =
nX

I =1

ki bi ; (k1 ; : : : ; kn ) 2 f 0; 1gn
o

;

Y = interior
n [

`2K

�
` + Y

� o
:

(3.3)

The corresponding setsb
 Y
" and � Y

" are de�ned as before,

� Y
" =

n
� 2 � " j " (� + Y) � 


o
: (3.4)

b
 Y
" = interior

n [

� 2 � Y
"

"
�
� + Y

� o
; � Y

" = 
 n b
 Y
" ; (3.5)

This de�nition implies that if � belongs to �Y
" then for all ` 2 K , � + ` 2 � " . Consequently,

if a cell " (� + Y) is included in b
 Y
" , then, all its translates "(� + ` + Y) with ` 2 K are

in b
 " (see Figure 7).
We also have the notation

Y � = Y
\ �

Rn
� �

: (3.6)

For � Lebesgue-measurable on 
�
" , T Y �

" (� ) is de�ned as follows:

T Y �

" (� )(x; y) =

8
<

:

�
�

"
hx

"

i

Y
+ "y

�
a.e. for (x; y) 2 b
 Y

" � Y � ;

0 a.e. for (x; y) 2 � Y
" � Y � :

(3.7)
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Y

Figure 7. The setb
 Y
" (in dark blue) and Y (in dark blue and green)

Due to the de�nition of b
 Y
" given in (3.5), formula (3.7) makes sense. Note here the use

of
hx

"

i

Y
and not of

hx
"

i

Y
.

From (3.7), it is easy to check that ifw belongs toLp(
 �
" ), then T Y �

" (w) is in the
spaceLp(
 � Y � ) and

kT Y �

" (w)kL p (
 �Y � ) � (2n jY j)1=p kwkL p (
 �
" ) : (3.8)

The main properties relatingT Y �

" with T �
" are that for x 2 b
 Y

" and every vector of
the basisb = ( b1; : : : ; bn )

T Y �

" (� )(x; y) = T �
" (� )(x; y) a.e. for y 2 Y � ;

T Y �

" (� )(x; y + bk) = T �
" (� )(x + "bk ; y) a.e. for y 2 Y � :

(3.9)

In particular, if ! is a relatively compact open subset of 
, then for" su�ciently small,

T Y �

" (� )(x; y + bk) = T �
" (� )(x + "bk ; y) a.e. on ! � Y � : (3.10)

Proof of Theorem 3.1. Consider a functionw in W 1;p(
 �
" ). As in the case without holes,

it is straightforward that

r y(T �
" (w)) = "T �

" (r w); a.e. for (x; y) 2 
 � Y � : (3.11)

This implies that T �
" mapsW 1;p(
 �

" ) into Lp(
; W 1;p(Y � )). Obviously, a similar property
is also true forT Y �

" with Y � instead ofY � .
Using ii) of Proposition 2.6, (3.11) and (3.1) it follows thatfT �

" (w" )g is bounded in
Lp(
; W 1;p(Y � )), so that convergences (3.2) hold (up to a subsequence).
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It remains to prove that bw is periodic. To do so, consider the unfolded function
T Y �

" (w" ). By the same argument as just above, there exist a sequence (still denoted ")
and w in Lp(
; W 1;p(Y � )), such that

T Y �

" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ; (3.12)

(or weak-� for p = + 1 ).
Let ! be an open bounded set whose closure is included in 
. From (3.9) and (3.2)

it follows that
w(x; y) = bw(x; y) for a.e. (x; y) 2 ! � Y � :

Now, let � be in D(! � Y � ). From (3.10) for " small enough and for everyk in
f 1; : : : ; ng, one has

Z

! � Y �
T Y �

" (w" )(x; y + bk)�( x; y) dx dy =
Z

! � Y �
T �

" (w" )(x + "bk ; y)�( x; y) dx dy

=
Z

! � Y �
T �

" (w" )(x; y)�( x � "bk ; y) dx dy:

Passing to the limit gives
Z

! � Y �
w(x; y + bk)�( x; y) dx dy =

Z

! � Y �
bw(x; y)�( x; y) dx dy:

and using (3.2) and (3.12) gives

w(x; y + bk) = bw(x; y) for a.e. (x; y) 2 ! � Y � :

Since this holds for every! �� 
, it is also true in 
 � Y � .
Therefore,w is actually b-periodic and can be extended by periodicity to the whole

of
�
Rn

� �
. This shows that bw is the restriction of w to Y � , proving that it belongs to

Lp(
; W 1;p
per (Y

� )).

Remark 3.2. Let p be in (1; + 1 ], and some� in f 1; : : : ; ng. Suppose thatw" belongs
to Lp(
 �

" ) and its gradient is bounded only in the direction of a period, i.e. satis�es

kw" kL p (
 �
" ) + "kr w" � b� kL p (
 �

" ) � C: (3.13)

Then, by similar arguments there exist a sequence (still denoted") and bw in Lp(
 � Y � )
with r y bw � b� in Lp(
 � Y � ), such that

T �
" (w" ) * bw weakly in Lp(
 � Y � );

"T �
"

�
r w" � b�

�
= r y(T �

" (w" )) � b� * r y bw � bk weakly in Lp(
 � Y � );
(3.14)

weak-� for p = + 1 . Moreover, the limit function bw is b� � periodic.
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3.2 The second case: kw"kW 1;p (
 �
" ) or kr w"kL p(
 �

" ) bounded

We consider the spaceW 1;p(
 �
" ) or, for a given � 0 open subset of@
, its subspace

denoted by W 1;p
0 (
 �

" ; � 0 \ @
 �
" ) of functions vanishing on �0 \ @
 �

" . For such a case,
we assume that 
 has a Lipschitz boundary. If �0 is not empty, this regularity of @

implies that for every 
 0 open subset ofRn such that 
 � 
 0 and � 0 = @
 \ 
 0,

W 1;p
0 (
 �

" ; � 0 \ @
 �
" ) =

n
� 2 W 1;p(
 �

" ) j 9� 0 2 W 1;p((
 0)�
" )

� 0 = 0 in (
 0)�
" n 
 �

" and � = � 0
j 
 �

"

o
:

(3.15)

In order to use the macro-micro decomposition as in the case without holes, a geome-
tric condition is needed here, which will be expressed in terms of the Poincar�e-Wirtinger
inequality.

3.2.1 The Poincar�e-Wirtinger inequality: hypothesis (H p )

De�nition 3.3. A bounded open setO satis�es the Poincar�e-Wirtinger inequality for
the exponentp 2 [1; + 1 ] if there exists a constantCp such that

8u 2 W 1;p(O); ku � M O (u)kL p (O) � Cpkr ukL p (O) :

Obviously, for O to satisfy the above condition, it has to be connected. Conversely,
there are extra conditions for this property to hold (e.g. for John domains, see [18]).
The simplest such condition is that the boundary ofO be Lipschitz (by the compactness
of the Rellich theorem), but it is far from necessary.

Remark 3.4. It is also known that if two bounded open setsO1 and O2 satisfy the
Poincar�e-Wirtinger inequality with the same exponentp, then O := interior ( O1 [ O 2)
satis�es De�nition 3.3 with the same exponentp if and only if O is connected.

We can now state the geometric condition.
The Geometrical hypothesis (H p ) is satis�ed when the following hold: the open
set Y � satis�es the Poincar�e-Wirtinger inequality for the exponent p (p 2 [1; + 1 ]) and
for every vectorbi , i 2 f 1; : : : ; ng, of the basis of G, the interior ofY � [ (bi + Y � )) is
connected.

Note that under hypothesis(H p ) and owing to Remark 3.4, the open setY � de�ned
by (3.6), satis�es the Poincar�e-Wirtinger inequality for the same exponentp as Y � .

Should@Y� \ @Ybe Lipschitz { so traces exist { one could use the approach of Section
3 of [10] with the relative compactness of the sequence of local averages obtained via
the Kolmogorov criterion (as in the proof of Lemma 2.3 of [3]), and the Y-periodicity
of the function bw by comparing traces on opposite faces ofY � .

Here, we do not assume such regularity, allowing in particular @Sand @Yto intersect
in an arbitrary fashion. We therefore use the approach of Section 4 of [10], i.e. the macro-
micro decomposition. To simplify the presentation, we consider �rst the case whereY
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is a parallelotop. The general case, whereY cannot be chosen as the parallelotopP,
exhibits extra geometric complexities and is presented in the Appendix.

3.2.2 The macro-micro operators Q�
" and R �

" when the reference cell Y is a
parallelotop

As in the case without holes, the macro approximation will be de�ned by an average
at the points of � " (see (1.3)) and extended to the setb
 Y

" by Q1-interpolation (contin-
uous and piece-wise polynomials of degree� 1 with respect to each coordinate). The
notations Y; K; : : : ; are those of subsection 3.1.

De�nition 3.5. The operator Q�
" : Lp(
 �

" ) 7! W 1;1 (b
 Y
" ), for p 2 [1; + 1 ], is de�ned as

follows:

Q�
" (� )("� ) =

1
jY � j

Z

Y �
� ("� + "z) dz = M "� + "Y � (� ) for all � in � Y

" + K;

and for everyx 2 b
 Y
" ,

8
<

:

Q�
" (� )(x) is the Q1-interpolate of the values ofQ�

" (� ) at the vertices

of the cell "
hx

"

i

Y
+ "Y:

(3.16)

Proposition 3.6. (Properties of Q�
" ) For � in Lp(
 �

" ), p 2 [1; + 1 ], there exists con-
stants C depending onn, Y and Y � only, such that

(i ) kQ�
" (� )kL 1 ( b
 Y

" ) �
C

"n=p
k� kL p (
 �

" ) ;

(ii ) kQ�
" (� )kL p ( b
 Y

" ) � Ck� kL p (
 �
" ) :

(3.17)

Proof. By de�nition, the Q1-interpolate of a function � de�ned on the vertices ofY is
a polynomial with degree less or equal to one with respect to each variable, hence it
is Lipschitz-continuous and reaches its maximum at some vertex. So, to estimate the
L1 � norm of Q�

" (� ) in the cell " (� + Y) it su�ces to estimate the maximum of the
jQ �

" (� )("� )j. Indeed, by Jensen's inequality,

jQ �
" (� )("� )jp �

1
jY � j

Z

Y �
j� ("� + "z)jp dz =

1
"n jY � j

Z

"� + "Y �
j� (x)jp dx; (3.18)

and on the other hand

1
"n jY � j

Z

"� + "Y �
j� (x)jp dx �

1
"n jY � j

k� kp
L p (
 �

" ) :
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Estimate (i) then follows with C =
1

jY � j1=p
.

The spaceQ1(Y) of all Q1 interpolates de�ned onY is of dimension 2n ; therefore all
its norms are equivalent. Thus, there is a constantc such that for every � 2 Q1(Y),

k� kL p (Y ) � c
� X

`2K

�
� �

�
`
� �
�p

� 1=p
:

Rescaling this inequality for �( y) := Q�
" (� )("� + "y), gives

kQ�
" (� )kL p ("� + "Y ) � c"n=p

� X

`2K

�
�
�Q�

" (� )
�

"� + "`
� �

�
�
p
� 1=p

:

Using (3.18) we immediately get (ii) by summation over �Y" (after taking the p-th power).

In the remainder of this section we assume that hypothesis (H p ) holds.

The following proposition is well-known from the Finite Elements Method.

Proposition 3.7. There is a constantC independent of" such that for every� 2
W 1;p(
 �

" ),
krQ �

" (� )kL p ( b
 Y
" ) � C kr � kL p (
 �

" ) :

Proof. By a similar argument as above, but for the gradient of every function in the
spaceQ1(Y), there is a constantc such that

kr � kL p (Y ) � c
� X

`2K

�
� �

�
`
�

� �(0)
�
�p

� 1=p
:

Rescaling this inequality for �( y) := Q�
" (� )("� + "y), gives

krQ �
" (� )kL p ("� + "Y ) � c "(1� p

n )

� X

`2K

�
�
�Q�

" (� )
�
"� + "`

�
� Q �

" (� )
�
"�

� �
�
�
p
� 1=p

: (3.19)

For  2 W 1;p(Y � ), apply the Poincar�e-Wirtinger inequality in the domain Y � to obtain

k � M
Y �

( )kL p (Y � ) � Ckr  kL p (Y � ) : (3.20)

Integrating  � M
Y �

( ) over Y � and Y � + ` for ` in K, and using the above inequality

gives respectively

jM
Y �

( ) � M
Y �

( )j �
1

jY � j1=p
k � M

Y �
( )kL p (Y � ) � Ckr  kL p (Y � ) ;
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and

jM
Y � + `

( ) � M
Y �

( )j �
1

jY � j1=p
k � M

Y �
( )kL p (Y � ) � Ckr  kL p (Y � ) :

The constant C depends on the Poincar�e-Wirtinger constant in (3.20) and onjY � j1=p.
Therefore, for every` in K,

jM
Y � + `

( ) � M
Y �

( )j � Ckr  kL p (Y � ) : (3.21)

For � in W 1;p(
 �
" ) and every � 2 � Y

" , a scaling argument gives
�
�
�Q�

" (� )
�
"� + "`

�
� Q �

" (� )
�
"�

� �
�
� � "

p
n Ckr � kL p ("� + "Y � ) ;

which, in combination with (3.19) yields

krQ �
" (� )kL p ("� + "Y � ) � "C kr � kL p ("� + "Y � ) :

Proposition 3.7 follows by summation over �Y" .

Now, every function� in Lp(
 �
" ) can be decomposed on the setb
 ��

"
:= 
 �

" \ b
 Y
" into

the sum of two terms as follows:
� = Q�

" (� ) + R �
" (� ); a.e. in b
 ��

"
:= 
 �

" \ b
 Y
" : (3.22)

Proposition 3.8. There is a constantC independent of" such that for every� in
W 1;p(
 �

" ),
(i ) kR �

" (� )kL p ( b
 ��
" ) � " C kr � kL p (
 �

" ) ;

(ii ) krR �
" (� )kL p ( b
 ��

" ) � C kr � kL p (
 �
" ) :

Proof. The second estimate is a simple consequence of Proposition 3.7.
To prove inequality (i), consider �rst some 2 W 1;p(Y � ), and apply the Poincar�e-

Wirtinger inequality in Y � to obtain

k � M Y � ( )kL p (Y � ) � Ckr  kL p (Y � ) : (3.23)

For � in W 1;p(
 �
" ) and every � 2 � Y

" , from (3.23) by a scaling argument it follows that

k� � Q �
" (� )("� )kL p ("� + "Y � ) � C"kr � kL p ("� + "Y � ) : (3.24)

On the other hand, using (3.20) and the de�nition ofQ�
" (� ), a similar scaling argu-

ment gives
kQ�

" (� ) � Q �
" (� )("� )kL p ("� + "Y ) � C"kr � kL p ("� + "Y � ) :

The last two inequalities combine into

kR �
" (� )kL p ("� + "Y � ) � C"kr � kL p ("� + "Y � ) ;

from which inequality (i) follows by summation over �Y
" .
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As a corollary of Proposition 3.8, we obtain the following uniform Poincar�e inequality
which is useful for applications. It is based on the micro-macro decomposition (carried
out here on a neighborhood of 
, which we may take to be the whole ofRn ). It extends
to the case of non-smooth holes the result of Lemma A4 of [3].

Theorem 3.9. Assume that
 is bounded in one direction and with Lipschitz boundary.
Then there exists a constantC independent of" such that

8 � 2 W 1;p
0 (
 �

" ; @
 \ @
 �
" ); k� kL p (
 �

" ) � C kr � kL p (
 �
" ) : (3.25)

Proof. We extend� by zero to the whole of (Rn )�
" (see (2.5)), extension still denoted� .

Then, for the macro and micro operators associated withRn , Propositions 3.7 and 3.8
apply and give

krQ �
" (� )kL p (Rn ) +

1
"

kR �
" (� )kL p (( Rn ) �

" ) � C kr � kL p (
 �
" ) :

The domain 
 being bounded in one direction, the support ofQ�
" (� ) is contained in the

1-neighborhood of 
, denotedV1(
) (for " small enough!) and bounded in the same
direction. Hence, using the usual Poincar�e inequality inV1(
), we have

kQ�
" (� )kL p (Rn ) � CkrQ �

" (� )kL p (Rn ) � C kr � kL p (
 �
" ) ;

which gives (3.25), since� = Q�
" (� ) + R �

" (� ); a.e. in (Rn )�
" :

3.2.3 Convergence results

We suppose thatp is in (1; + 1 ), that Hypothesis (H p ) holds and consider sequences
such that

kw" kW 1;p (
 �
" ) � C or kr w" kL p (
 �

" ) � C:

The main convergence results are Theorems 3.12 and 3.13 below.

Notation. For every w 2 Lp(
 �
" ), the function Q�

" (w) is de�ned on b
 Y
" (Subsection

3.2.2) or onb
 P
" (Appendix). Its extension by 0 toRn is fQ�

" (w" ) which is then restricted to

. For simplicity, this restriction is still denoted fQ�

" (w" ). Similarly, the function R �
" (w),

de�ned on b
 ��
" is extended by 0 to (Rn )�

" and then restricted to 
 �
" , this restriction is

still denoted fR �
" (w" ). Also, we denote by [rQ �

" (w" )]e (resp. [rR �
" (w" )]e) the extension

by 0 to Rn (or 
) of rQ �
" (w" ) (resp. rR �

" (w" )).

We �rst prove a convergence result concerning the sequencefQ �
" (w" )g. In Lemma

3.10 and Theorem 3.12, the set �0 is a non-empty open subset of@
. Since fQ�
" (w" ) and

[rQ �
" (w" )]e are de�ned on 
, the original unfolding operator T" is used.

Lemma 3.10. Let w" be in W 1;p(
 �
" ) satisfying

kw" kW 1;p (
 �
" ) � C: (3.26)
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Then, there exists a functionw in W 1;p(
) such that, up to a subsequence,

(i ) T" ( fQ�
" (w" )) ! w strongly in Lp

loc(
; W 1;p(Y));

(ii ) T" ( fQ�
" (w" )) * w weakly in Lp(
; W 1;p(Y));

(iii ) T"
�
[rQ �

" (w" )]e
�

* r w weakly in Lp(
 � Y):

(3.27)

Moreover, assuming that
 is with Lipschitz boundary, if for every" the function w"

belongs toW 1;p
0 (
 �

" ; � 0 \ @
) , then w belongs toW 1;p
0 (
; � 0) (i.e. the trace of w vanishes

on � 0) .

Proof. All the convergences of this proof are up to a subsequence. From Propositions
3.6 (ii) and Proposition 3.7, both sequences

� fQ�
" (w" )

	
and

� �
�[rQ �

" (w" )]e
�
� 	 are bounded

in Lp(
). Then there exist w in Lp(
) and F 2 Lp(
) such that

(i ) fQ�
" (w" ) �! w strongly in Lp

loc(
) ;

(ii ) fQ�
" (w" ) * w weakly in Lp(
) ;

(iii ) [rQ �
" (w" )]e * F weakly in Lp(
) :

(3.28)

Let ! be a relatively compact open subset in 
 and let � be in (D(! ))n . For "
su�ciently small, the inclusions support(�) � ! � b
 Y

" hold. Therefore,
Z



[rQ �

" (w" )]e � � dx =
Z

!
rQ �

" (w" ) � � dx = �
Z

!
Q�

" (w" ) div(�) dx

= �
Z




fQ�
" (w" ) div(�) dx:

Passing to the limit yields
Z



F � � dx = �

Z



w div(�) dx;

so that F = r w and w belongs toW 1;p(
).

Observe now that the restrictionT" ( fQ�
" (w" )) j ! � Y belongs toLp(! ; W 1;p(Y)) and its

gradient with respect to the variabley is of order " . Hence, with convergence (3.28)(i)
we get (3.27)(i) by the properties ofT" . Similarly, since w does not depend upony,
convergence (3.28)(ii) implies (3.27)(ii).

To prove (3.27)(iii), consider the sequencefQ �
" (w" )j ! g. It is uniformly bounded in

W 1;p(! ). By Theorem 1.4 applied in! , there exists bw! 2 Lp(! ; W 1;p
per (Y)) such that

T �
";!

�
r (Q�

" (w" )j ! )
�

* r w + r y bw! weakly in Lp(! � Y): (3.29)

Due to the de�nition of Q�
" , for a.e. x 2 ! , the function y 7�! bw! (x; y) is a polynomial

with degree less or equal to one with respect to each variabley1; : : : ; yn . This function
is alsoY-periodic. Consequently, it does not depends ony. This implies

T"
�
[rQ �

" (w" )]e
�

* r w weakly in Lp
loc(
; Lp(Y)):
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Now, (3.27)(iii) follows since [rQ �
" (w" )]e is bounded inLp(
), and so is T"

�
[rQ �

" (w" )]e
�

in Lp(
 � Y).
If w" belongs toW 1;p

0 (
 �
" ; � 0 \ @
), consider an open set 
 0 containing 
 and such that

� 0 = 
 0 \ @
. We extend w" by zero in (
 0)�
" n 
 �

" . This extension is still denotedw" .
Due to convergences (3.28) in the context of 
0 and (3.15), it follows that w vanishes
on � 0.

We now prove a convergence result concerning the sequencefR �
" (w" )g.

Lemma 3.11. Let w" be in W 1;p(
 �
" ) and satisfy

kr w" kL p (
 �
" ) � C: (3.30)

Then, there existsbw0 in Lp(
; W 1;p
per (Y

� )) such that, up to a subsequence,

1
"

T �
"

� fR �
" (w" )

�
* bw0 weakly in Lp(
; W 1;p(Y � )) ;

T"
�
[rR �

" (w" )]e
�

* r y bw0 weakly in Lp(
 � Y � );

T �
"

� fR �
" (w" )

�
! 0 strongly in Lp(
; W 1;p(Y � )) :

(3.31)

Proof. Due to Proposition 3.8, the sequence
1
"

T �
"

� fR �
" (w" )

�
is bounded inLp(
; W 1;p(Y � )).

So there exitsbw0 in Lp(
; W 1;p(Y � )) such that convergences (3.31) hold.
To show that bw0 is actually in Lp(
; W 1;p

per (Y
� )), let ! be any relatively compact open

subset of 
. The restriction of 1
" R �

" (� ) to ! �
" belongs toW 1;p(! �

" ). Applying Theorem
3.1 to this restriction, we obtain that bw0

j! � Y � belongs toLp(! ; W 1;p
per (Y

� )). The conclusion
follows by varying ! .

We are now in a position to state the main results of this section.

Theorem 3.12. Suppose thatw" in W 1;p(
 �
" ) satis�es

kw" kW 1;p (
 �
" ) � C:

Then, there existw in W 1;p(
) and bw in Lp(
; W 1;p
per (Y

� )) with MY � ( bw) � 0, such that,
up to a subsequence,

(i )

(
T �

" (w" ) ! w strongly in Lp
loc(
; W 1;p(Y � )) ;

T �
" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ;

(ii ) T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � ):

(3.32)

Moreover, assuming that
 is with Lipschitz boundary, if for every" the function w"

belongs toW 1;p
0 (
 �

" ; � 0 \ @
) , then w belongs toW 1;p
0 (
; � 0) (i.e. the trace of w vanishes

on � 0) .
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Proof. Convergences (3.32)(i) follow from (3.27)(i) and (ii) making use of (3.31). Simi-
larly, convergence (ii) follows from (3.27)(iii) and (3.31) with bw := bw0 � MY � ( bw).

Theorem 3.13. Let 
 be bounded and with Lipschitz boundary. Suppose thatw" belongs
to W 1;p

0 (
 �
" ; @
 \ @
 �

" ) and satis�es

kr w" kL p (
 �
" ) � C:

Then, there existw in W 1;p
0 (
) and bw in Lp(
; W 1;p

per (Y
� )) with MY � ( bw) � 0, such that,

up to a subsequence,

(i ) T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � );

(ii ) T �
" (w" ) ! w strongly in Lp(
; W 1;p(Y � )) ;

(iii ) kw" � wkL p (
 �
" ) ! 0):

(3.33)

Proof. By Theorem 3.9, it follows that estimate (3.26) is satis�ed. Convergence (i)
of (3.33) follows by Theorem 3.12. In order to obtain (ii) and(iii), without changing
notations, we extendw" by zero to the whole of

�
Rn

� �

"
(see (2.5)). Using the unfold-

ing operator T �
"; Rn associated withRn , the �rst convergence result of Theorem 3.12

implies that T �
"; Rn (w" ) converges strongly inLp

loc(R
n ; W 1;p(Y � )). Note that T �

" (w" ) =
T �

"; Rn (w" ) 1b
 "
j 
 � Y � . This implies the (ii) (3.33). As for (iii), it follows by applying

Proposition 2.15 (in the setting ofRn ).

We complete this subsection with a convergence result concerning the unfolding of
the di�erence between the general term of a sequence and its local average.

Proposition 3.14. Suppose thatw" in W 1;p(
 �
" ) satis�es (3.26). Assume moreover that

there existw in W 1;p(
) and bw in Lp(
; W 1;p
per (Y

� )) such that,

T �
" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ;

T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � );

with M
Y �

( bw)(x) = 0 a.e. x 2 
 .

Set z"
:=

1
"

(w" � M
Y �

(T �
" (w" )1b
 �

"
. Then, ez" converges weakly to 0 inLp(
) and

Z"
:= T �

" (z" ) =
1
"

�
T �

" (w" ) �M
Y �

(T �
" (w" )

�
* y M � r w + bw weakly in Lp(
; W 1;p(Y � )) ;

whereyM = y � M
Y �

(y).
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Proof. SinceM
Y �

(T �
" (w" )) does not depend ony, M

Y �
(Z" ) = 0.

On the other hand,r y(Z" ) = 1
" r yT �

" (w" ) = T �
" (r w" ) converges weakly tor w+ r y bw

in Lp(
 � Y � ). By the Poincar�e-Wirtinger inequality in W 1;p(Y � ), it follows that the
sequencef Z" g is bounded in Lp(
; W 1;p(Y � )). By the connectedness ofY � , there is
a unique element in this space with zero average onY � whose gradient with respect
to y is r w + r y bw, namely yM � r w + bw. Consequently, f Z" g converges weakly in
Lp(
; W 1;p(Y � )) to yM � r w + bw. By Proposition 2.8 (ii), this implies that ez" converges
weakly to 0 in Lp(
).

4 The boundary unfolding operator

In this section, we suppose thatp is in (1; + 1 ), that @Sis Lipschitz and has a �nite
number of connected components. The boundary of the set of holes in 
 is @S" \ 
 and
we denote byc@S" those that are included inb
 " .

For a well-de�ned trace operator to exist fromW 1;p(Y � ) to W 1� 1=p;p(@S), we assume
that each component of@Shas a Lipschitz boundary. Then, a well-de�ned trace operator
exists fromW 1;p(b
 �

" ) to W 1� 1=p;p( c@S" ).
The aim here is to give a meaning to the unfolding operator forsuch traces, and

to obtain estimates and convergences results for sequencesof functions in W 1;p� type
spaces. To do so, we extend the notion of boundary unfolding operator which was
introduced in a slightly di�erent form in [13] and [14] .

De�nition 4.1. For any function ' Lebesgue-measurable on@b
 �
" \ @S" , the boundary

unfolding operatorT b
" is de�ned by

T b
" (� )(x; y) =

8
<

:
�

�
"
hx

"

i

Y
+ "y

�
a.e. for (x; y) 2 b
 " � @S;

0 a.e. for (x; y) 2 � " � @S:
(4.1)

Remark 4.2. If ' 2 W 1;p(
 �
" ), T b

" (' ) is just the trace on@Sof T �
" (' ): In particular,

by the standard trace theorem inY � , there is a constantC such that

kT b
" (' )kL p (
 � @S) � C

�
kT �

" ' kL p (
 � Y � ) + kr yT �
" ' kL p (
 � Y � )

�
: (4.2)

From the properties ofT �
" , it follows that

kT b
" (' )kL p (
 � @S) � C

�
k' kL p (
 �

" ) + "kr ' kL p (
 �
" )

�
: (4.3)

The operator T b
" has similar properties as the boundary unfolding operatorsof [13]

and [14]. In particular, the integration formula, which reads
Z

c@S"

' (x) d� (x) =
1

" jY j

Z


 � @S
T b

" (' )(x; y) dx d� (y); (4.4)
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transforms an integral on the rapidly oscillating setc@S" into an integral on a �xed set

 � @S. The integration formula implies

kT b
" (' )kL p (
 � @S) = "1=pjY j1=pk' kL p ( c@S" ) : (4.5)

The presence of the power of" in (4.4) requires a normalization for boundary terms
which di�ers from that in the bulk. This induces some interesting e�ects for the con-
vergence of such boundary integrals (see Propositions 4.6 and 4.10).

Proposition 4.3. Suppose thatv belongs toW 1;p(
 �
" ) and that g is in Lp0

( c@S" ). Then
�
�
�
Z

c@S"

gv d� (x)
�
�
� � C

�
kT b

" (g)kL p0(
 � @S)kr vkL p (
 �
" ) +

1
"


 M @S(T b

" (g))



L p0(
)
kvkL p (
 �

" )

�
;

�
�
�
Z

c@S"

gv d� (x)
�
�
� �

C
"1=p

kgkL p0( c@S" )

�
kvkL p (
 �

" ) + "kr vkL p (
 �
" )

�
:

Proof. Applying (4.4) to the product g v gives
Z

c@S"

g v d� (x) =
1

" jY j

Z


 � @S
T b

" (g)(x; y) T �
" (v)(x; y)dx d� (y): (4.6)

This can be written as
Z

c@S"

g v d� (x) =
1

" jY j

Z


 � @S
T b

" (g)(x; y)
�
T �

" (v) � M
Y �

(T �
" (v))

�
(x; y) dx d� (y)

+
j@Sj
" jY j

Z



M @S(T b

" (g))( x)M
Y �

(T �
" (v))( x) dx:

(4.7)

By the H•older inequality,
�
�
�
Z

c@S"

g v d� (x)
�
�
� �

C
"

kT b
" (g)kL p0(
 � @S)kT �

" (v) � M
Y �

(T �
" (v))kL p (
 � @S)

+
C
"


 M @S(T b

" (g))



L p0(
)
kM

Y �
(T �

" (v))kL p (
) :

On the one hand, due to the Poincar�e-Wirtinger inequality inY � ,

kT �
" (v) � M

Y �
(T �

" (v))kL p (
 � @S) � Ckr yT �
" (v)kL p (
 � Y � ) � C"kr vkL p (
 �

" ) :

On the other hand, we have

kM
Y �

(T �
" (v))kL p (
) � CkT �

" (v)kL p (
) � CkvkL p (
 �
" ) :

The �rst inequality follows.
Since


 M @S(T b

" (g))



L p0(
)
� CkT b

" (g)kL p0( b
 " � @S) , the second inequality follows from
the �rst one and from (4.5).
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A simple consequence of formula (4.6) is the following convergence result:

Proposition 4.4. Supposew" is in W 1;p(
 �
" ), g" is in Lp0

( c@S" ) and

(i ) T �
" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ;

(ii ) T b
" (g" ) ! g strongly in Lp0

(
 � @S):
(4.8)

Then
"

Z

c@S"

g" w" d� (x) !
1

jY j

Z


 � @S
g(x; y) w(x; y) dxd� (y): (4.9)

Remark 4.5.

(i) It is obvious that strong and weak convergences in Proposition 4.4 can be inter-
changed.

(ii) For any g in Lp0
(
 � @S), there is always a sequencef g" g satisfying (4.8)(ii)(see

also Remark 4.8 below for a more general statement).

(iii) In Proposition 4.4, if w is independent ofy and M @S(g) = 0 , then

"
Z

c@S"

g" w" d� (x) ! 0:

The last result ((iii) of Remark 4.5), for w independent ofy and M @S(g) = 0, was

already observed in [13]. One can obtain the limit of the integral
Z

c@S"

g" w" d� (x) itself

under some additional assumptions. This is given in the nextresult.

Proposition 4.6. Let w" be in W 1;p(
 �
" ). Suppose there existw in W 1;p(
) and bw in

Lp(
; W 1;p
per (Y

� )) such that,

T �
" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ;

T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � );

(4.10)

with M
Y �

( bw)(x) = 0 for a.e. x 2 
 . Suppose also that the following two convergences

hold for g" in Lp0
( c@S" ):

T b
" (g" ) ! g strongly in Lp0

(
 � @S);
1
"

M @S(T b
" (g" )) ! G strongly in Lp0

(
) :
(4.11)
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Then, Z

c@S"

g" w" d� (x) !
j@Sj
jY j

Z




G w dx +
j@Sj
jY j

Z




M @S(yM g) � r w dx

+
1

jY j

Z


 � @S

g bw dxd� (y);
(4.12)

whereyM = y � M Y � (y).

Proof. Formula (4.7) gives
Z

c@S"

g" w" d� (x) =
j@Sj
jY j

Z




1
"

M @S(T b
" (g" ))( x)M

Y �
(T �

" (w" ))( x) dx

+
1

jY j

Z


 � @S

1
"

�
T �

" (w" ) � M
Y �

(T �
" (w" )

�
(x; y) T b

" (g" )(x; y) dx d� (y):

Then convergence (4.12) is obtained from the fact thatM
Y �

(T �
" (w" )) converges weakly

in Lp(
) to w (sinceT �
" (w" ) itself converges tow which is independent ofy) for the �rst

term and from Proposition 3.14 for the second term (which itself gives two terms in the
limit).

Remark 4.7. Actually, Proposition 4.6 can be stated with the same conclusion with
four di�erent sets of hypotheses by exchanging weak and strong convergences in(4.10)
and (4.11). We will use the same reference for these alternate versions. An interesting
case is when convergences 4.10 are both strong. Then convergence(4.12) holds assuming
only weak convergences in(4.11).

Remark 4.8. Note that if g" in Lp0
( c@S" ) is such that

T b
" (g" ) * g weakly in Lp0

(
 � @S);
1
"

M @S(T b
" (g" )) * G weakly in Lp0

(
) ;

it follows that
M @S(g) = 0 a.e. for x 2 
 :

Conversely, for anyg in Lp0
(
 � @S) with M @S(g)(x) = 0 for a.e. x 2 
 , and G

in Lp0
(
) , there always exists a sequenceg" satisfying (4.11). An example of such a

sequence is given by
g" = Ub

" (g) + " M
Y

�
T" (G)

�
j c@S"

:
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We now extend the result of Propositions 4.3 and 4.6 to the case wherew" belongs to
W 1;p

0 (
 �
" ; @
 \ @
 �

" ) and g" to Lp0

loc(@S" ). Recall that V1(
) denotes the 1-neighborhood
of 
 :

Proposition 4.9. Assume that
 is bounded with Lipschitz boundary. Letw belong to
W 1;p

0 (
 �
" ; @
 \ @
 �

" ) and g to Lp0

loc(@S" ). Then, for " small enough
�
�
�
Z

@S" \ 

g w d� (x)

�
�
� � CkT b

" (g)kL p0(V1 (
) � @S)kr wkL p (
 �
" )

+
C
"


 M @S(T b

" (g))



L p0(V1 (
))
kwkL p (
 �

" ) ;
�
�
�
Z

@S" \ 

g w d� (x)

�
�
� �

C
"1=p

kgkL p0(@S" \ V 1 (
))

�
kwkL p (
 �

" ) + "kr wkL p (
 �
" )

�
:

Proposition 4.10. Let 
 be a bounded domain with Lipschitz boundary andw" be in
W 1;p

0 (
 �
" ; @
 \ @
 �

" ), satisfying kr w" kL p (
 �
" ) � C. Suppose that there existw in W 1;p

0 (
)
and bw in Lp(
; W 1;p

per (Y
� )) such that,

T �
" (w" ) * w weakly in Lp(
; W 1;p(Y � )) ;

T �
" (r w" ) * r w + r y bw weakly in Lp(
 � Y � );

(4.13)

with M
Y �

( bw)(x) = 0 a.e. x 2 
 .

Let g" 2 Lp0

loc(@S" ) and suppose furthermore that

T b
" (g" ) ! g strongly in Lp0

loc(R
n � @S);

1
"

M @S(T b
" (g" )) ! G strongly in Lp0

loc(R
n )

(4.14)

(where T b
" acts in (Rn )�

" ; see (2.5)). Then we have
Z

@S" \ 

g" w" d� (x) !

j@Sj
jY j

Z



M @S(yM g)�r w dx +

j@Sj
jY j

Z



G w dx

+
1

jY j

Z


 � @S
bw g dxd� (y):

(4.15)

Proof of Propositions 4.9 and 4.10.Extend w and w" by 0 to the whole (Rn )�
" to get

Z

@S" \ 

g" w" d� (x) =

Z

( c@S" )1

g" w" d� (x); (4.16)

where (c@S" )1 is the c@S" associated withV1(
) instead of 
 (with a similar relation
for w). The results then follow from Propositions 4.3 and 4.6 applied in the domain
V1(
).
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Remark 4.11. In the literature, there are two standard examples of periodic functions
g" , deriving from a function g in Lp0

(@S).
For Hypothesis(4.14), g" is de�ned as

1: g" (x) = " g(f x="gY ) if M @S(g) 6= 0;

2: g" (x) = g(f x="gY ) if M @S(g) = 0 :

For Hypothesis(4.11), since the functionsg" have to vanish outside ofd@S" , the formulas
are

3: g" (x) = " g(f x="gY ) 1bS"
if M @S(g) 6= 0;

4: g" (x) = g(f x="gY ) 1bS"
if M @S(g) = 0 :

At the limit, in cases 1 and 3,g = 0, G = M @S(g), while in cases 2 and 4,g = g and
G = 0. Note that there is no way to have bothg and G non zero by simply using the
periodic approach.

Remark 4.12. The setting of [13] is restricted to the case 1 above. In particular, if
M @S(g) = 0 , Proposition 4.10 holds withG = 0. Moreover, by Proposition 4.10 with
w" � w, one immediately has

Z

@S" \ 

g" w d� (x) ! 0;

which should be compared with"
Z

c@S"

g" w d� (x) ! 0 (see (iii) of Remark 4.5).

5 Application: homogenization in periodically per-
forated domains

We present two generalizations of classical homogenization problems in bounded
domains with holes. In the both cases, the boundary condition on the holes is of non
homogeneous Neumann type. In the �rst problem, the conditionon the outer boundary
is homogeneous Dirichlet (Dirichlet-Neumann problem) while in the second problem it
is homogeneous Neumann.

Throughout this section, we assume that 
 is bounded with Lipschitz boundary
and that Hypothesis (H 2) holds.

Let f be in L2(
) 1 and A" (x) = ( a"
ij (x))1� i;j � n be a matrix �eld in the set M (�; �; 
),

according to the standard de�nition below.

1One can as easily consider a sequencef f " g which converges weakly tof in L 2(
). However, one
cannot choose a �xedf in H � 1(
), simply because it cannot be restricted 
 �

" in a meaningful way.
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De�nition 5.1. Let �; � 2 R; such that0 < � < � . M (�; �; O) denotes the set of the
n � n matrices B = B(x), B = ( bij )1� i;j � n 2 (L1 (O))n� n such that for any� 2 Rn and
a.e. on O,

(B(x)�; � ) � � j� j2; jA(x)� j � � j� j:

The Dirichlet-Neumann problem is
8
><

>:

� div (A" r u" ) = f in 
 �
" ;

u" = 0 on @
 �
" \ @
 ;

A" u" � n" = g" on @S" \ 
 ;

(5.1)

whereg" is given in L2(@S" \ 
).
The Neumann problem is

8
>><

>>:

� div (A" r u" ) + b" u" = f in 
 �
" ;

A" u" � n" = 0 on @
 �
" n d@S" ;

A" u" � n" = g" on d@S" ;

(5.2)

where the functionb" is measurable, positive a.e. in 
, essentially bounded as well as
its inverse, andg" is given in L2(d@S" ) (see notation (2.4)).

Remark 5.2. As far as we know, there is no homogenization result for Problem 5.2 if
g" is de�ned on the whole of@S" and does not vanish outside ofd@S" . This is mainly
due to the lack of uniform bounds for solutions. In some papers, the holes in the zone
@S" n b@S" (or in a similar boundary layer) are completely suppressed, in which case the
unfolding approach works as easily (since all unfolded functions always vanish in this
layer).

The variational formulation of (5.1) is
8
>>><

>>>:

Find u" 2 H 1
0 (
 �

" ; @
 \ @
 �
" ) such that

Z


 �
"

A" r u" r v dx =
Z


 �
"

f v dx +
Z

@S" \ 

g" v d� (x);

8v 2 H 1
0 (
 �

" ; @
 \ @
 �
" ):

(5.3)

The variational formulation of (5.2) is
8
>>><

>>>:

Find u" 2 H 1(
 �
" ) such that

Z


 �
"

A" r u" r v dx +
Z


 �
"

b" u" vdx =
Z


 �
"

f v dx +
Z

d@S"

g" v d� (x);

8v 2 H 1(
 �
" ):

(5.4)
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A major di�culty when considering (5.3) and (5.4), is the strong dependence upon
" of the spacesH 1

0 (
 �
" ; @
 \ @
 �

" ) and H 1(
 �
" ).

What kind of convergence can be expected for the sequence f u" g?
One approach is to use uniformly bounded extension operatorsP" from H 1(
 �

" ) to H 1(
)
(respectively fromH 1

0 (
 �
" ; @
 \ @
 �

" ) to H 1
0 (
)). The weak convergence off P" (u" )g in

the corresponding �xed space can then be proved. This is the case for su�ciently smooth
holes not intersecting the boundary of 
. Such extension operators are constructed on
the unit cell under restrictive conditions on the normalized hole S (for this approach,
we refer the reader to [4], [15], [16] and the references therein, [23], [5], [7], see also
[18]). The choice of the cellY can be critical. For example, Figure 4 shows two possible
choices of unit cell, which di�er only by the position of the cell with respect to the origin
of Rn (the hole S is the same in both cases). The problems are therefore identical. But
for the one on the left, provided the hole is with Lipschitz boundary, one can construct
such an extension operator. For the choice on the right no such extension operator can
be constructed!
Without such extension operators, even ifku" kH 1 (
 �

" ) is uniformly bounded, one cannot
speak about \convergence" ofu" . For homogeneous Neumann condition on the bound-
ary of the holes, a �rst attempt in this direction was made in [3] where the obtained
convergence was the following:ku" � ukL 2 (
 �

" ) ! 0 for the Dirichlet-Neumann problem
(resp. 8! �� 
 ; ku" � ukL 2 (! \ 
 �

" ) ! 0).
In contrast, in the unfolding method, the sequencesfT �

" (u" )g and fT �
" (r u" )g are

bounded in the �xed spacesL2(
; H 1(Y � )) and L2(
 � Y � ), thereby allowing the use
of standard convergences. These convergences, in turn giveinformation on the original
sequences as well as corrector results (see (5.9) and (5.44)).

In the above variational formulations, the presence of integrals on the perforation
boundaries requires the existence of traces on@Sand is another di�culty because these
boundaries vary wildly with " . This is overcome by the use of the boundary unfolding
operator which rewrites them as integrals on the �xed set 
� @S. In the particular
case of periodic boundary data of the formg" (x) = g(f x="gY ) for someg in Lp0

(@S),
this procedure was used in [13]-[14] (see also Remark 4.11).

In each problem, under strong convergence conditions on thedata, we obtain a
corrector result which is new in this context.

5.1 Homogenization of the Dirichlet-Neumann problem

When studying the asymptotic behavior of (5.1), the �rst point is to obtain a uniform
bound for u" solution of (5.3). To do so, we �rst choose an extension ofg" to @S" \V 1(
)
(still using the notation g" for this extension).2 Then we chooseu" as a test function in
(5.3). From the resulting formula, making use of Proposition 4.9 and Theorem 3.9 (for

2Actually, any extension in L 2(@S" \V 1(
)) will do. We usually choose either the periodic extension
(if it is possible), or the extension by 0 . Recall that V1(
) is the 1-neighborhood of 
.
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p = 2), one can establish the uniform bound

ku" kH 1 (
 �
" ) � C

�
kf kL 2 (
 �

" ) + "1=2kg" kL 2 (@S" \V 1 (
)) +
1
"


 M @S(T b

" (g" ))



L 2 (V1 (
))

�
: (5.5)

In view of this estimate, the natural condition on the function g" is that

"1=2kg" kL 2 (@S" \V 1 (
)) +
1
"


 M @S(T b

" (g" ))



L 2 (V1 (
))
is uniformly bounded, (5.6)

which gives a uniform bound forku" kH 1 (
 �
" ) . We can now state the homogenization

result.

Theorem 5.3. Let u" be the solution of problem(5.1). Suppose that

T �
"

�
A"

�
! A a.e. in 
 � Y � (or more generally, in measure in
 � Y � ); (5.7)

for some matrix A = A(x; y) such that

A = ( aij )1� i;j � n 2 M (�; �; 
 � Y � ):

Suppose furthermore thatg" satis�es (5.6) and that there existg in L2(
 � @S) and G
in L2(
) satisfying

T b
" (g" ) * g weakly in L2(
 � @S);

1
"

M @S(T b
" (g" )) * G weakly in L2(
) :

(5.8)

Then, there existu0 2 H 1
0 (
) and bu0 2 L2(
; H 1

per (Y
� )) such that

(i ) ku" � u0kL 2 (
 �
" ) ! 0;

(ii ) T �
" (u" ) ! u0 strongly in L2(
; H 1(Y � )) ;

(iii ) T �
" (r u" ) * r u0 + r ybu0 weakly in L2(
 � Y � );

(5.9)

and the pair (u0; bu0) is the unique solution of the problem
8
>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>:

u0 2 H 1
0 (
) ; bu0 2 L2(
; H 1

per (Y
� ) with M

Y �
(bu0) = 0 for a.e. x 2 
 ;

1
jY j

Z


 � Y �
A(x; y)

�
r u0(x) + r ybu0(x; y)

��
r 	( x) + r y �( x; y)

�
dxdy

=
jY � j
jY j

Z



f (x) 	( x) dx +

j@Sj
jY j

Z




M @S(yM g)(x) � r 	( x) dx

+
j@Sj
jY j

Z




G(x) 	( x) dx +
1

jY j

Z


 � @S
g(x; y)�( x; y) dx d� (y);

8	 2 H 1
0 (
) ; 8� 2 L2(
; H 1

per (Y
� )) :

(5.10)
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Remark 5.4. As in the case of �xed domains (see [10]), every matrix �eldA belonging
to M (�; �; 
 � Y � ) can be approached (in the sense of(5.7)) by the sequence of matrices
A" in M (�; �; 
 �

" ) with A" de�ned as follows:

A" =

(
U" (A) in b
 �

"

�I n in � �
" :

Proof of Theorem 5.3. First, note that problem (5.10) has a solution which is uniqueby
direct application of the Lax-Milgram theorem in the spaceH 1

0 (
) � L2(
; H 1
per (Y

� )=R)
(H 1

per (Y
� )=R) is identi�ed with the closed subspace ofH 1

per (Y
� ) consisting of all its

functions with mean value 0).
As seen above, (5.5) and (5.6) imply thatku" kH 1 (
 �

" ) is uniformly bounded. Then,
Theorems 3.12 and 3.13 imply convergences (5.9), at least for a subsequence. The
uniqueness of the solution of the limit problem will eventually imply the convergence of
the whole sequence.

Let 	 and ' be in D(
) and  =  (y) in H 1
per (Y

� ) such that M Y � ( ) = 0. We

choose in (5.3) the test functionv" = 	 + "' " where " (x) =  
� x

"

�
. Since

r v" = r x 	( x) + " " r x ' + ' (r y )
� �

"

�
;

by Proposition 2.8 (i),

T �
" (v" ) ! 	 strongly in L2(
 � Y � );

T �
" (' " ) ! � strongly in L2(
 � Y � ); with �( x; y) = ' (x)  (y);

T �
" (r v" ) ! r 	 + r y � strongly in L2(
 � Y � ):

(5.11)

Then, for " small enough, Proposition 2.6 (i) and (5.9) allow passing tothe limit to get
Z


 �
"

A" r u" r v" dx =
1

jY j

Z


 � Y �
T �

" (A" )T �
" (r u" ) T �

" (r v" ) dx dy

!
1

jY j

Z


 � Y �
A(x; y)

�
r u0(x) + r ybu0(x; y)

��
r 	( x) + � (x)r  (y)

�
dx dy;

(5.12)

as well as
Z


 �
"

f v " dx =
1

jY j

Z


 � Y �
T �

" (f )T �
" (v" ) dx dy �!

jY � j
jY j

Z



f (x) 	( x) dx: (5.13)

For " small enough, in view of the fact that the support ofv" remains in a �xed
compact subset of 
, the surface integral in (5.3) takes the form

Z

@S" \ 

g" v" d� (x) =

Z

c@S"

g" 	 d� (x) + "
Z

c@S"

g" ' " d� (x):
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To pass to the limit here, we use the results of Section 6. In view of hypotheses (5.8)
and convergences (5.11), we can apply Proposition 4.6 in theform of Remark 4.7, to
the �rst integral in the right hand side to obtain

Z

c@S"

g" 	 d� (x) !
j@Sj
jY j

Z



M @S(yM g) � r 	 dx +

j@Sj
jY j

Z



G 	 dx: (5.14)

For the second integral, Proposition 4.4 and (5.11) again give

"
Z

c@S"

g" ' " d� (x) !
1

jY j

Z


 � @S
g(x) ' (x) (y) dxd� (y): (5.15)

Collecting (5.12), (5.13), (5.14) and (5.15), and due to thedensity of D(
) in H 1
0 (
)

and that of the tensor productD(
) 
 H 1
per (Y

� ) in L2(
; H 1
per (Y

� )), we get the unfolded
limit formulation (5.10).

We now turn to the \classical" formulation of the limit probl em in terms ofu0 alone.
We begin by expressingbu0 in terms of u0.

Proposition 5.5. The function bu0 in Theorem 5.3 is given in terms ofu0 by

bu0(x; y) =
nX

i =1

@u0
@xi

(x)� i (x; y) + � 0(x; y); (5.16)

where the corrector functions� j 2 L1 (
; H 1
per (Y

� )) ( j = 1; : : : ; n), are, for a.e. x in 
 ,
the solutions of the cell problems

8
>>>>>>><

>>>>>>>:

�
nX

i;k =1

@
@yi

�
aik (x; y)

� @�j (x; y)
@yk

� � jk
� �

= 0 in Y � ;

nX

i;k =1

aik (x; y)
� @�j (x; y)

@yk
� � jk

�
ni = 0 on @S;

M Y � (� j )(x; �) = 0 ; � j (x; �) Y-periodic;

(5.17)

and � 0 is the solution of
8
>>>>>>><

>>>>>>>:

�
nX

i;k =1

@
@yi

�
aik (x; y)

@�0(x; y)
@yk

�
= 0 in Y � ;

nX

i;k =1

aik (x; y)
@�0(x; y)

@yk
ni = g(x; y) on @S;

M Y � (� 0)(x; �) = 0 ; � 0(x; �) Y-periodic:

(5.18)
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Proof. The proof is straightforward once the existence and uniqueness of the \correctors"
� i ; (i = 1; : : : ; n) and � 0, is shown. For all of them, this follows from the Lax-Milgram
theorem. The case of system (5.18), which takes care of the non homogeneous Neumann
boundary condition, requires special attention, since to apply the Lax-Milgram theorem

a compatibility condition is needed. This condition is
Z

@S
g(x; y) d� (y) = 0 for a.e.

x 2 
, and it is satis�ed due to convergences (5.8) and Remark 4.8.

The classical homogenization result for problems with holes is recovered here (with-
out extension operators and with no condition that the holesdo not intersect the outer
boundary).

Theorem 5.6. The homogenized formulation associated with Theorem 5.3 is
8
>>>>><

>>>>>:

� div (A0r u0) =
jY � j
jY j

f +
j@Sj
jY j

G �
j@Sj
jY j

div
�
M @S(yM g)

�

+
jY � j
jY j

div M Y �

�
A(x; �)r y � 0(x; �)

�
in 
 ;

u0 = 0 on @
 ; where� 0 is given by(5.18).

(5.19)

The homogenized matrixA0 = ( a0
ij )1� i;j � n is elliptic and de�ned by

a0
ij = M Y �

�
aij �

nX

k=1

aik
@�j
@yk

�
= M Y � (aij ) � M Y �

� nX

k=1

aik
@�j
@yk

�
: (5.20)

where� j (j = 1; : : : ; n) is de�ned by (5.17).

Proof. Inserting formula (5.16) into (5.10), and taking � = 0 gives the result.

In the case of a periodicg" (see Remark 4.11 for the notations), arising fromg in
L2(@S), the two cases give di�erent results. In case 1,g = 0, G = M @S(g), so that
� 0 = 0 and the limit problem is

8
<

:
� div(A0r u0) =

jY � j
jY j

f +
j@Sj
jY j

M @S(g) in 
 ;

u0 = 0 on @
 :

In case 2,g = g and G = 0, so the limit problem is
8
<

:
� div(A0r u0) =

jY � j
jY j

f +
jY � j
jY j

div
�

M Y �

�
A(x; �)r y � 0� 0(x; �)

� �
in 
 ;

u0 = 0 on @
 ;

with � 0� 0 given by (5.18) associated withg.
One can remark that in the latter case, ifA does not depend onx, � 0� 0 itself is

independent ofx. Then, the second term in the right-hand side of the homogenized
problem vanishes andg does not contribute to the limit problem, i.e. the limit equation
is the same as that of the homogeneous Dirichlet-Neumann case.
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5.2 Convergence of the energy and correctors for the Dirichlet-
Neumann problem

Actually, a convergence result stronger than (5.9) (iii) holds for the sequences of
solutions f u" g of problem (5.1), under stronger assumptions on the data. Itis based on
the convergence of the energy for this problem.

Proposition 5.7. Assume that hypotheses of Theorem 5.3 are satis�ed. Moreover,
assume that the convergences in(5.8) are strong, i.e.,

T b
" (g" ) ! g strongly in L2(
 � @S);

1
"

M @S(T b
" (g" )) ! G strongly in L2(V1(
)) :

(5.21)

Then

lim
" ! 0

Z


 �
"

A" r u" r u" dx =
1

jY j

Z


 � Y �
A

�
r u0 + r ybu0

� �
r u0 + r ybu0

�
dx dy (5.22)

and the following strong convergence holds:

T �
" (r u" ) ! r u0 + r ybu0 strongly in L2(
 � Y � ): (5.23)

Moreover,

lim
" ! 0

Z

� �
"

jr u" j2 dx = 0: (5.24)

To prove this proposition, we will make use of the following classical result:

Lemma 5.8. Let f D " g be a sequence ofn � n matrix �elds in M (�; �; O) for some
open setO, such thatD " ! D a.e. on O (or more generally, in measure inO). If the
sequencef � " g converges weakly to� in L2(O)n , then

lim inf
" ! 0

Z

O
D " � " � " dx �

Z

O
D � � dx: (5.25)

Furthermore, if

lim sup
" ! 0

Z

O
D " � " � " dx �

Z

O
D � � dx; (5.26)

then
Z

O
D � � dx = lim

" ! 0

Z

O
D " � " � " dx and � " ! � strongly in L2(O)n : (5.27)
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Proof of Proposition 5.7. By Proposition 2.6 (i) and the ellipticity of A" ,
Z


 � Y �
T �

" (A" ) T �
"

�
r u"

�
T �

"

�
r u"

�
dx dy =

Z


 �
"

A" r u" r u" dx �
Z

� �
"

A" r u" r u" dx

�
Z


 �
"

A" r u" r u" dx:

(5.28)
Going back to (5.3), this gives successively

lim sup
" ! 0

1
jY j

Z


 � Y �
T �

" (A" ) T �
"

�
r u"

�
T �

"

�
r u"

�
dx dy � lim sup

" ! 0

Z


 �
"

A" r u" r u" dx

= lim sup
" ! 0

� Z


 �
"

f u " dx +
Z

@S" \ 

g" u" d� (x)

�
:

But, by the three convergences of (5.9) together with formula (4.15) of Proposition 4.10,

it follows that
Z


 �
"

f u " dx !
jY � j
jY j

Z



f u 0 dx, while

Z

@S" \ 

g" u" d� (x) !

j@Sj
jY j

Z



M @S(yM g) � r u0 dx

+
j@Sj
jY j

Z



G u0 dx +

1
jY j

Z


 � @S
bu0 g dxd� (y):

Confronting this with (5.10) where 	 = u0 and � = bu0, proves (5.22). Applying Lemma
5.8 with D " = T �

" (A" ), � " = T �
"

�
r u"

�
, yields convergences (5.22) and (5.23). Now, using

(5.28) again, gives

lim
" ! 0

Z

� �
"

A" r u" r u" dx = 0;

hence (5.24) by ellipticity.

We can now address the question of correctors. In the case where A" (x) = A
� x

"

�
,

by using extension operators and under the hypothesis that the holes do not intersect
@
, the following corrector result was proved in [19] (Corollary 2.2):


 r u" � r u0 �

nX

i =1

@u0
@xi

r y � i

�n �
"

o

Y

� 


L 1 (
 �
" )

! 0: (5.29)

Using the unfolding method, we now give a general corrector result, of which con-
vergence (5.29) is a simple corollary. As in the case of �xed domains (cf. [10]), this
corrector result is a direct consequence of the strong convergence (5.23).
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Theorem 5.9. Under the hypotheses of Proposition 5.7, as" ! 0, the following strong
convergence holds:

kr u" � r u0 �
nX

i =1

U"

� @u0
@xi

�
U�

" (r y � i ) � U �
" (r y � 0)kL 2 (
 �

" ) ! 0: (5.30)

In the case where the matrix �eldA does not depend onx, the following corrector result
holds:


 u" � u0 � "

nX

i =1

Q"

� @u0
@xi

�
� i

�n �
"

o

Y

�
� "� 0

�n �
"

o

Y

� 


H 1 (
 �
" )

! 0: (5.31)

Proof. By construction, for i = 1; : : : ; n, the function � i belongs toL1 (
; H 1(Y � )).
Due to convergences (5.24) and (5.23), Proposition 2.13 (iv) gives

kr u" � U �
" (r u0 + r ybu0)kL 2 (
 �

" ) ! 0: (5.32)

By Proposition 2.11 and (5.16) this implies

kr u" � r u0 �
nX

i =1

U�
"

� @u0
@xi

r y � i

�
� U �

" (r y � 0)kL 2 (
 �
" ) ! 0; (5.33)

hence (5.30) follows directly from formula (2.11) and Proposition 1.7 (here, r y � i is
extended by 0 in 
 � S).

Convergence (5.31) is a consequence of (5.30), and of multiple applications of the

following lemma with � = 1;
@u0
@xi

(extended by 0 outside 
), � = � i and � = r y � i

(both extended by 0 in the holes).

Lemma 5.10. There is a constantC such that, for � in L2(Rn ) and � in L2(Y),


 Q" (� )�

�n �
"

o

Y

� 



L 2 (Rn )
� Ck� kL 2 (Rn )k� kL 2 (Y ) ; (5.34)

and moreover, 

 U" (� )�

�n �
"

o

Y

�
� Q " (� )�

�n �
"

o

Y

� 



L 2 (Rn )
! 0: (5.35)

Proof. For the proof of (5.34), we refer the reader to [21]. Convergence (5.35) follows
from (5.10) and from Propositions 1.6 (iv) and 1.7, using thestrong convergence of
Q" (� ) to � in L2(Rn ) (see [10]). .
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5.3 Homogenization of the Neumann problem

To homogenize the Neumann problem (5.2), the same method applies. We state the
results without detailing the proofs. The condition onb" is the following:

(
There are two positive constantsc0 and C0 and b2 L1 (
 � Y � ) such that,

c0 � b" (x) � C0 a.e. x 2 
 �
" and T �

" (b" ) ! b in measure (or a.e.) in 
 � Y � :
(5.36)

By Corollary 2.15, the last condition of (5.36) is equivalent to

kb" � bkL p ( b
 �
" ) ! 0 for some (or every!)p 2 [1; 1 ):

Theorem 5.11. (Unfolded formulation for (5.2)). Let u" be the solution of the problem
(5.4). Assume that (5.7), (5.8) and (5.36) hold. Assume furthermore thatg" vanishes
outside of d@S" . Then, there existu in H 1(
) and bu in L2(
; H 1

per (Y
� )) , such that

(i ) T �
" (u" ) converges tou weakly in L2(
; H 1(Y � ))and strongly in L2

loc(
; H 1(Y � ))

(ii ) T �
" (r u" ) * r u + r ybu weakly in L2(
 � Y � );

(5.37)
and the pair (u; bu) is the unique solution of the problem

8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

u 2 H 1(
) ; bu 2 L2(
; H 1
per (Y

� )) with M
Y �

(bu) = 0 for a.e. x 2 
 ;

1
jY j

Z


 � Y �
A(x; y)

�
r u(x) + r ybu(x; y)

��
r 	( x) + r y �( x; y)

�
dxdy

+
jY � j
jY j

Z



M

Y �
(b)(x) u(x) 	( x) dx

=
jY � j
jY j

Z



f (x) 	( x) dx +

j@Sj
jY j

Z



M @S(yM g)(x) � r 	( x) dx

+
j@Sj
jY j

Z



G(x) 	( x) dx +

1
jY j

Z


 � @S
g(x; y)�( x; y) dx d� (y);

8	 2 H 1(
) ; 8� 2 L2(
; H 1
per (Y

� )) :

(5.38)

Proof. The a priori estimate
ku" kH 1 (
 �

" ) � C; (5.39)

follows directly from the variational formulation (5.4) and Proposition 4.3. The remain-
der of the proof is the exact analog of the proof of Theorem 5.3, making use of Theorem
3.12 instead of Theorem 3.13.

The next results are the equivalent of Proposition 5.5 and Theorem 5.6 (with obvious
modi�cations in the proofs).
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Proposition 5.12. The function bu in Theorem 5.11 is given in terms ofu by

bu(x; y) =
nX

i =1

@u
@xi

(x)� i (x; y) + � 0;

where the corrector functions� j ; (j = 0; : : : ; n) are given, as before, by(5.17) and
(5.18).

Theorem 5.13. (Standard homogenization for Neumann problem). Letu" be the so-
lution of problem (5.4) and suppose that the hypotheses of Theorem 5.11 are satis�ed.
Then u is the solution in H 1(
) of the homogenized problem

8
<

:
� div (A0r u) +

jY � j
jY j

M
Y �

(b) u =
jY � j
jY j

f � div G in 
 ;

A0r u � n = G �n on @
 ;

where

G(x) :=
j@Sj
jY j

�
G + M @S(yM g)(x)

�
�

jY � j
jY j

M Y �

�
A(x; �) r y � 0(x; �)

�
in 
 :

The matrix �eld A0 is the same as that de�ned in Theorem 5.6.

Remark 5.14. In this problem, a strange phenomenon occurs: the non homogeneous
Neumann conditions on the boundary of the holes inside
 (actually supported inside
b
 " ) contribute to a non homogeneous Neumann condition on the outer boundary@
 in
the limit problem through the termG. This phenomenon was also observed in the context
of � -convergence in [6].

In the case of periodic ag" derived from g be in L2(@S), the two cases of Remark
4.11 give di�erent results.

In case 3, the limit problem is (sinceg = 0, � 0 = 0 so G=0)
8
<

:
� div (A0r u) +

jY � j
jY j

M
Y �

(b) u =
jY � j
jY j

f +
j@Sj
jY j

M @S(g) in 
 ;

A0r u � n = 0 on @
 :

In case 4 of Remark 4.11, the limit problem is
8
<

:
� div (A0r u) +

jY � j
jY j

M
Y �

(b) u =
jY � j
jY j

f � divG in 
 ;

A0r u � n = G �n on @
 ;

with G(x) :=
j@Sj
jY j

M @S(yM g)(x)) �
jY � j
jY j

M Y �

�
A(x; �)r y � 0(x; �)

�
in 
 ;.

In this last case, the holes induce a non homogeneous Neumann condition at the
limit.
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5.3.1 Convergence of the energy and correctors for the Neumann case

The following result is the equivalent of Proposition 5.7.

Proposition 5.15. (Convergence of the energy for problem(5.4)). Assume also that

T b
" (g" ) ! g strongly in L2(
 � @S);

1
"

M @S(T b
" (g" )) ! G strongly in L2(
) :

(5.40)

Then

lim
" ! 0

Z


 �
"

�
A" r u" r u" + b" u2

"

�
dx =

1
jY j

Z


 � Y �
A

�
r u + r ybu

� �
r u + r ybu

�
dx dy

+
jY � j
jY j

Z



M

Y �
(b) u2 dx;

(5.41)

and
lim
" ! 0

� Z

� �
"

jr u" j2 dx +
Z

� �
"

u2
" dx

�
= 0: (5.42)

Moreover, one has the following convergences:

T �
" (u" ) ! u strongly in L2(
 � Y � );

T �
" (r u" ) ! r u + r ybu strongly in L2(
 � Y � ):

(5.43)

Proof. The proof of (5.41) is similar to that in Proposition 5.7. Forthat of (5.43) and
(5.42), Lemma 5.8 is applied to the (n + 1) � (n + 1) matrix D " and the n + 1 vector � "

D " =

0

B
B
B
@

0

T �
" (A" )

...
0

0 : : : 0 T �
" (b" )

1

C
C
C
A

; � " =

0

B
B
B
B
B
B
B
B
@

T �
"

� @u"
x1

�

...

T �
"

� @u"
xn

�

T �
" (u" )

1

C
C
C
C
C
C
C
C
A

:

As a consequence, we have

Theorem 5.16. As " ! 0,

(i ) ku" � ukL 2 (
 �
" ) ! 0;

(ii ) kr u" � r u0 �
nX

i =1

U"

� @u0
@xi

�
U�

" (r y � i ) � U �
" (r � 0)kL 2 (
 �

" ) ! 0:
(5.44)
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In the case where the matrix �eldA does not depend onx, the following corrector result
holds:


 u" � u0 � "

nX

i =1

Q"

� @u0
@xi

�
� i

�n �
"

o

Y

�
� "� 0

�n �
"

o

Y

� 


H 1 (
 �
" )

! 0:

Proof. Convergence (i) follows from Corollary 2.15, (5.42) and (5.43). The proof of the
other convergences is the same as that of Proposition 5.9.

5.4 Multiscales domains mixing composites and perforations

As shown in [10], the periodic unfolding method is particularly well-adapted to multi-
scales problems (as compared to the use of two-scale convergence in [1], where the scales
have to be well-separated). The unfolding methods for �xed domains and for perforated
domains, can be combined to consider mixed situations.

Let Y � be a subset ofY for which Hypothesis(H p ) (see Section3.2.1) is satis�ed,
see Subsection 3.2.1. LetY2 be given an open subset ofY � with Lipschitz boundary
and denoteY � n Y2 by Y1. Let Z be another periodicity cell, and"; � be two small
parameters.

For x in
�
Rn

� �

"
, set A"� be a matrix �eld de�ned by

A"� (x) =

8
><

>:

A1

�n x
"

o

Y

�
for

n x
"

o

Y
2 Y1;

A2

�n �
x
"

	
Y

�

o

Z

�
for

n x
"

o

Y
2 Y2;

whereA1 is in M (�; �; Y 1) and A2 in M (�; �; Z ).
With the notation from Section 3, the perforated domain 
�" (see Figure 8) is de�ned

by (2.3), i.e., 
 �
" = 
 n S" ; where S" =

S
� 2G "

�
� + B

�
. So, 
 �

" has "� periodic holes
(the set S" ) and an "� periodic set of a composite material corresponding to the set
Y2;" =

S
� 2G "

�
� + Y2

�
.

Z

Y*

d

We
*

Y1

Y2

B

e
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Figure 8. The perforated domain 
�"

Consider now the problem
Z


 �
"

A"� r u"� r v dx =
Z


 �
"

f v dx; 8v 2 H 1
0 (
 �

" ; @
 \ @
 �
" ); (5.45)

where f in L2(
). By the Lax-Milgram theorem, one has existence and uniqueness of
u"� in H 1

0 (
 �
" ; @
 \ @
 �

" ) satisfying the estimate

ku"� kH 1 (
 �
" ) �

1
�

kf kL 2 (
) :

Unfolding at the scale" as in Section 5, we have convergences (3.33) for somebu in
L2(
; H 1

per (Y
� )), i.e.,

T �
" (u"� ) ! u0 strongly in L2(
; H 1(Y � )) ;

T �
" (r u"� ) * r u0 + r ybu weakly in L2(
 � Y � ):

At this level, we do not see the oscillations at the scale"� . To capture them, we
unfold at the scale� , as in [10], Section 7. To do so, consider the restrictions tothe set

 � Y2 de�ned by

v"� (x; y) :=
1
"

T �
"

�
R �

" (u"� )
�
j 
 � Y2 :

It is immediate that (up to a subsequence)

v"� * buj 
 � Y2 weakly in L2(
; H 1(Y2)) :

We now apply to v"� the unfolding operatorT y
� for the variable y, de�ned by

T y
� (v"� )(x; y; z) = v"�

�
x; �

hy
�

i

Z
+ �z

�
for x 2 
 ; y 2 Y2 and z 2 Z;

adding so the new variablez.
Obviously, all the estimates and weak convergence properties which were shown for

the original unfolding T" still hold for T y
� with x being a mere parameter. Therefore, by

simply adapting Theorems 1.3 and 1.4, one has the convergences

T y
�

�
r yv"�

�
* r ybu + r zbu1 weakly in L2(
 � Y2 � Z );

T y
�

�
T �

"

�
r u"�

� �
* r u0 + r ybu + r zbu1 weakly in L2(
 � Y2 � Z );

for somebu1 in L2(
 � Y2; H 1
per (Z )).

In summary, we have the following homogenization result forproblem (5.45):
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Theorem 5.17. The functions

u0 2 H 1
0 (
) ; bu 2 L2(
; H 1

per (Y
� )=R); bu1 2 L2(
 � Y2; H 1

per (Z )=R);

are the unique solutions of the variational problem
8
>>>>>>><

>>>>>>>:

1
jYkZ j

Z




Z

Y2

Z

Z
A2(z)

n
r u0 + r ybu + r zbu1

on
r 	 + r y � + r z�

o
dx dy dz

+
1

jY j

Z




Z

Y1

A1(y)
n

r u0 + r ybu
on

r 	 + r y �
o

dx dy =
jY � j
jY j

Z



f 	 dx;

8	 2 H 1
0 (
) ; 8� 2 L2(
; H 1

per (Y
� )=R); 8� 2 L2(
 � Y2; H 1

per (Z )=R):

For the proof, one introduces test functions of the form

	( x) + " 	 1(x)� 1

� x
"

�
+ "� 	 2(x)� 2

�n x
"

o

Y

�
� 2

� 1
�

n x
"

o

Y

�
;

where 	 ; 	 1; 	 2 are in D(
), � 1 in H 1
per (Y

� ), � 2 in D(Y2) and � 2 in H 1
per (Z ), and

proceed as in the preceding section.
Proposition 5.7 extends without any di�culty to the multisc ale case.

Proposition 5.18. The convergence for the energy holds true,

lim
";� ! 0

Z


 �
"

A"� r u"� r u"� dx

=
1

jYkZ j

Z




Z

Y2

Z

Z
A2(z)

n
r u0 + r ybu + r zbu1

on
r u0 + r ybu + r zbu1

o
dx dy dz

+
1

jY j

Z




Z

Y1

A1(y)
n

r u0 + r ybu
on

r u0 + r ybu
o

dx dy:

Moreover, one has the following strong convergences:

T �
" (r u"� ) ! r u0 + r ybu strongly in L2(
 � Y1);

T y
�

�
T �

"

�
r u"�

� �
! r u0 + r ybu + r zbu1 strongly in L2(
 � Y2 � Z ):

Remark 5.19. In the previous situationZ can be replaced by a perforated subsetZ � ,
leading to two levels of perforations in the domain
 . In Theorem 5.17, supposing that
Z � also satis�es hypothesis(H 2) , bu1 and � belong toL2(
 � Y2; H 1

per (Z
� )=R) while in

the �rst integral, Z is replaced byZ � .

Remark 5.20. Theorem 5.17 can be extended to the case of any �nite number of distinct
scales, by a simple reiteration process.
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An example of application of Theorem 5.17 is the case of a reticulated structure with
all vertical bars made from a composite material (see Figures9 and 10).

Figure 9. The reticulated structure
In this example, the periodicity cellY � is the union ofY1, the set of horizontal bars,

and Y2, the set of vertical bars, so thatY1 \ Y2 = ; and Y � = Y 1 [ Y 2.

Y*

Z

d

Figure 10. The periodicity cellY �

6 Appendix: The macro-micro operators Q�
" and R �

"

when the reference cell Y is not a parallelotop

In this Appendix, just as in Subsection 3.2.2, the macro approximation at the points
of � " is constructed by an average and is then extended byQ1-interpolation in the
parallelotops "(� + P), � 2 � Y

" . Consequently, the macro-approximation is naturally
de�ned on the set

b
 P
" = interior

n [

� 2 � Y
"

"
�
� + P

� o
; (6.1)

where P was introduced in (2.2) and �Y" in (3.4). Note that b
 P
" is not necessarily

included in 
 (for example, this can occur if Y is o�set with respect to P).
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De�nition 6.1. The operator Q�
" : Lp(
 �

" ) 7! W 1;1 (b
 P
" ), for p 2 [1; + 1 ], is de�ned as

follows

Q�
" (� )("� ) =

1
jY � j

Z

Y �
� ("� + "z) dz = M "� + "Y � (� ) for all � in � Y

" + K;

and for everyx 2 b
 P
" ,

8
<

:

Q�
" (� )(x) is the Q1 interpolate of the values ofQ�

" (� ) at the vertices

of the parallelotop"
hx

"

i

Y
+ "P:

(6.2)

We can easily check that the results given in Propositions 3.6 and 3.7 are still valid
replacing b
 Y

" by b
 P
" .

However, the remainderR �
" (� ) = � � Q �

" (� ) is now de�ned only on 
 �
" \ b
 P

" .
To go further, we need to estimate theLp� norm of R �

" (� ) only in terms of the
gradient of � . But this is not always possible on 
�" \ b
 P

" (since this set is not always a
union of cells of the type"(� + Y � ). We are therefore led to consider a subset of 
�

" \ b
 P
"

de�ned as a union of cells of the type"(� + Y � ) included in 
 �
" . Since this subset will

play the same role asb
 ��
" in the previous case (see (3.22)), we will still denote itb
 ��

" .
To give its new de�nition, we use the facts that the parallelotop P satis�es the paving

property (2.1) and that Y is a bounded domain. Therefore, the latter can be covered
by a �nite union of G-translates ofP, more precisely, there exists somek > 0 and

b0
1; b0

2; : : : ; b0
k in G

such that (see Figure A1)

bP := interior
� k[

i =1

�
b0

i + P
� �

is connected andY � bP: (6.3)

Now set
� 0

"
:=

n
� 2 � " j " (� + b0

j + P [ Y) � 
 ; 8j = 1; : : : ; k
o

; (6.4)

b

0

"
:= interior

n [

� 2 � 0
"

"
�
� + Y

� o
; (6.5)

and
b
 ��

"
:= 
 �

" \ b

0

" = interior
n [

� 2 � 0
"

"
�
� + Y �

� o
: (6.6)

Since, by construction,b

0

" is included in b
 P
" , one hasb
 ��

" � 
 �
" \ b
 P

" .
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P bP Y Y
Figure A1. The setsP; bP; Y and Y

Note that this is a generalization of the situation of the previous section since forY = P,
the three setsb


0

" ; b
 P
" and b
 Y

" coincide. In general, the following inclusions hold:

b
 ��
" � b


0

" � b
 P
" ; b


0

" � b
 Y
" � b
 " � 
 :

Usually, the open setb
 P
" is not included in b
 Y

" or b
 Y
" .

All the following numbers, which measure the width of the boundary layer for each
subset, are bounded above by a constant multiple of" :

sup
x2 @b
 "

dist(x; @
) ; sup
x2 @b
 Y

"

dist(x; @
) ; sup
x2 @b
 P

"

dist(x; @
) ; sup
x2 @b
 R

"

dist(x; @
) : (6.7)

They depend on 
, Y , P and on the k vectors introduced in (6.3). If ! is a relatively
compact open subset of 
 then, for" small enough, it is included in all the open sets
b
 " , b
 Y

" , b
 P
" and b


0

" .
As in (3.22), for � in Lp(
 �

" ); p in [1; + 1 ] we write

� = Q�
" (� ) + R �

" (� ); a.e. in b
 ��
" ; (6.8)

with b
 ��
" de�ned here by (6.6). On this set, one can get theLp-estimate forR �

" (� ). The
result below is similar to Proposition 3.8.

Proposition 6.2. There is a constantC independent of" such that for every� in
W 1;p(
 �

" ),
(i ) kR �

" (� )kL p ( b
 ��
" ) � " C kr � kL p (
 �

" ) ;

(ii ) krR �
" (� )kL p ( b
 ��

" ) � C kr � kL p (
 �
" ) :
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Proof. Inequality (ii) is immediate from Proposition 3.7.
To prove inequality (i), let � be in W 1;p(
 �

" ). In this setting, inequality (3.24) still
holds for every� 2 � 0

" and implies for everyj = 1; : : : ; k,

k� � Q �
" (� )("� )kL p (" (� + Y � \ (b0

j + P ))) � C"kr � kL p (" (� + Y � )) : (6.9)

For every � in � Y
" and such that "(� + P) � 
, rescaling inequality (3.21) and using

the de�nition of Q�
" (� ) give

kQ�
" (� ) � Q �

" (� )("� )kL p ("� + "P ) � C"kr � kL p (" (� + Y � )) ;

hence, for every� in � 0
" and for everyj = 1; : : : ; k,

kQ�
" (� ) � Q �

" (� )("� )kL p (" (� + Y � \ (b0
j + P ))) � C"kr � kL p (" (� + b0

j + Y � )) ; (6.10)

Combining (6.10) and (6.9) and summing overj gives

k� � Q �
" (� )kL p (" (� + Y � )) = kR �

" (� )kL p (" (� + Y � )) � C"
X

j =1 ;:::;k

kr � kL p (" (� + b0
j Y � )) :

Finally, using de�nition (6.6) of b
 ��
" , inequality (i) follows by summation over �

0

" .
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