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Abstract
The aim of this chapter is to provide an introduction to the iterative Krylov solution of integral equations for time-harmonic acoustic scattering. From the point of view of computational methods, considering large frequencies in acoustics is challenging since it leads to solving highly indefinite large scale complex linear systems which generally implies a convergence breakdown of iterative methods. Most specifically, we develop the problematic and explain some partial solutions through analytical preconditioning for high frequency scattering and the introduction of new combined field integral equations.
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1 Introduction
The numerical solution of time-harmonic (exterior) scattering problems in the high frequency regime remains a challenging problem due to its specific computational...
bottlenecks. A few possible directions can be considered to formulate the problem and try to solve it [15]. Here, we choose the point of view of integral equations formulations [33, 47, 55]. In the most recent industrial code developments, the integral equation formulation is approximated by a boundary element method. The resulting linear system is next solved by an iterative Krylov solver [58] coupled with a Fast Multilevel Multipole method [36, 37, 57, 62]. However, the Helmholtz operator for scattering problems is a highly indefinite complex-valued linear operator. As a consequence, the associated matrix resulting from the boundary element discretization is also highly indefinite and complex. This results in a breakdown of the iterative Krylov solver in many applications or to an extremely slow convergence in best cases. The aim of this chapter is to explain the specific difficulties linked to this problem and to introduce some partial solutions. In particular, the convergence of the solver is closely related to the spectral distribution of the integral operators. We propose here to modify the spectrum in such a way that we get a fast convergence. This is related to the idea of preconditioning but not only. Furthermore, the originality of our approach is that we work at the continuous level, meaning that we directly manipulate the Helmholtz operator and not its matrix representation. This point of view gives rise to an analytical operator theory for building preconditioners which must be compared to the standard purely algebraic approach. Finally, this chapter can be seen as a companion paper to the chapter [66] by E. Turkel on iterative scheme for acoustic scattering.

The plan of the chapter is the following. In Section 2, we give some basics about numerical linear algebra and Krylov solvers. In particular, we describe on a few explicit examples the problems of convergence that can arise when solving indefinite linear systems. This leads us to analyze and understand why high frequency exterior Helmholtz problems also suffer from a lack of convergence. A brief review of some notions and recent developments on algebraic preconditioners is also proposed for convergence improvement. As already said, one of the originalities of our approach for preconditioning integral operators is to build continuous analytical preconditioners. To this aim, Section 3 gives an introduction to the theory of pseudodifferential operators and associated symbolic calculus which will be used in the sequel. In particular, we give a first simple application of this theory for proposing an original interpretation of standard algebraic Laplace shifted preconditioners. Section 4 focuses on the theory of potential which is used for writing integral equation representations for acoustics scattering. We develop the elementary notions for obtaining integral equations and review standard direct and indirect, first- and second-kind Fredholm integral operator formulations. This allows us to insist on the spectral properties of each representation and to precise the well-posedness results. Section 5 gives a short presentation of the way actual integral equations solvers are built. This mainly highlights the fact that the construction of a preconditioner should be based on the only assumption that an integral operator is never available through its matrix but rather through a “black-box” which is able to compute fast matrix-vector products. Therefore, a suitable preconditioner should be matrix-free which is a strong restriction to usual algebraic preconditioners. We analyze in Section 6 the spectral distribution of standard integral operators in the case of a sphere where integral operators can be
diagonalized. This gives a thorough understanding of the eigenvalue distribution of each operator and how it is related to the frequency parameter $k$ and density $n_{\lambda}$ of discretization points per wavelength. In Section 7, we describe two possible solutions for obtaining some efficient and robust analytical preconditioners. The first strategy uses integral operators through the so-called Calderón relations while the second one is based on the theory of pseudodifferential operators. Some examples show that these two directions are promising. In Section 8, we propose to build some new alternative well-posed integral equations with a spectral distribution well-suited to get a fast convergence of an iterative solver. Examples show that these new integral formulations are well-adapted for solving high frequency problems. Finally, Section 9 gives a conclusion.

2 Difficulties for the iterative solution of scattering problems

2.1 Notations and background

Let us begin by some background in linear algebra. A vector norm on a vector space $\mathbb{Y}$ is a real-valued function $y \mapsto \|y\|$ on $\mathbb{Y}$ which satisfies:

- $\|y\| \geq 0$, $\forall y \in \mathbb{Y}$, and $\|y\| = 0$ if and only if $y = 0$ (positivity),
- $\|\alpha y\| = |\alpha| \|y\|$, $\forall y \in \mathbb{Y}$, $\forall \alpha \in \mathbb{C}$ (scaling),
- $\|y + x\| \leq \|y\| + \|x\|$, $\forall y, x \in \mathbb{Y}$ (triangular inequality).

For the particular case when $\mathbb{Y} = \mathbb{C}^n$, the most commonly used vector norms are the Hölder norms ($p$-norms)

$$\|y\|_p = \left( \sum_{i=1}^n |y_i|^p \right)^{1/p},$$

with $y = (y_i)_{i=1,\ldots,n}$ and $p \geq 1$. The most useful norms in practice are

$$\|y\|_1 = \sum_{i=1}^n |y_i|, \; \|y\|_2 = \left( \sum_{i=1}^n |y_i|^2 \right)^{1/2}, \; \text{and} \; \|y\|_\infty = \max_{i=1,\ldots,n} |y_i|.
$$

We can use norms to measure the magnitude of a matrix. The same axioms stated above for vector norms apply here

- $\|A\| \geq 0$, $\forall A \in \mathbb{C}^{n \times n}$, and $\|A\| = 0$ if and only if $A = 0$ (positivity),
- $\|\alpha A\| = |\alpha| \|A\|$, $\forall A \in \mathbb{C}^{n \times n}$, $\forall \alpha \in \mathbb{C}$ (scaling),
- $\|A + B\| \leq \|A\| + \|B\|$, $\forall A, B \in \mathbb{C}^{n \times n}$ (triangular inequality).
The most important class of norms are the induced matrix $p$-norms

$$\|A\|_p = \max_{x \in \mathbb{C}^n, x \neq 0} \frac{\|Ax\|_p}{\|x\|_p}.$$ 

A fundamental property is that

$$\|AB\|_p \leq \|A\|_p \|B\|_p, \quad \forall A, B \in \mathbb{C}^{n \times n}.$$ 

When $p = 1$ and $p = \infty$, we have the simple formulas ($A = (a_{ij})_{1 \leq i,j \leq n}$)

$$\|A\|_1 = \max_{j=1,\ldots,n} \sum_{i=1}^{n} |a_{ij}| \quad \text{and} \quad \|A\|_{\infty} = \max_{i=1,\ldots,n} \sum_{j=1}^{n} |a_{ij}|.$$ 

The induced 2-norm is also called the spectral norm and is given by

$$\|A\|_2 = \rho(A^*A)^{1/2},$$

with $A^*$ the transpose conjugate matrix ($= \bar{A}^T$) and $\rho(A)$ the maximum modulus of
the eigenvalues of $A$ (spectral radius).

To end this section, let us give some other useful definitions.

**Definition 1.** Let us introduce the following definitions

- A non Hermitian matrix $A$ of size $n \times n$ is said to be positive-definite (respectively negative-definite) if and only if $\Re(x^*Ax) > 0$ (respectively $\Re(x^*Ax) < 0$) for all non-zero $x \in \mathbb{C}^n$.

- A Hermitian matrix $A (A = A^*)$ of size $n \times n$ is said to be positive-definite (respectively negative-definite) if and only if $x^*Ax > 0$ (respectively $x^*Ax < 0$) for all non-zero $x \in \mathbb{C}^n$.

- A Hermitian matrix $A$ of size $n \times n$ is said to be positive-semidefinite (respectively negative-semidefinite) if and only if $x^*Ax \geq 0$ (respectively $x^*Ax \leq 0$) for all $x \in \mathbb{C}^n$.

- A Hermitian matrix which is neither positive- or negative-semidefinite is called indefinite.

We also have the following Proposition.

**Proposition 1.** A Hermitian matrix is positive-definite if and only if all its eigenvalues are real and strictly positive.
2.2 Iterative algorithms

We consider a linear system

\[ Ax = b, \]  
(1)

where \( A \) is an invertible complex-valued matrix of size \( n \times n \) and \( b \in \mathbb{C}^n \). Methods for the solution of linear systems fall into two classes: direct methods and iterative methods.

Direct methods [31] produce an exact solution in a predictable finite number of elementary operations if no rounding errors are present. When the matrix is symmetric positive-definite, a Cholesky algorithm is applied. For a nonsymmetric matrix, a gaussian elimination solver is used. In this case, the memory storage and computational times costs scale as \( O(n^2) \) and \( O(n^3) \) respectively. Then, a direct solution is clearly out of reach when \( A \) is large and dense, requiring hence too large memory and prohibitive computational times.

Iterative schemes can be considered as an alternative to direct methods for the solution of large linear systems. Stationary relaxation-type methods [31] (Jacobi, Gauss-Seidel...) have the disadvantage of slow convergence and concern certain classes of matrices only. Projection methods are more general and robust. This is most particularly the case of Krylov subspace methods [58]. These techniques are motivated by the Cayley-Hamilton theorem [50] which allows to construct the inverse of a matrix as a polynomial according to \( A \). Krylov subspace methods consist in seeking an approximate solution \( x^{(m)} \) to (1) from an affine subspace

\[ x^{(0)} + K_m(A, r^{(0)}), \]  
(2)

with

- \( x^{(0)} \) the initial guess,
- \( r^{(0)} = b - Ax^{(0)} \) the initial residual vector,
- \( K_m(A, r^{(0)}) = \text{span}\{r^{(0)}, Ar^{(0)}, A^2r^{(0)}, \ldots, A^{m-1}r^{(0)}\} \) the Krylov subspace of dimension \( m \),

such that the orthogonality condition (Petrov-Galerkin condition)

\[ (B(x - x^{(m)}), v) = 0, \quad \forall v \in K_m(A, r^{(0)}), \]  
(3)

is fulfilled. The successive approximations are clearly expressed by \( x^{(m)} = x^{(0)} + P_{m-1}(A)r^{(0)} \), where \( P_{m-1} \) is a polynomial of degree \( m - 1 \). The different Krylov methods therefore differ in the choice of the matrix \( B \) (generally symmetric positive-definite). If \( B \) defines a scalar product, then the orthogonality condition (3) becomes equivalent to the following minimization problem (optimality condition)

\[ \|x - x^{(m)}\|_B = \min_{y \in K_m(A, r^{(0)})} \|x - y\|_B. \]

Two standard examples of such methods are
• Conjugate gradient methods: If \( A \) is symmetric positive-definite, then \( B = A \) and (3) is equivalent to

\[
\| x - x^{(m)} \|_A = \min_{y \in \mathcal{K}_m(A, r^{(0)})} \| x - y \|_A,
\]

• Generalized Minimum RESidual method (GMRES): For a general matrix \( A \), we choose \( B = A^T A \) and get

\[
\| b - Ax^{(m)} \|_2 = \min_{x \in \mathcal{K}_m(A, r^{(0)})} \| b - Ax \|_2.
\]

A Krylov subspace method is then represented by a construction algorithm of a basis of the affine subspace \( \mathcal{K}_m(A, r^{(0)}) \) and by an optimality criterion to determine the approximate solution \( x^{(m)} \) of (1).

Let us now focus our attention on the GMRES which constitutes the reference algorithm in this chapter. This algorithm, introduced by Saad and Schultz [58, 59], is well-adapted to solve large nonsymmetric linear systems. It corresponds to the choice of the Krylov subspace \( \mathcal{K}_m(A, v_1) \) with \( v_1 = r^{(0)}/\| r^{(0)} \|_2 \). At each iteration, the Krylov subspace \( \mathcal{K}_m(A, v_1) \) has to be constructed. In practice, we have to generate a set of basis of this subspace. The natural basis \((v_1, Av_1, A^2v_1, \ldots, A^{m-1}v_1)\) cannot be used because of its numerical degeneracy. A solution is to construct an orthonormal basis \((v_1, v_2, \ldots, v_m)\) of \( \mathcal{K}_m(A, v_1) \) via the Arnoldi-Modified Gramm-Schmidt algorithm. We denote by \( V_m = (v_1, v_2, \ldots, v_m) \) the \( n \times m \) matrix with columns vectors \( v_i, i = 1, \ldots, n \), and by \( \overline{H}_m \) the \((m+1) \times m \) Hessenberg matrix where nonzero entries \( h_{ij} = (Av_j, v_i) \) are defined by the Arnoldi-Modified Gramm-Schmidt algorithm. Any vector \( x \) in \( x^{(0)} + \mathcal{K}_m(A, v_1) \) can thus be written as \( x = x^{(0)} + V_m y \), where \( y \in \mathbb{C}^m \). Moreover, the relation \( AV_m = V_{m+1} \overline{H}_m \) holds. It results in

\[
b - Ax = b - A(x^{(0)} + V_m y) = V_{m+1}(\beta e_1 - \overline{H}_m y),
\]

by setting \( \beta = \| r^{(0)} \|_2 \) and \( e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^{m+1} \). Then, we have the optimality criterion

\[
\min_{x \in \mathcal{K}_m(A, r^{(0)})} \| b - Ax \|_2 = \min_{y \in \mathbb{R}^m} \| \beta e_1 - \overline{H}_m y \|_2,
\]

exploiting the fact that the column-vectors of \( V_{m+1} \) are orthonormal. The approximate solution \( x^{(m)} \) can be obtained as \( x^{(m)} = x^{(0)} + V_m y^{(m)} \), where \( y^{(m)} \) minimizes the functional \( J(y) = \| \beta e_1 - \overline{H}_m y \|_2 \). The pseudocode for basic form of the GMRES algorithm can now be given as

1. **Initialization**

   Compute \( r^{(0)} = b - Ax^{(0)}, \beta := \| r^{(0)} \|_2 \) and \( v_1 := r^{(0)}/\beta \)

2. Define the \((m + 1) \times m \) matrix \( \overline{H}_m = \{ h_{ij} \}_{1 \leq i \leq m+1, 1 \leq j \leq m} \). Set \( \overline{H}_m = 0 \).

3. **Construction of the Arnoldi’s basis (steps 3-11)**

   for \( j = 1, 2, \ldots, m \), do
4. compute \( w_j := A v_j \)
5. for \( i = 1, \ldots, j \), do
6. \( h_{ij} := (w_j, v_i) \)
7. \( w_j := w_j - h_{ij} v_i \)
8. enddo
9. \( h_{j+1,j} = \|w_j\|_2 \). If \( h_{j+1,j} = 0 \) set \( m := j \) and go to 12
10. \( v_{j+1} = w_j / h_{j+1,j} \)
11. enddo
12. Minimization problem

Compute \( y^{(m)} \) as the minimizer of \( \| \beta e_1 - \overline{H}_m y \|_2 \) and \( x^{(m)} = x^{(0)} + V_m y^{(m)} \).

In order to solve the least-squares problem (step 12), the most adapted technique is to employ a QR-decomposition of the Hessenberg matrix \( \overline{H}_m \) (see [58] for details).

**Remark 1.** The parameter \( m \) is not determined a priori. In general, a maximum number \( m_{\text{max}} \) is fixed and is typically dictated by the computational resources. If the maximum number \( m_{\text{max}} \) of iterations has been reached without triggering the convergence test, then a restarting is done, i.e. GMRES is started afresh with the last approximation \( x^{(m_{\text{max}})} \) as the initial guess. This method is called restarted GMRES(\( m_{\text{max}} \)). The residual \( \| b - A x^{(m)} \|_2 \) is generally used as a stopping criterion.

Essentially, the computational cost of GMRES is related to

i) the total number of iterations \( N_{\text{iter}} \) required to reach an a priori fixed tolerance \( \varepsilon \) on the residual norm,

ii) the cost of one iteration which is mainly the Matrix-Vector Product (MVP) \( w_j = A v_j \) involved at step 4.

If this algorithm is directly used for a full complex-valued matrix \( A \), then the total cost is \( O(N_{\text{iter}} n^2) \). In terms of memory storage, the algorithm still needs \( O(n^2) \) entries for \( A \). In the background of integral equations, efficient compression algorithms have been proposed during the last two decades. For example, the multilevel Fast Multipole Method (FMM) [32, 36, 37, 40, 62] both computes the MVP in \( O(n \log n) \) operations and requires \( O(n) \) entries. Essentially, the FMM proposes to compute only the near-field entries exactly and the far-field entries approximately (but with controllable error). Other fast algorithms exists. We do not detail all these techniques and rather refer to [23] for technical points. This drastic reduction both in computational cost and memory storage for one iteration of the GMRES gives expectations for solving high frequency problems.
Let us now briefly review the most important results on the convergence behaviour of GMRES (for proof and further details see [39, 53, 58]). If $A \in \mathbb{C}^{n \times n}$ is non singular, we define the quantity
\[
\kappa_p(A) = \|A\|_p\|A^{-1}\|_p,
\]
which is called the condition number of the linear system (1) with respect to the induced matrix $p$-norm (cf. section 2.1). We begin by giving a global convergence result.

**Theorem 1.** Let $A \in \mathbb{C}^{n \times n}$ be a non singular matrix. The full GMRES algorithm is guaranteed to converge in at most $n$ iterations.

This is true in the absence of arithmetic errors. Unfortunately, computer arithmetic is not exact. Moreover, this would be impractical for large linear systems if there were many steps required to reach convergence. In these situations, a preconditioner can be used to reduce the number of iterations (see e.g. Section 2.5). In order to predict the behaviour of GMRES, the convergence analysis is concerned with the derivation of upper bounds on the residual norms.

**Proposition 2.** Let $A \in \mathbb{C}^{n \times n}$ be a non singular matrix and $x^{(0)} \in \mathbb{C}^n$ an initial guess. If we can diagonalize $A$ in the form $A = U\Lambda U^{-1}$ where $\Lambda$ is the diagonal matrix of eigenvalues $(\lambda_i)_i$ of $A$ corresponding to the appropriate eigenvectors in $U$, then a bound on the residual norm at iteration $m$ is expressed by
\[
\|r^{(m)}\|_2 \leq \kappa_2(U) \min_{q \in P, q(0) = 1} \max_{i = 1, \ldots, n} q(\lambda_i) \|r^{(0)}\|_2,
\]
with $\kappa_2(U) = \|U\|_2\|U^{-1}\|_2$ the condition number of $U$ in the 2-norm.

This bound was the first convergence result for GMRES [59]. However, even if $A$ is normal ($\kappa_2(U) = 1$), the bound (4) may fail to provide any reasonable information about the rate of reduction of the GMRES residual norms. For diagonalizable but non normal $A$ ($U$ far from unitary), $\kappa_2(U)$ might be very large, and the bound in (4) might be a large overestimate of the residual norm. Moreover, it is not clear that only the conditioning of the eigenvectors of $A$ should influence the convergence behaviour of GMRES (see Section 2.3). To obtain computable bounds on the residual norm that generate a good prescribed convergence curve for a general matrix is a difficult challenge. Theoretical results (min-max approximations on matrix eigenvalues) in this field are still partial. We see in the sequel of the chapter that the analysis of the distribution of the eigenvalues in the complex plane gives a very useful approach for predicting the convergence of the GMRES. Concerning the restarted GMRES, the following proposition holds.

**Theorem 2.** If $A$ is symmetric positive-definite, then $GMRES(m)$ converges at any $m \geq 1$.

However, the restarted GMRES algorithm can stagnate when the matrix is not definite positive. We will observe this difficulty in the following section.
2.3 Convergence problems for indefinite linear systems

In iterative methods, a common belief is that the condition number $\kappa_2(A)$ (in the 2-norm) of $A$ is a good measure of the convergence rate of the algorithm. This is generally not true for a complex-valued matrix $A$ where indeed the distribution of the eigenvalues in the complex plane is the most crucial point to observe. In many applications, the eigenvalues of the matrix $A$ are computed in order to examine if the whole spectrum is included or not in a given part of the complex plane. Unfortunately, the matrix is often defined with a given precision and the computed eigenvalues may differ from the real ones, especially in highly non normal cases. To answer to this problem, the difficult notion of $\varepsilon$-pseudospectrum of a matrix was introduced [65]. In a few words, the idea is to compute the set of the eigenvalues of perturbed matrices $A + E$ for some $E$, with $\|E\| \leq \varepsilon$. Generally, this approach is costly in terms of computation.

To illustrate the fact that the distribution of the eigenvalues plays a crucial role in the convergence of the GMRES, let us consider the seven simple complex-valued diagonal matrices $A_j$ defined by

\begin{align*}
A_1 &= \text{diag}(1/\ell^2)_{1 \leq \ell \leq n}, \quad A_2 = \text{diag}(e^{i\ell}/\ell^2)_{1 \leq \ell \leq n}, \quad A_3 = \text{diag}(e^{i\ell})_{1 \leq \ell \leq n}, \\
A_4 &= \text{diag}(1 + e^{i\ell})_{1 \leq \ell \leq n}, \quad A_5 = \text{diag}(1.5 + e^{i\ell})_{1 \leq \ell \leq n}, \\
A_6 &= \text{diag}(1 + e^{i\ell}/\ell)_{1 \leq \ell \leq n}, \quad A_7 = \text{diag}(1 + e^{i\ell}/\ell^2)_{1 \leq \ell \leq n}.
\end{align*}

Concerning $A_1$, the matrix is real-valued and the eigenvalues tend towards zero as $\ell \to +\infty$ (Figure 1(a)). In terms of operators (see section 3), it corresponds to the notion of real-valued elliptic positive pseudodifferential operator of order $-2$. More or less, the underlying operator is the inverse of the one-dimensional Laplacian operator $(\partial_x^2)^{-1}$. In particular, the matrix is symmetric and positive-definite. We can observe that there is an eigenvalue clustering around zero. The condition number $\kappa_2(A_1) = n^2$ becomes large as $n$ grows and so the convergence of GMRES(50) takes more iterations (Figure 1(b)). However, the convergence is observed. The tolerance of the iterative solver is fixed equal to $\varepsilon = 10^{-14}$ in all the examples.

The second test-case is related to a complex-valued matrix $A_2$. The case is close to the previous one but the distribution of the eigenvalues in the complex plane is completely different even if their modulus tends to zero (Figure 1(c)). The condition number is again $n^2$ but we can quickly observe the divergence of GMRES(50) e.g. for $n = 100$ (Figure 1(d)). Here, the matrix is indefinite (eigenvalues with negative or positive real parts). In terms of operators, this corresponds to an indefinite complex-valued integral (or pseudodifferential) operator of order $-2$. This is also a first-kind Fredholm integral operator (see Section 4.3.5). These two situations show how the convergence of the GMRES strongly depends on the distribution of the eigenvalues in the complex plane.

The third situation, with $A_3$, is also very interesting. The complex-valued matrix has a condition number equals to 1 but the convergence of GMRES(50) takes many iterations to converge for $n = 100$ and even diverges for $n = 1000$. This example
illustrates clearly that considering indefinite matrices leads to instabilities of the GMRES and eventually to its divergence. This is still true if one translates the spectrum of \( A_3 \) from 1 to the right and get the matrix \( A_4 \) (Figure 2(a)). Now, if one translates \( A_3 \) from 1.5 and obtain \( A_5 \), then the convergence holds and is pretty fast since all the eigenvalues have a large positive real part and are sufficiently far away from the origin (Figure 2(b)).

Let us consider the two matrices \( A_6 \) and \( A_7 \). They look like \( A_4 \) but the perturbative term to 1 has a modulus which tends towards zero linearly or quadratically (Figures 2(c) and 2(e)). This rate of convergence of the sequence is related to the order of the underlying operator: first- or second-order. This kind of matrices (close to positive-definite matrices for large values of \( n \)) corresponds to an integral operator called a second-kind Fredholm operator (see Section 4.3.5). Their spectrum clusters around a complex value \( \alpha \) (\( = 1 \) here) up to a sequence converging to zero \( (e^{i\ell}/\ell \) or \( e^{i\ell}/\ell^2 \) here). These configurations lead to converging iterative schemes with a rate depending on the decay of the sequence to zero (Figures 2(d) and 2(f)).

### 2.4 Why this happens in acoustic scattering: a simple example

We have just seen that an indefinite matrix without any robust eigenvalue clustering implies bad convergence properties of the GMRES. Such a situation naturally arises in acoustic scattering.

Let us look at the following simple scattering problem. We consider a plane wave \( u^{inc}(x) = e^{-ikx} \) coming from \( +\infty \) and illuminating the left positive domain \( ]-\infty; 0[ \). The real-valued constant wavenumber is denoted by \( k \). The sound-hard scattering problem reads: find the scattered field \( u \) in the unbounded domain \( ]0; +\infty[ \) such that

\[
\begin{align*}
(\partial_x^2 + k^2)u &= 0, \quad \text{in } [0; +\infty[, \\
\partial_x u(0) &= ik, \\
u \text{ travels to the right.}
\end{align*}
\] (6)

Of course, the solution is trivial: \( u(x) = e^{ikx} \). Let us note that other boundary conditions could be used as for example the sound-soft one: \( u(0) = -1 \) or an impedance boundary condition. Since problem (6) is set in an unbounded domain, one usually introduces an Artificial Boundary Condition (ABC) at the fictitious boundary \( \Sigma = \{1\} \) (another point could be chosen). Its aim is to replace the sentence ”\( u \) travels to the right” to get a bounded domain boundary value problem. Here, the boundary condition is trivial and is \( (\partial_n - ik)u = 0 \), where \( n \) is the outwardly directed unit normal vector to \( \Omega \) at \( \Sigma \). Finally, the problem which is solved by a finite element method is

\[
\begin{align*}
(\partial_x^2 + k^2)u &= 0, \quad \text{in } \Omega, \\
\partial_x u(0) &= ik, \\
(\partial_n - ik)u &= 0, \quad \text{on } \Sigma,
\end{align*}
\] (7)

with \( \Omega = ]0; 1[ \) and \( \Sigma = \{1\} \). Let us consider that we use a linear continuous Galerkin
Figure 1: Matrices $A_1$, $A_2$, and $A_3$. 
Figure 2: Matrices $A_4$, $A_5$, $A_6$ and $A_7$. 
approximation of (7). Then, the variational formulation writes down: find \( u \) such that
\[
\int_\Omega \partial_x u \partial_x v - k^2 u v dx - i k u(1) v(1) = -i k v(0),
\]
for all well-chosen test-functions \( v \). Let us denote by \( M_h \) and \( S_h \) respectively the mass and stiffness matrices associated with the linear Finite Element Method (FEM), for a uniform discretization of \( \Omega \). The length of one element is \( h \) and the total number of degrees of freedom of the FEM is \( n_h \) (which is equal to the number of segments plus one). We denote by \( u_h \in \mathbb{C}^{n_h+1} \) the linear approximation of \( u \) solution to (7) or (8). The term \(-i k u(1) v(1)\) related to the ABC contributes in the linear system by an additional term on the last row and column of the linear system. We denote this matrix term by \(-i k b_h\). The right-hand side is related to \(-i k v(0)\) and gives birth to a right-hand side vector \( b_h \in \mathbb{C}^{n_h+1} \). Finally, the linear finite element approximation of (8) leads to the solution of the system
\[
(S_h - k^2 M_h - i k b_h) u_h = b_h.
\]
The sparse matrix involved in system (9) is
\begin{enumerate}
\item[i)] complex-valued because of the boundary term \(-i k b_h\), and
\item[ii)] non positive-definite since we have the contribution \( S_h - k^2 M_h \).
\end{enumerate}
This is most particularly penalizing when solving high frequency problems (\( k \) large). We report on Figure 3(a) the behaviour of GMRES(50) applied to solving (9) for \( k = 60 \) and \( n_h = 100 \). The convergence is extremely slow. Let us note that \( n_h \) must be quite large for this value of \( k \) because of the pollution error [15, 64] into the FEM. Figure 3(b) shows the distribution of the eigenvalues of \((S_h - k^2 M_h - i k b_h)\) as well as \((S_h - k^2 M_h)\). We can clearly see that the problem has many eigenvalues lying in the left half-plane with null imaginary part for \((S_h - k^2 M_h)\). As a consequence, the matrix is non positive-definite. Furthermore, the reason why all the eigenvalues are real is that we are rather solving an interior Helmholtz problem with Neumann boundary condition. In the case of an (exterior) scattering problem, adding the ABC (which means that we consider the additional term \(-i k b_h\)) leads to a complex spectrum. This can be observed on Figure 3(b). Then, this is worst for having a converging iterative scheme.

### 2.5 How to improve the convergence: preconditioners

For practical purpose, large scale sparse linear systems are solved by an iterative Krylov solver. This is the case in acoustic scattering where we must be able to design 1) a convergent iterative solver and 2) methods that converge fastly if convergence occurs. One very convenient way to do this is to **preconditioning** the linear system by a sparse matrix \( P \) called the **preconditioner**. The idea is the following. Let us assume that we are solving a linear system \( Ax = b \) and that we are able to build a matrix \( P \) such that \( P \) is close to \( A^{-1} \). This means that in some sense, for a suitable matrix norm \( \| \cdot \| \), the quantity \( \| PA - I \| \) or \( \| AP - I \| \) is small. Here, \( I \) is the identity matrix. We say that \( P \) is a left preconditioner if \( PA \approx I \) or a right preconditioner if \( AP \approx I \). Since
the condition number $\kappa(PA)$ is close to $\kappa(I) = 1$, we can think that the solution to the new linear system $PAx = Pb$ by an iterative method is convergent and fast. This can be expected for positive-definite matrices $A$ but not necessarily for indefinite matrices as we previously noticed. If applying $P$ only requires a Matrix-Vector Product (MVP) in the GMRES, we say that $P$ is an explicit preconditioner. If its application needs the solution of a sparse linear system, $P$ is said to be implicit.

Since we work at a matrix level, then the construction of the preconditioner $P$ can only be based on algebraic considerations (the entries of $A$). Many algebraic preconditioners have been proposed during the last decades. Let us mention e.g. Incomplete LU preconditioners (ILU), SParse Approximate Inverses (SPAI) or Algebraic Recursive Multilevel Solvers (ARMS) and all their variants. We refer to [17] for some of these techniques for general linear systems. Concerning the solution of scattering problems, these preconditioners have been tested and improved for instance in [18, 26, 27, 41, 44, 45, 56, 67]. However, even if these preconditioners provide an improved convergence, convergence breakdown and slow convergence still arise when medium and high wavenumbers $k$ are considered. This challenging problem is still open.

An alternative to the algebraic preconditioners is developed in the sequel. Essentially, we can summarize the derivation of the algebraic preconditioners to: 1) first, take a continuous (partial differential or integrodifferential) operator, 2) discretize it to get a matrix $A$ and 3) build an approximate algebraic inverse $P$. Our solution leading to what we call analytical preconditioners is based on the following three points: 1) take a partial differential operator or an integral operator, 2) build an approximate inverse at the continuous level and 3) discretize this operator for example by a finite element method to get a preconditioner $P$. The interesting aspect of this approach is that point 2) keeps the information related to the underlying structure of the operator to approximate, information which is a priori lost by considering the algebraic viewpoint. To attain this goal, we need a mathematical theory which allows to compute
practically an approximation of the inverse of a general operator at the continuous level. This is the aim of the next section where we introduce the tools from pseudodifferential operators theory and associated microlocal calculus.

3 Elements on pseudodifferential operator theory

We introduce in this section the basics of the theory of pseudodifferential operators. The aim of pseudodifferential operators and associated microlocal symbolic calculus is to naturally generalize partial differential and integral operators through the notion of symbol. After the definitions, we give some practical rules for symbolic calculus which are the keystone for building approximations of pseudodifferential operators, with future applications to analytical preconditioners (Sections 3.3, 7 and 8). For further reading, we refer e.g. to [63] where the theory of pseudodifferential operators is presented with more details that we cannot address in this short introduction.

3.1 Definitions: pseudodifferential operator and symbol

Let \( \Omega \subset \mathbb{R}^d \) be an open set and \( \mathcal{D}'(\Omega) \) the space of distributions on \( \Omega \) which is the dual space of \( \mathcal{D}(\Omega) := C_0^\infty(\Omega) \) [60, 63]. We introduce the vectorial differential operator \( D = (D_1, \ldots, D_d) \), setting \( D_j := -i\partial_j = -i\partial_{x_j} \). A variable coefficients partial differential operator \( P(x, D) \) of order \( m \) has the general form

\[
P(x, D) = \sum_{|\alpha| \leq m} a_{\alpha}(x) D^\alpha,
\]

where \( x := (x_1, \ldots, x_d) \in \Omega \), \( \alpha = (\alpha_1, \ldots, \alpha_d) \) is a multi-index in \( \mathbb{N}^d \) and the coefficients \( a_{\alpha} \) are \( C^\infty(\Omega) \) smooth functions. The operator \( D^\alpha \) is: \( D^\alpha = D_1^{\alpha_1} \cdots D_d^{\alpha_d} \). For the sake of clarity, we will sometimes precise the derivation variable used for \( D_\alpha \) like for example \( D^\alpha_x \) or \( \partial_\xi^\alpha \). The polynomial \( p : \Omega \times \mathbb{R}^d \mapsto \mathbb{C} \)

\[
p(x, \xi) = \sum_{|\alpha| \leq m} a_{\alpha}(x) \xi^\alpha,
\]

is called the symbol of the operator \( P \) (in the sequel \( \xi = (\xi_1, \ldots, \xi_d) \) is the Fourier covariable). The principal symbol of order \( m \) of \( P \), denoted by \( \sigma_p(P) \), represents the homogeneous part of degree \( m \) in \( \xi \) of \( p \),

\[
\sigma_p(P)(x, \xi) = \sum_{|\alpha| = m} a_{\alpha}(x) \xi^\alpha.
\]

For example, for the operator 

\[
P(x, D) := \text{div}(A_2(x) \nabla \cdot) + a_0(x),
\]

we have \( p(x, \xi) = -\xi^T A_2(x) \xi + a_0(x) \) and \( \sigma_p(P)(x, \xi) = -\xi^T A_2(x) \xi \). Here, \( \text{div} \mathbf{v} := \partial_1 v_1 + \ldots + \partial_d v_d \) is the usual divergence operator of a vector field \( \mathbf{v} \).
Let \( f \) be a function in the Schwartz space \( S \) of \( C^\infty \) functions that rapidly decay at infinity. Then, its Fourier transform \( \hat{f} \in S \) is defined by
\[
\hat{f}(\xi) = \int_{\mathbb{R}^d} e^{-ix \cdot \xi} f(x) dx,
\]
and we have
\[
f(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \cdot \xi} \hat{f}(\xi) d\xi.
\]
It is well-known that the Fourier transform is an isomorphism from \( S \). Moreover we have the property \( \hat{D}^\alpha u(\xi) = \xi^\alpha \hat{u}(\xi) \). The inverse Fourier transform is used to rewrite the partial differential operator \( P : S \to S \) through its symbol \( p \):
\[
P(x, D)u(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \cdot \xi} p(x, \xi) \hat{u}(\xi) d\xi,
\]
with \( u \in S \). Pseudodifferential operators are a generalization of differential operators. The motivation is to replace polynomial symbols \( p \) in \( \xi \) with more general symbols. Working not only locally in space for \( x \) but also in the cotangent space with respect to \( \xi \) is known as microlocal analysis. Let us introduce the space of admissible symbols that define a pseudodifferential operator.

**Definition 2.** Let \( m \in \mathbb{R} \). We denote by \( S^m(\Omega) \) the space of functions \( a \in C^\infty(\Omega \times \mathbb{R}^d) \) such that for every compact subset \( K \subseteq \Omega \) and every \( \alpha \in \mathbb{N}^d, \beta \in \mathbb{N}^d \), there exists a constant \( C = C(K, \alpha, \beta) \in \mathbb{R} \) such that
\[
|\partial_\alpha^x \partial_\xi^\beta a(x, \xi)| \leq C(1 + |\xi|)^{m-|\alpha|}, \quad \forall (x, \xi) \in K \times \mathbb{R}^d.
\]
The notation \( |\xi| \) designates the euclidian norm of vector \( \xi \in \mathbb{R}^d, \) i.e. \( |\xi| = \sqrt{\xi \cdot \xi} \), and, for a multi-index, we set \( |\alpha| = \alpha_1 + \ldots + \alpha_d \). Elements of \( S^m(\Omega) \) are called symbols of order \( m \) and we write \( a \in S^m \).

Let us define now a pseudodifferential operator \( A \) of order \( m \) through its symbol \( a \in S^m \) and the inverse Fourier transform.

**Definition 3.** A symbol \( a \in S^m(\Omega) \) defines a continuous linear operator \( A = Op_{a} : C^\infty_0(\Omega) \to C^\infty_0(\Omega) \) by
\[
A(x, D)u(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{ix \cdot \xi} a(x, \xi) \hat{u}(\xi) d\xi.
\]
Operators of this type are called pseudodifferential operators of symbol \( a \) and of order \( m \). We set then \( A \in \psi^m(\Omega) \).

Pseudodifferential operators of arbitrarily small order \( m \) are called regularizing and we have \( \psi^{-\infty}(\Omega) = \bigcap_{m \in \mathbb{R}} \psi^m(\Omega) \). The theory of pseudodifferential operators offers an interesting and useful property through the symbolic calculus. This leads to practical computations on operators working at the algebraic level with their symbols (see section 3.2). To complete some of the definitions below, we introduce the notion of elliptic pseudodifferential operators.
Definition 4. A symbol $a \in S^m(\Omega)$ is called elliptic (of degree $m$) if for every $K \subset \Omega$ compact, there exists a constant $C$ such that

$$|a(x, \xi)| \geq C(1 + |\xi|)^m, \quad \forall x \in K, |\xi| \geq \frac{1}{C}.$$ 

An elliptic pseudodifferential operator $A \in \psi^m(\Omega)$ is an operator with an elliptic symbol $a \in S^m(\Omega)$.

Pseudodifferential operators have regularity properties which are related to their order $m$. For example, if we denote by $H^s(\Omega)$ the Sobolev space of order $s \in \mathbb{R}$ of distributions $u$ defined on $\Omega$ [63], then it can be proved that $A$ is a continuous linear operator acting from $H^s(\Omega)$ onto $H^{s-m}(\Omega)$, for any $s \in \mathbb{R}$.

Finally, pseudodifferential operators have the pseudolocal property. We say that an operator $A$ acting on a distribution $u$ is local if $Au$ is smooth in the same set as $u$. Pseudolocal means that the set where $A$ is smooth includes the set where $u$ is smooth. This implies that $A$ could smooth out a nonsmoothness of $u$ (a more rigorous mathematical definition uses the notion of support and singular support of a distribution [63]). Partial differential operators with smooth coefficients are local operators and every local operator is a differential operator. Examples of pseudolocal operators include integral operators $A$ of the form

$$Au(x) = \int_{\Omega} G(x, y)u(y)dy,$$

where $G$ is a smooth kernel.

3.2 Practical symbolic calculus rules

The most important property of pseudodifferential operators for practical applications in scientific computing is the fact that all the computations like the composition of two operators or the transposition of an operator can be performed algebraically at the symbol level. We give here the main results useful for the sequel and most particularly introduce the idea of asymptotic expansion of a symbol.

A symbol $a \in S^m(\Omega)$ is said to be homogeneous of degree $m$ in $\xi$ if the following relation holds

$$\forall (x, \xi) \in \Omega \times (\mathbb{R}^d \setminus 0), \forall \lambda > 0, \quad a(\lambda x, \lambda \xi) = \lambda^m a(x, \xi).$$

We can then give the following definition.

Definition 5. Let $a \in S^m(\Omega)$. Consider a decreasing sequence of real constants $(m_j)_{j=1}^{\infty}$ with $\lim_{j \to \infty} m_j = -\infty$. Let $(a_j)_{j=1}^{\infty}$ a sequence of homogeneous symbols $a_j \in S^{m_j}(\Omega)$ such that

$$a - \sum_{j=1}^{k} a_j \in S^{m_{k+1}}(\Omega), \quad (11)$$
for every \( k \in \mathbb{N}, k \neq 0 \). Then, we say that \((a_j)_{j=1}^{\infty}\) is an asymptotic expansion of \( a \). In this case, we write \( a \sim \sum_j a_j \). The first term \( a_1 \) of order \( m_1 \) in the expansion is called the principal symbol.

Not every symbol \( a \in S^m(\Omega) \) has an asymptotic expansion. The set of symbols of the form (11) is called classical. It is denoted by \( S^m_{\text{cl}}(\Omega) \) and the corresponding operators belong to \( \psi^m_{\text{cl}}(\Omega) \).

**Remark 2.** If two symbols \( a \) et \( b \) have the same asymptotic expansion, then they differ from a smoothing pseudodifferential operator

\[
a - b = (a - \sum_{j=1}^{k} a_j) - (b - \sum_{j=1}^{k} a_j) \in S^{m_k+1}(\Omega),
\]

for all \( k \) and \( \lim_{j \to +\infty} m_j = -\infty \), so \( (a-b) \in S^{-\infty}(\Omega) \), with \( S^{-\infty}(\Omega) = \cap_{m \in \mathbb{R}} S^m(\Omega) \).

As said above, one of the crucial points of pseudodifferential operators is that we have algebraic rules for computing some operations on pseudodifferential operators. Two extremely important properties are the following.

**Proposition 3.** Let \( A \in \psi^m_{\text{cl}}(\Omega) \), \( B \in \psi^m_{\text{cl}}(\Omega) \) with symbols \( a \in S^m_{\text{cl}}(\Omega) \), \( b \in S^m_{\text{cl}}(\Omega) \) respectively. Then

1. The transpose \( A^t \) of \( A \) is a pseudodifferential operator. The symbol \( a^t \in S^m_{\text{cl}}(\Omega) \) of \( A^t \in \psi^m_{\text{cl}}(\Omega) \) is given by the following expansion

\[
a^t(x, \xi) \sim \sum_{\alpha \in \mathbb{N}^d} \frac{1}{\alpha!} \partial^{\alpha}_\xi D^\alpha_x a(x, -\xi), \tag{12}
\]

where \( \alpha \in \mathbb{N}^d \) is a multi-index.

2. The composition of two operators \( A \) and \( B \), denoted by \( AB \), is a pseudodifferential operator. The symbol \( a^{\sharp}b \in S^{m_1+m_2}_{\text{cl}}(\Omega) \) of \( AB \in \psi^{m_1+m_2}_{\text{cl}}(\Omega) \) is

\[
a^{\sharp}b(x, \xi) \sim \sum_{\alpha \in \mathbb{N}^d} \frac{1}{\alpha!} \partial^{\alpha}_\xi a(x, \xi) D^\alpha_x b(x, \xi). \tag{13}
\]

In particular, this shows that \( a(x, -\xi)^t \) is the principal symbol of \( A^t \) and \( \sigma_p(A)\sigma_p(B) \) of \( AB \).

In addition to Proposition 3, let us remark that \( D^\alpha_x a \in S^{m_1}_{\text{cl}} \) and \( \partial^{\alpha}_\xi a \in S^{m_1-|\alpha|}_{\text{cl}} \) if \( a \in S^{m_1}_{\text{cl}} \). Furthermore, we have the following Theorem.

**Theorem 3.** Let \( A \) be an elliptic pseudodifferential operator of order \( m \). There exists a pseudodifferential operator \( B \) (inverse of \( A \)) with order \( -m \) such that \( AB - I \) (right inverse of \( A \)) and \( BA - I \in \psi^{-\infty}(\Omega) \) (left inverse of \( A \)). The operator \( I \) is the identity operator (with symbol 1).
We can see that combining formula (13) and Theorem 3 gives a practical way of computing an approximate inverse $B$ of a given pseudodifferential operator $A$ if we know its symbol $a$ or at least the first terms of its asymptotic expansion. In practice, this can often be done. This point of view is at the basis of what we call **analytical preconditioners** which is an alternative approach to the purely algebraic methods described briefly in section 2.5.

### 3.3 A first and simple application to preconditioning of the Helmholtz equation

An example of application of pseudodifferential operators theory and symbolic calculus rules to preconditioning is the following. Let us consider the Helmholtz operator $L = \Delta + k^2$ of symbol $\sigma_L(x, \xi) = \sigma_L(\xi) = k^2 - |\xi|^2$ (the dependence in $x$ really occurs for an inhomogeneous media). Then, an exact analytical preconditioner would be an operator $A$ such that $AL = I$. Since $L$ is a pseudodifferential (in fact, partial differential) operator of order 2, $A$ is a pseudodifferential operator of order $-2$. Formally, $A$ is equal to the nonlocal operator $(\Delta + k^2)^{-1}$ with symbol $(k^2 - |\xi|^2)^{-1}$. This point of view is purely theoretical since the practical computation of $A$ is exactly what we wish to obtain by solving the initial scattering problem. A first approximation is to consider a static approximation of the symbol of $A$ as: $\sigma_A \approx (-|\xi|^2)^{-1}$. This means that the corresponding analytical preconditioner is $A_0 = Op((-|\xi|^2)^{-1}) = \Delta^{-1}$, implying that the associated preconditioned operator to solve is: $A_0L = \Delta^{-1}(\Delta + k^2) = I + k^2\Delta^{-2}$. Hence $A_0L$ is a second-kind integral operator (see Section 4.3.5) with eigenvalue clustering around $(1, 0)$ in the complex plane for large frequencies $|\xi|$. This idea was introduced differently by Bayliss, Goldbergh and Turkel in [16]. It can be shown (see also Figure 4(a) for a one-dimensional example) that this clearly improves the convergence of an iterative solver when considering low-frequencies $k$ (close to the static problem). However, for larger values of $k$ (medium and high frequency regimes), the convergence may fail or strongly depends on $k$. As an example, let us consider $k = 60$ and $n_h = 80$ for the one-dimensional case. We represent on Figure 4(a) the eigenvalue distribution in the complex plane of the corresponding discrete preconditioned matrix $I - k^{-2}S_h^{-1}M_h$. If we would zoom around the origin, then one would observe a clustering of the eigenvalues around $(1, 0)$. However, as we can see, many eigenvalues remain in the left half-plane leading to an indefinite matrix when $k$ is sufficiently large. An improved solution is to consider the smoothing of $A$ by a complex parameter $\alpha \in \mathbb{C}$: $A_\alpha = (\Delta + k^2\alpha)^{-1}$. Adding this parameter leads to the solution of a dissipative Helmholtz equation. This approach is called Laplace shifted preconditioning approach [38]. In terms of eigenvalues, the symbol of the preconditioned operator $A_\alpha L$ is

$$\sigma_{A_\alpha L}(x, z) = \frac{1 + z}{\alpha + z},$$  

(14)
setting $z = -|\xi|^2/k^2 \in \mathbb{R}^-$ The eigenvalues are then distributed along a circular arc as a consequence of the Poincaré map (14). The center of the circle is

$$\left(\frac{1}{2}, \frac{(a^2 + b^2 - a)}{2b}\right)$$

and its radius is

$$\sqrt{\frac{1}{4} + \frac{(a - (a^2 + b^2))^2}{4b^2}},$$

setting $\alpha = a + ib$. The endpoints are $\alpha^{-1}$ for the low-frequency spatial values $|\xi| \ll k$ ($z \approx 0$ for physical propagative modes) and $(1, 0)$ for large frequencies $|\xi| \gg k$ ($z \approx -\infty$ for evanescent waves). For the "grazing" waves related to $|\xi| \approx k$ ($z \approx -1$), one gets positive eigenvalues close to the origin. These remarks can be observed on Figures 4(b) and 4(c) for respectively $\alpha = 1 + 0.5i$ and $1 + i$ ("analytical arc"). From a practical point of view, $A_\alpha$ is computed by a few step of a multigrid algorithm or by an ILU factorization and not a direct solver (see [38, 66]). These preconditioners a priori lead to preconditioned matrices with eigenvalues having positive real parts (and so positive-definite matrices correspond). However, for a scattering problem, a boundary contribution related to the ABC must be considered in the global system matrix and must be included into the preconditioner. On figures 4(b) and 4(c), we draw the numerical eigenvalues of the preconditioned matrices $A_{\alpha,h}$ with ABCs, setting $L_h = S_h - k^2M_h - ikB_h$ and $A_{\alpha,h} = (S_h - k^2\alpha M_h - ikB_h)^{-1}$. We observe that the introduction of the boundary term modifies the circular arc. Most particularly, the associated spectrum has eigenvalues with negative real parts, meaning that $A_{\alpha,h}L_h$ is an indefinite matrix now. The residual history of the GMRES(50) for computing the solution to the scattering problem with different preconditioners are reported on Figure 4(d). This shows the divergence of the restarted GMRES without preconditioner and its convergence for $\alpha = 0$, $\alpha = 1 + i$ and $\alpha = 1 + 0.5i$, which is compatible with the literature on the subject [38, 66]. The fastest convergence is obtained with $\alpha = 1 + 0.5i$, which can be expected from Figure 4(c) since most eigenvalues have significative positive real parts.

This first simple application shows that the pseudodifferential operator theory and symbolic calculus lead to some possible constructions of robust and efficient preconditioners for PDEs. The aim of the next section is to provide other applications for preconditioning well-known integral equation formulations used in acoustic scattering problems.

4 Potential theory - integral equations

In this section, we present how to solve an exterior boundary value problem set in an unbounded computational domain via the integral equations method. First, we recall the basic acoustic scattering problem and some notations. Next, we give elements of potential theory that are crucial for the integral equations method. Finally, we discuss the derivation of the classical direct and indirect integral equations for both Dirichlet
Figure 4: Laplace shifted preconditioning.
and Neumann boundary conditions. We also describe their properties in view of a numerical solution by a Krylov iterative solver (like the GMRES).

4.1 Acoustic scattering problems

Let us define a $d$-dimensional bounded domain $\Omega^- \subset \mathbb{R}^d$ representing an impenetrable body with boundary $\Gamma := \partial \Omega^-$. We denote by $\Omega^+ := \mathbb{R}^d \setminus \overline{\Omega^-}$ the associated homogeneous exterior domain of propagation. Consider the scattering of an incident time-harmonic acoustic wave $u^{\text{inc}}$ by the obstacle $\Omega^-$. The scattered field $u^+$ satisfies the following exterior boundary-value problem

$$
\begin{cases}
\Delta u^+ + k^2 u^+ = 0, & \text{in } \Omega^+, \\
u^+|_{\Gamma} = -u^{\text{inc}}|_{\Gamma} \text{ or } \partial_n u^+|_{\Gamma} = -\partial_n u^{\text{inc}}|_{\Gamma}, & \text{on } \Gamma, \\
\lim_{\|x\| \to +\infty} \|x\|^{(d-1)/2} (\nabla u^+ \cdot \frac{x}{\|x\|} - ik u^+) = 0,
\end{cases}
$$

(15)

setting $\Delta := \sum_{i=1}^d \partial^2_{x_i}$. We consider an incident time-harmonic plane wave of the form:

$$
u^{\text{inc}}(x) = e^{-ik\theta^{\text{inc}} \cdot x}.
$$

This wavefield is characterized by the wavenumber $k := 2\pi/\lambda$, setting $\lambda$ as the wavelength of the signal. In the two-dimensional case ($d = 2$), the direction of incidence $\theta^{\text{inc}}$ is given by the relation $\theta^{\text{inc}} = (\cos(\theta^{\text{inc}}), \sin(\theta^{\text{inc}}))^T$, where $\theta^{\text{inc}}$ is the scattering angle in the polar coordinates system. In the three-dimensional case ($d = 3$), we have $\theta^{\text{inc}} = (\cos(\theta^{\text{inc}}) \sin(\phi^{\text{inc}}), \sin(\theta^{\text{inc}}) \sin(\phi^{\text{inc}}), \cos(\phi^{\text{inc}}))^T$. The scattering angles $(\theta^{\text{inc}}, \phi^{\text{inc}})$ are expressed in the spherical coordinates system. We define by $n$ the outwardly directed unit normal to $\Omega^-$ at the boundary $\Gamma$. The boundary condition on $\Gamma$ (second equation of (15)) depends on the physical problem under study. The sound-soft or Dirichlet (respectively sound-hard or Neumann) boundary condition on $\Gamma$ corresponds to the first (respectively second) boundary condition in (15). Finally, the last equation is the well-known Sommerfeld radiation condition or the outgoing wave condition. This condition completely characterizes the behaviour of the solution to the Helmholtz equation at infinity and guarantees the uniqueness of the solution to the exterior problem (15).

Let us introduce the functional spaces [55]

\[
H^s_{\text{loc}}(\Omega^+) := \big\{ v \in D'(\Omega^+) / \psi v \in H^s(\Omega^+), \forall \psi \in D(\mathbb{R}^d) \big\}, \quad s \geq 1,
\]

\[
H^1_+(\Delta) := H^1(\Delta, \Omega^+) := \big\{ u \in H^1(\Omega^+); \Delta u \in L^2(\Omega^+) \big\},
\]

\[
H^1_{\text{loc}}(\Delta) := H^1_{\text{loc}}(\Delta, \Omega^+) := \big\{ u \in H^1_{\text{loc}}(\Omega^+); \Delta u \in L^2_{\text{loc}}(\Omega^+) \big\}.
\]

For $u \in H^1_{\text{loc}}(\Delta)$, the exterior (+) and interior (−) trace operators of order $j$ ($j = 0$ or 1) can be defined by

\[
\gamma^\pm_j : H^1_{\text{loc}}(\Delta) \to H^{1/2-j}(\Gamma), \quad \gamma^\pm_j u^\pm = \partial^j_n u^\pm |_{\Gamma}.
\]

(16)
In this functional setting, the existence and uniqueness of the solution to the scattering problem

\[
\begin{aligned}
& \text{Find } u^+ \in H^1_{\text{loc}}(\Omega^+) \text{ such that} \\
& \Delta u^+ + k^2 u^+ = 0, \text{ in } D'(\Omega^+), \\
& \gamma_j^+ u^+ = g := -\gamma_j^+ u^\text{inc}, \text{ in } H^{1/2-j}(\Gamma), \text{ for } j = 0 \text{ or } 1, \\
& \lim_{\|x\| \to +\infty} \|x\|^{(d-1)/2}(\nabla u^+ \cdot \frac{x}{\|x\|} - ik u^+) = 0,
\end{aligned}
\tag{17}
\]

can be proved [33].

The first main difficulty arising in the numerical solution of the exterior boundary-value problem (17) is related to the unboundedness of the computational domain \( \Omega^+ \).

A solution is to apply the integral equations method [29, 33]. This approach allows to reformulate the initial boundary-value problem as an integral equation defined on the boundary \( \Gamma \) of the scattering obstacle \( \Omega^- \). Then, this method reduces the dimension of the problem to \( d - 1 \). Boundary integral equations are derived from potential theory. Let us give in the following Section some elements of this theory.

### 4.2 Potential theory: basic relations - properties

The essential property is that any solution to the Helmholtz equation can be represented as the linear combination of a single- and a double-layer potentials. The following proposition holds.

**Proposition 4.** Let us define the outgoing Green’s function \( G \) associated with the Helmholtz operator in \( \mathbb{R}^d \) by

\[
G(x, y) = \begin{cases} 
\frac{i}{4\pi}H_0^{(1)}(k\|x - y\|), & \text{for } d = 2, \\
\frac{1}{4\pi} e^{ik\|x-y\|}, & \text{for } d = 3,
\end{cases}
\tag{18}
\]

where \( H_0^{(1)} \) designates the first-kind Hankel function of order zero. Let \((v^-, v^+) \in H^1(\Omega^-) \times H^1_{\text{loc}}(\Omega^+)\) satisfying

\[
\Delta v^- + k^2 v^-, \text{ in } \Omega^-,
\]

and

\[
\begin{aligned}
& \Delta v^+ + k^2 v^+, \text{ in } \Omega^+, \\
& v^+ \text{ outgoing wave.}
\end{aligned}
\]

Then, we have

\[
L([\partial_n v(y)]_{\Gamma})(x) - D([v(y)]_{\Gamma})(x) = \begin{cases} 
v^-(x), & \text{for } x \in \Omega^-, \\
v^+(x), & \text{for } x \in \Omega^+,
\end{cases}
\tag{19}
\]

where

\[
[v]_{\Gamma} := \gamma^-_0 v^- - \gamma^+_0 v^+, [\partial_n v]_{\Gamma} := \gamma^-_1 v^- - \gamma^+_1 v^+,
\]
and

\[ \begin{align*} Lp(x) & := \int_{\Gamma} G(x, y)p(y)d\Gamma(y), \quad x \notin \Gamma, \\ D\phi(x) & := \int_{\Gamma} \partial_n(y)G(x, y)\phi(y)d\Gamma(y), \quad x \notin \Gamma, \end{align*} \] (20)

for \((p, \phi) \in H^{1/2}(\Gamma) \times H^{-1/2}(\Gamma)\).

The operators \(L\) and \(D\) defined above are called the single- and the double-layer potentials respectively. To obtain integral equations set on the boundary \(\Gamma\), we need the trace formulae for these two potentials (see for instance [55]).

**Proposition 5.** The first and second traces on \(\Gamma\) of the single-layer and the double-layer potentials are given by

\[ \begin{align*} \gamma_0^- \circ L & = \gamma_0^+ \circ L = \mathcal{L} \\ \gamma_1^- \circ L & = \left( \frac{\mathcal{I}}{2} + \mathcal{N} \right) \\ \gamma_1^+ \circ L & = \left( -\frac{\mathcal{I}}{2} + \mathcal{N} \right) \\ \gamma_0^- \circ D & = \left( -\frac{\mathcal{I}}{2} + \mathcal{D} \right) \\ \gamma_0^+ \circ D & = \left( \frac{\mathcal{I}}{2} + \mathcal{D} \right) \\ \gamma_1^- \circ D & = \gamma_1^+ \circ D = \mathcal{S} \end{align*} \] (22)

where \(\mathcal{I}\) is the identity operator and \(\mathcal{L}, \mathcal{N}, \mathcal{D}\) and \(\mathcal{S}\) the four elementary boundary integral operators expressed, for all \(x \in \Gamma\), by

\[ \begin{align*} \mathcal{L}p(x) & := \int_{\Gamma} G(x, y)p(y)d\Gamma(y) \\ \mathcal{N}p(x) & := \int_{\Gamma} \partial_n(x)G(x, y)p(y)d\Gamma(y) \\ \mathcal{D}\phi(x) & := \int_{\Gamma} \partial_n(y)G(x, y)\phi(y)d\Gamma(y) \\ \mathcal{S}\phi(x) & := \oint_{\Gamma} \frac{\partial^2 G}{\partial n(x) \partial n(y)}(x, y)\phi(y)d\Gamma(y). \end{align*} \] (24)

Note that the expression defining \(\mathcal{S}\) is not an integral (its singularity is not integrable) but a finite part expression associated with a hypersingular kernel. We preferred to keep formally the integral expression for the sake of clarity. Let us now summarize the continuity properties of the elementary boundary integral operators (see for instance [55, Theorem 4.4.1] or Theorems 7.1 and 7.2 in [51]).

**Proposition 6.** For a smooth boundary \(\Gamma\), the boundary integral operators given in Proposition 5 define the following continuous mappings

\[ \begin{align*} \mathcal{L} : H^s(\Gamma) & \longrightarrow H^{s+1}(\Gamma), \\ \mathcal{N} : H^s(\Gamma) & \longrightarrow H^s(\Gamma), \\ \mathcal{D} : H^s(\Gamma) & \longrightarrow H^s(\Gamma), \\ \mathcal{S} : H^s(\Gamma) & \longrightarrow H^{s-1}(\Gamma), \end{align*} \] (25)
for all \( s \in \mathbb{R} \). Moreover, the operators \( \mathcal{N} \) and \( \mathcal{D} \) are compact from \( H^s(\Gamma) \) onto itself for all \( s \in \mathbb{R} \).

In the case of a Lipschitz boundary [34, 51], the above continuity properties still hold for \(-1 \leq s \leq 0\) (respectively for \(0 \leq s \leq 1\)) for operators \( \mathcal{L} \) and \( \mathcal{N} \) (respectively \( \mathcal{D} \) and \( \mathcal{S} \)), while the compactness properties of \( \mathcal{N} \) and \( \mathcal{D} \) fail. A possible approach to rigorously extend the following developments is to use e.g. some regularizing techniques [24].

The representation (19) allows to determine the near-field around the scatterer. Another physical quantity of interest is the scattering amplitude (or the far-field pattern). For instance, in the two-dimensional case, we have

\[
a_0(\theta) = \frac{i}{4} \sqrt{\frac{2}{i\pi k}} \int_{\Gamma} e^{-ik\mathbf{y} \cdot \mathbf{\theta}} (\gamma_1 u^+(\mathbf{y}) + ik \mathbf{\theta} \cdot \mathbf{n}(\mathbf{y}) \gamma_0 u^+(\mathbf{y})) d\Gamma(\mathbf{y}).
\]

### 4.3 Standard integral equations formulations

The Helmholtz representation formula (19) leads to the construction of an infinite number of integral equations (equivalent if invertible) in the case of a closed surface. In the case of an open surface, only one integral equation can be written. The aim of this part is to introduce the most standard integral equations for both Dirichlet and Neumann boundary conditions. We usually distinguish between direct and indirect integral equations, each of them having their own mathematical properties.

Let us introduce the following notations

- \( K_D(\Omega^-) = \{ k_m^D, m \in \mathbb{N} \} \), the set of Dirichlet irregular frequencies (interior Dirichlet eigenvalues), is the set of values of \( k \) such that the boundary value problem

\[
\begin{aligned}
-\Delta v &= k^2 v, \quad \text{in } \Omega^-,
\gamma_0^- v &= 0, \quad \text{on } \Gamma,
\end{aligned}
\]

admits a non vanishing solution.

- \( K_N(\Omega^-) = \{ k_m^N, m \in \mathbb{N} \} \), the set of Neumann irregular frequencies (interior Neumann eigenvalues), is the set of values of \( k \) such that the boundary value problem

\[
\begin{aligned}
-\Delta v &= k^2 v, \quad \text{in } \Omega^-,
\gamma_1^- v &= 0, \quad \text{on } \Gamma,
\end{aligned}
\]

admits a non vanishing solution.

#### 4.3.1 The Dirichlet problem: direct integral formulations

The total field \( w \) is expressed by \( w := u^+ + u^{\text{inc}} \). The direct formulations consist in seeking the total field under the form

\[
w(\mathbf{x}) = Lp(\mathbf{x}) + u^{\text{inc}}(\mathbf{x}), \quad \mathbf{x} \in \Omega^+.
\]
The integral representation (26) ensures that \( w \) is solution to the Helmholtz equation in \( \Omega^- \cup \Omega^+ \), and satisfies the Sommerfeld radiation condition. Then, we have to determine the unknown \( p \) such that \( w \) satisfies also the Dirichlet boundary condition \( (\gamma_0^- w = 0) \). More precisely, the representation (26) corresponds to the particular choice of solutions \( (v^-, v^+):=(-u^{\text{inc}}, u^+) \) in proposition 4, i.e.

\[
[v]_\Gamma = 0 \quad \quad [\partial_n v]_\Gamma = -\gamma_1^+ w|_\Gamma := p
\]

and

\[
Lp(x) = \begin{cases} 
-u^{\text{inc}}(x) & \text{for } x \in \Omega^- \\
u^+(x) & \text{for } x \in \Omega^+.
\end{cases}
\]

Then, we get the following single-layer potential representation of the total field:

\[
Lp(x) + u^{\text{inc}}(x) = \begin{cases} 
0 & \text{for } x \in \Omega^- \\
w(x) & \text{for } x \in \Omega^+.
\end{cases}
\]

Clearly, this formulation is completely equivalent to extending artificially the total field by zero inside \( \Omega^- \), which explains that this approach is also referred sometimes to as the null field method.

The next step is to obtain an integral equation for the physical unknown \( p = -\gamma_1^- w|_\Gamma \in H^{-1/2}(\Gamma) \). To achieve this, the idea is to apply a trace operator to the relation

\[
Lp(x) + u^{\text{inc}}(x) = 0, \quad \forall x \in \Omega^-.
\]  
(27)

At this point, many choices are available. Let us cite three of them leading to classical integral equations of potential theory.

- **EFIE** : This equation is obtained by applying the trace operator \( \gamma_0^- \) to (27). Thanks to the trace relations of Proposition 5, this leads to the well-known Electric Field Integral Equation (EFIE):

\[
\mathcal{L}p = -\gamma_0^+ u^{\text{inc}}, \quad \text{on } \Gamma.
\]  
(28)

- **MFIE** : This equation is obtained by applying the normal trace operator \( \gamma_1^- \) to (27). Thanks to the trace relations of Proposition 5, this leads to the so-called Magnetic Field Integral Equation (MFIE):

\[
\left( \frac{T}{2} + \mathcal{N} \right)p = -\gamma_1^+ u^{\text{inc}}, \quad \text{on } \Gamma.
\]  
(29)

- **CFIE** : This equation is obtained by applying to (27) the Fourier-Robin (impedance) trace operator \( \gamma_1^- + \eta \gamma_0^- \), with \( \eta \neq 0 \). Once again, the trace relations of Proposition 5 give the Combined Field Integral Equation (CFIE):

\[
\left\{ \left( \frac{T}{2} + \mathcal{N} \right) + \eta \mathcal{L} \right\} p = -(\gamma_1^+ u^{\text{inc}} + \eta \gamma_0^+ u^{\text{inc}}), \quad \text{on } \Gamma.
\]  
(30)
The existence and uniqueness results for the above direct integral equations ((28), (29) or (30)) are given in the following theorem.

**Theorem 4.** The following properties hold.

1. The operator $L$ defines an isomorphism from $H^{-1/2}(\Gamma)$ onto $H^{1/2}(\Gamma)$ if and only if $k \notin K_D(\Omega^-)$. Under this condition, the EFIE (28) is uniquely solvable in $H^{-1/2}(\Gamma)$.

2. The operator $\left(\frac{I}{2} + N\right)$ defines an isomorphism from $H^{-1/2}(\Gamma)$ onto $H^{-1/2}(\Gamma)$ if and only if $k \notin K_N(\Omega^-)$. Under this condition, the MFIE (29) is uniquely solvable in $H^{-1/2}(\Gamma)$.

3. The operator $\left(\frac{I}{2} + N\right) + \eta L$ defines an isomorphism from $H^{-1/2}(\Gamma)$ onto $H^{-1/2}(\Gamma)$ for all $k > 0$ provided $\Im(\eta) \neq 0$ (imaginary part of $\eta$). Under this condition, the CFIE (30) is uniquely solvable in $H^{-1/2}(\Gamma)$ for any frequency $k > 0$.

In the case where $k$ is an irregular frequency, the integral equations EFIE and MFIE have non-zero kernels. Nevertheless, it can be shown that the spurious modes of the EFIE will not radiate in the exterior. Thus, the field is not corrupted outside the object: $Lp = 0$ on $\Gamma$ $\implies$ $Lp = 0$ in $\Omega^+$. Then, the EFIE provides accurate computations and often represents a reference solution. Unlike the EFIE, the spurious solutions of the MFIE do radiate in the exterior domain, leading hence to a wrong solution. Finally, by its construction itself, the CFIE is free of the internal-resonance problem. We consider in the sequel $\eta = -ik\alpha/(1 - \alpha)$, $\alpha \in ]0, 1[$,

$$(1 - \alpha)\frac{i\eta L}{k} = -(1 - \alpha)\frac{i\gamma^+_1 u_{inc} + \alpha \gamma^+_0 u_{inc}}{k},$$
on $\Gamma$. (31)

A common choice of $\alpha$ for engineering computations is $\alpha = 0.2$ which gives an almost minimal condition number for the CFIE.

4.3.2 The Dirichlet problem: indirect integral formulations

The indirect formulations are based on the assumption that the solution can be expressed in terms of a source density function defined on the boundary. The unknowns are then generally non-physical quantities. The physical variables are solved afterwards in terms of these source densities. Here, we focus on the most commonly used indirect integral formulation independently proposed by Burton-Miller [25] and Brakhage-Werner [19]. The idea is to seek the exterior field as a superposition of the single- and double-layer potentials acting on a fictitious surface density $\psi$:

$$u^+(\mathbf{x}) = (D + \eta L)\psi(\mathbf{x}), \quad \forall \mathbf{x} \in \Omega^+,$$ (32)
where $\eta$ is a complex-valued coupling parameter to choose. The above expression leads, thanks to the trace relations (5), to the following integral equation:

$$\left\{ \left( \frac{\mathcal{I}}{2} + \mathcal{D} \right) + \eta \mathcal{L} \right\} \psi = -\gamma_0^+ u^{\text{inc}}, \quad \text{on } \Gamma.$$ (33)

We consider the above integral equation in the space $H^{1/2}(\Gamma)$ and we can prove the following result.

**Theorem 5.** The operator

$$\left( \frac{\mathcal{I}}{2} + \mathcal{D} \right) + \eta \mathcal{L}$$

defines an isomorphism from $H^{1/2}(\Gamma)$ onto $H^{1/2}(\Gamma)$ for all $k > 0$ provided $\Im(\eta) \neq 0$. Under this condition, (33) is uniquely solvable in $H^{1/2}(\Gamma)$ for all frequency $k > 0$.

This integral equation is uniquely solvable if and only if $\Im(\eta) > 0$. An almost optimal value of $\eta$ has been obtained in [3, 46, 48] as: $\eta = ik$. We will see in Section 8 that other more subtle choices can be made in view of an iterative Krylov solution.

### 4.3.3 The Neumann problem: direct integral formulations

Let us now briefly discuss the derivation of direct integral equations in the case of a Neumann boundary condition. The total field $w := u^+ + u^{\text{inc}}$ is sought under the form

$$w(x) = D\phi(x) + u^{\text{inc}}(x), \quad x \in \Omega^+.$$ (34)

Proposition 4 for $(v^-, v^+):=(-u^{\text{inc}}, u^+)$ leads to:

$$[v]_\Gamma = -\gamma_0^+ w := \phi,$$

$$[\partial_n v]_\Gamma = 0,$$

and

$$D\phi(x) = \begin{cases} -u^{\text{inc}}(x) & \text{for } x \in \Omega^- \\ u^+(x) & \text{for } x \in \Omega^+. \end{cases}$$

Then, we get

$$D\phi(x) + u^{\text{inc}}(x) = \begin{cases} 0 & \text{for } x \in \Omega^- \\ w(x) & \text{for } x \in \Omega^+. \end{cases}$$

Applying a trace operator to the relation

$$D\phi(x) + u^{\text{inc}}(x) = 0, \quad \forall x \in \Omega^-,$$ (35)

the physical unknown $\phi = -\gamma_0^+ w \in H^{1/2}(\Gamma)$ is solution to the following direct integral equations
\begin{itemize}
  \item **EFIE** :
    \[ S\phi = -\gamma_1^+ u^\text{inc}, \quad \text{on } \Gamma. \]  
    \tag{36}
  
  \item **MFIE** :
    \[ (-\frac{T}{2} + D)\phi = -\gamma_0^+ u^\text{inc}, \quad \text{on } \Gamma. \]  
    \tag{37}
  
  \item **CFIE** :
    \[ \{ (-\frac{T}{2} + D) + \eta S \} \phi = -(\eta \gamma_1^+ u^\text{inc} + \gamma_0^+ u^\text{inc}), \quad \text{on } \Gamma. \]  
    \tag{38}
\end{itemize}

The existence and uniqueness results for the above integral equations are summarized in the next result.

**Theorem 6.** The following properties hold

1. The operator \( S \) defines an isomorphism from \( H^{1/2}(\Gamma) \) onto \( H^{-1/2}(\Gamma) \) if and only if \( k \not\in K_N(\Omega^-) \). Under this condition, the EFIE (36) is uniquely solvable in \( H^{1/2}(\Gamma) \).

2. The operator \( (-\frac{T}{2} + D) \)

defines an isomorphism from \( H^{1/2}(\Gamma) \) onto \( H^{1/2}(\Gamma) \) if and only if \( k \not\in K_D(\Omega^-) \). Under this condition, the MFIE (37) is uniquely solvable in \( H^{1/2}(\Gamma) \).

3. The operator \( (-\frac{T}{2} + D) + \eta S \)

defines an isomorphism from \( H^{1/2}(\Gamma) \) onto \( H^{-1/2}(\Gamma) \) for all \( k > 0 \) provided \( \Im(\eta) \neq 0 \). Under this condition, the CFIE (38) is uniquely solvable in \( H^{1/2}(\Gamma) \) for all frequency \( k > 0 \).

The reference CFIE in this chapter is

\[ (1 - \alpha)i\frac{k}{\rho}(-\frac{T}{2} + D) - \frac{\alpha}{k^2}S = -(1 - \alpha)i\frac{k}{\rho}\gamma_0^+ u^\text{inc} - \frac{\alpha}{k^2}\gamma_1^+ u^\text{inc}, \quad \text{on } \Gamma. \]  
    \tag{39}

4.3.4 **The Neumann problem: indirect integral formulations**

The Burton-Miller (or Brakhage-Werner) integral representation of the exterior field is expressed by

\[ u^+(x) = (L + \eta D)\varphi(x), \quad \forall x \in \Omega^+, \]  
    \tag{40}

where \( \eta \) is a complex-valued coupling parameter to determine. Then, the field (40) solves the exterior boundary-value problem (17) if the surface density \( \varphi \) is solution to the following integral equation

\[ \{ (-\frac{T}{2} + \mathcal{N}) + \eta S \} \varphi = -\gamma_1^+ u^\text{inc}, \]  
    \tag{41}
called the Burton-Miller or Brakhage-Werner (BW) integral equation. We have the following existence and uniqueness result.

**Theorem 7.** The operator

\[
\left(-\frac{I}{2} + \mathcal{N}\right) + \eta S
\]

defines an isomorphism from \(H^{1/2}(\Gamma)\) onto \(H^{-1/2}(\Gamma)\) for all \(k > 0\) provided \(\Im(\eta) \neq 0\). Under this condition, (41) is uniquely solvable in \(H^{1/2}(\Gamma)\) for all frequency \(k > 0\).

An almost optimal value of \(\eta\) has been numerically discussed in [3, 46, 48] as: \(\eta = 1/ik\). Again, we will see in Section 8 that better choices can be considered.

### 4.3.5 First-vs second-kind fredholm integral equation

For surface formulations of acoustic scattering problems, we have seen in the previous sections that various integral equations, direct or indirect, combined or not, can be employed. Let us underline that all these integral equations are applicable to closed geometries, leaving EFIE ((28) and (36) in the Dirichlet and Neumann cases respectively) as the only choice for the solutions of scattering problems by open surfaces.

In view of an iterative solution of an integral equation, two properties are essential to achieve a fast convergence rate: on the one hand the existence and uniqueness of the solution, on the other hand the clustering of the eigenvalues of the underlying integral operator (and hence a well-conditioning). The first property, as we have seen, is not ensured for each integral equation. Only combined field integral equations (CFIE, Brakhage-Werner) provide a well-posedness for all frequencies. To observe the second property, let us recall some definitions. Given an integral operator \(\mathcal{A} \in \mathcal{L}(X)\) on a Hilbert space \(X\), an integral equation is called of first-kind if it is of the form

\[
\mathcal{A} q = f
\]

of second-kind if it is of the form

\[
(I + \mathcal{A}) q = f.
\]

Moreover, if \(\mathcal{A} : X \to X\) is compact, the above equations are respectively called Fredholm integral equations of the first-kind and second-kind. As classically known [47], the spectrum of compact operators is composed in the infinite dimensional case of 0 and a sequence of discrete eigenvalues possibly accumulating at the origin. Therefore, second-kind Fredholm integral equation have large clusters of eigenvalues accumulating at the real value point 1 (cf. Section 2.3). This is a very interesting spectral property in view of an iterative solution using a Krylov solver. Indeed, eigenvalue clustering in the complex plane generally implies fast convergence.

The integral operator \(\mathcal{L}\) is bounded from \(H^s(\Gamma)\) onto \(H^{s+1}(\Gamma)\), and it is compact from \(L^2(\Gamma)\) onto itself. Therefore, the EFIE (28) is a Fredholm first-kind integral equation on \(L^2(\Gamma)\) in the case of a Dirichlet condition. On the contrary, the MFIE
(29), the CFIE (30) and the Burton-Miller integral equation (33) are all second-kind integral equations. Then, the combined field integral equations have all the properties required for an efficient iterative solving.

In the case of a Neumann boundary condition, the situation is more complex. In fact, only the MFIE is a second-kind Fredholm integral equation but it is unfortunately ill-posed. The EFIE, CFIE and Burton-Miller integral equations involve the operator \( S \) which is a first-order, strongly singular and non-compact operator. Therefore, these equations are first-kind integral equations. There are two alternatives to expect an eigenvalue clustering. The first one is to precondition the integral operator (see Section 7). The second possibility is to incorporate a suitable operator of order \(-1\) which has a regularizing effect on \( S \) and leads to a second-kind integral equation (see Section 8). Let us note that in the case of the numerical solution of scattering problems by an open surface, the preconditioning represents the only way to improve convergence. We come back to this point in section 7.

5 Developing fast converging solutions: strategy and problematics

Let us consider now that we have chosen an integral equation representation

\[ A \varrho = f \]

that we want to numerically solve. Here, \( A \) is one of the previous first- or second-kind integral operators, \( f \) is a right-hand side given by the incident field and \( \varrho \) is the density that we would like to compute. For a numerical calculation, the surface of the scatterer needs to be discretized by using for example \( N_K \) triangles \( K \) in three-dimensions, resulting in a discrete surface \( \Gamma_h = \bigcup_{j=1}^{N_K} K \), where \( h \) is the meshsize (see Section 8.3 for more details). Let us consider a regular triangulation \( T_h \) based on triangles. The linear Galerkin boundary element method is based on the approximation space

\[ V_h = \{ v_h \in C^0(\Gamma_h); v_h = v_h|_T \in P_1, \forall T \in T_h \}, \]

of dimension \( N_V \) (equal to the number of degrees of freedom). The density of discretization points per wavelength \( n_\lambda \) is given by \( n_\lambda = \lambda/h_{\text{max}} \), where \( h_{\text{max}} \) is the maximal length of the edges of the triangles. Then, the operator \( A \) is also approximated by a matrix \([A]\) and the right hand-side \( f \) by a complex-valued vector \( f_h \). The sizes of the vector and the matrix \([A]\) are equal to the number of degrees of freedom of the boundary element method used to approximate the density \( \varrho \) by a vector \( \varrho_h \). For example, using linear boundary elements leads to \( N_V \) degrees of freedom, where \( N_V \) is the number of vertices of the triangular mesh. One problem that we do not address here but which is a hard task in integral equations consists in integrating the kernel singularities. However, since it is out of our goal, we do not develop this point here.

Consider now that we want to solve the linear system

\[ [A] \varrho_h = f_h. \]
The matrix $[A]$ is complex-valued, dense and highly non-definite positive. It requires a storage of the order of $O(N^2)$ (if a linear boundary element method is used) and its solution by a direct gaussian solver requires $O(N^3)$ operations. For high frequency problems, then $N_V$ becomes extremely large and makes the direct approach not applicable. Therefore, since the introduction, about twenty years, of the Fast Multilevel Multipole (FMM) method [32, 36, 37, 40, 62], the strategy for solving an integral equation has fundamentally changed. The FMM method (as well as other similar techniques, see [21, 22, 23]) allows to compute with a low-storage $O(NV)$ and in a fast way $O(NV \log NV)$ the Matrix-Vector Product (MVP): $x_h \rightarrow [A]x_h$ ("black box"). This matrix-free approach allowed to solve higher frequency problems if it is coupled with an iterative Krylov solver like the GMRES. As previously noticed, the global algorithm is efficient and robust if the GMRES converges with a few iterations. This is closely related to the spectral properties of $A$ as well as the way a preconditioner is built. Since we have a non positive-definite matrix, the iterative algorithm may diverge. If not, its convergence can be extremely slow. Furthermore, since we do not have the matrix at hand (because of the matrix-free FMM approach), building the preconditioner must be done without having access to the whole matrix.

The aim of the next sections are 1) to propose a spectral analysis of integral operators in some simplified situations to understand their properties (Section 6) and 2) to explain two recent matrix-free analytical preconditioning techniques (Sections 7 and 8) for solving integral equation formulations.

6 Spectral analysis of integral operators for the sphere

Let $\Gamma = S_1$ be the unit sphere centered at the origin. Let us introduce the spherical harmonics $Y_m^n$ as the functions of order $m$ for $n = -m \ldots m$, with $m \in \mathbb{N}$ [33], given by

$$Y_m^n(\theta_1, \theta_2) = \sqrt{\frac{2m+1}{4\pi}} \frac{(m-|n|)!}{(m+|n|)!} P_m^n(\cos \theta_1) e^{in\theta_2}, \quad (\theta_1, \theta_2) \in S_1,$$

where $P_m^n$ are the Legendre polynomials. The functions $Y_m^n$ form a complete orthonormal system of $L^2(S_1)$. Furthermore, they also constitute a basis of eigenvectors for the four elementary integral operators $\mathcal{L}, \mathcal{N}, \mathcal{D}$ and $\mathcal{S}$ (cf. proposition 5). More precisely, we have the following proposition [4, 46].

**Proposition 7.** The eigenvalues $\mathcal{L}_m, \mathcal{N}_m, \mathcal{D}_m$ and $\mathcal{S}_m$ of multiplicity $(2m+1)$ respectively associated with the elementary integral operators $\mathcal{L}, \mathcal{N}, \mathcal{D}$ and $\mathcal{S}$ are given by

$$\mathcal{L}Y_m^n = \{ikj_m(k) h_m^{(1)}(k)\} Y_m^n = \mathcal{L}_m Y_m^n,$$

$$\mathcal{N}Y_m^n = \{-1/2 + ik^2 j_m(k) h_m^{(1)}(k)\} Y_m^n = \mathcal{N}_m Y_m^n,$$

$$\mathcal{D}Y_m^n = N^2 Y_m^n = \mathcal{D}_m Y_m^n,$$

$$\mathcal{S}Y_m^n = \{ik^3 j_m(k) (h_m^{(1)}(k)')\} Y_m^n = \mathcal{S}_m Y_m^n.$$
where \( j_m \) denotes the spherical Bessel function and \( h_m^{(1)} \) the spherical Hankel function of the first-kind. Their derivatives are specified with a prime \( \prime \).

Let us begin with the case of a sound-soft sphere. We consider the EFIE operator \( \mathcal{L} \) (28), the CFIE operator (31) and the usual BW operator (33) with \( \eta = ik \). A direct computation gives the eigenvalues \( \mathcal{C}_m^D \) and \( \mathcal{B}_m^D \) of the combined operators (31) and (33) respectively

\[
\mathcal{C}_m^D = ik^2 h_m^{(1)}(k)(\alpha j_m'(k) + i(1 - \alpha) j_m(k)), \\
\mathcal{B}_m^D = ik^2 h_m^{(1)}(k)(j_m'(k) - ij_m(k)).
\]

We draw on Fig. 5 the spectrum of the usual integral operators taking \( k = 30 \) and a maximal number of modes \( m_{\text{max}} = 12k \). To understand the spectral distribution, we need to introduce three zones: the elliptic zone of evanescent modes (\(|m| \gg k\)), the hyperbolic region of propagative modes (\(|m| \ll k\)) and the transition (hyperbolic-elliptic) zone of physical surface modes satisfying \(|m| \approx k\). To make the connection with pseudodifferential operators, think for easiness that \( \xi = m \). For the EFIE (Figure 5(a)), we can see that some eigenvalues spread out the complex plane and are related to the finite number of propagative modes. Next, a loop begins to appear for modes close to the transition zone. Finally, we observe an accumulation point at \((0, 0)\) for large modes \(|m|\). Since \( \mathcal{L} \) is a first-kind operator of order \(-1\), its eigenvalues asymptotically behave like \(|m|^{-1}\) for large values of \(|m|\) (elliptic zone). This implies that the smallest eigenvalue is related to the largest mode \( m_{\text{max}} \) and makes appear a dependence of the condition number according to the density of discretization points per wavelength \( n_\lambda \) for integral equations [29]. The largest eigenvalue is related to a propagative mode and leads to a dependence of the condition number according to \( k \). Therefore, the EFIE has a spectrum which is not really appropriate to an iterative solver and preconditioning will have to be considered, most particularly for large wavenumbers \( k \) and large densities of discretization points. Two large clusters of eigenvalues at points \((1/2, 0)\) and \((1, 0)\) can be observed for the BW operator (Figure 5(b)). The first appears in the elliptic zone and the second one in the hyperbolic zone. The few eigenvalues that form the loop between low-order and high-order modes \(|m|\) correspond to surface modes. The CFIE operator also offers an interesting and quite similar distribution of eigenvalues (Figure 5(c)). These good spectral properties are linked to the Fredholm second-kind character of these operators. As a consequence, the standard CFIE and BW formulations are well-adapted for the iterative solution of the acoustic sound-soft problem.

Let us now consider the hard sphere. The eigenvalues \( \mathcal{C}_m^N \) and \( \mathcal{B}_m^N \) of the CFIE (39) and the BW ((33), \( \eta = i/k \)) operators are expressed respectively by

\[
\mathcal{C}_m^N = k(h_m^{(1)})(k)((1 - \alpha) j_m(k) + i\alpha j_m'(k)), \\
\mathcal{B}_m^N = -ik^2 (h_m^{(1)})(j_m(k) + ij_m'(k)).
\]

We draw on Fig. 5 the distribution of the eigenvalues for the EFIE, BW and CFIE operators. We fix \( k = 30 \) and \( m_{\text{max}} = 12k \) modes. The EFIE operator is of order \( 1 \) and its eigenvalues associated with high order modes become large since they
Figure 5: Sound-soft and sound-hard spheres: distribution of the eigenvalues.
behave like $|m|$ (Figure 5(d)). The smallest eigenvalue is associated with the propagative modes. For the usual BW integral operator (Figure 5(e)), we observe a cluster of eigenvalues linked to the low-order modes. A large number of eigenvalues corresponding to the evanescent modes are on the line $x = 1/2$ and do not cluster like for the sound-soft case. This behaviour penalizes the convergence rate of the GM-RES. Similar conclusions arise for the CFIE (Figure 5(f)). This is due to the fact that these three integral equations are Fredholm first-kind integral equations and so are ill-conditioned. In particular, the convergence rate of a Krylov iterative solver will depend on the wavenumber $k$ as well as the mesh density. Using some asymptotics of the special functions appearing above and some formal replacements, some similar conclusions can be drawn for these integral equations and a general convex surface $\Gamma$. Finally, other geometrical configurations lead to spectral estimates of integral operators (see [28, 29]).

From this analysis, we clearly see that some efforts on analytical (or algebraic) preconditioning must be directed towards the EFIE for the sound-soft problem and EFIE, BW and CFIE for the sound-hard case.

7 A first direction to improve the convergence: algebraic/analytical preconditioning techniques for the EFIE

As seen above, the EFIE has a condition number which depends on both the wavenumber $k$ and the density of discretization points per wavelength $n_\lambda$ for both the sound-soft and sound-hard scattering problems. Furthermore, the eigenvalues spread out the complex plane which is very penalizing in view of an iterative Krylov solution. One way to improve the convergence properties of the EFIE is to precondition it. Algebraic preconditioners have been proposed over the years but may fail, most particularly for large wavenumbers. Furthermore, they need to handle the full matrix which is incompatible with the idea of a matrix-free solver imposed by the FMM method. We propose here two possible directions for building analytical preconditioners: the first one uses the Calderón integral relations and the second one elements from the pseudodifferential operator theory.

7.1 Integral operator preconditioning

The idea of integral operator preconditioning uses the following Calderón relations [55]

$$-\mathcal{L}S = \frac{T}{4} - \mathcal{N}^2, \quad -\mathcal{S}\mathcal{L} = \frac{T}{4} - (\mathcal{N}^T)^2.$$  \hspace{1cm} (43)

From these two equations, we can see that, since $\mathcal{N}$ is a compact operator, then $\mathcal{N}^2$ and $(\mathcal{N}^T)^2$ are compact and their eigenvalues tend towards zero. This also means that
the eigenvalues of $-LS$ and $-SL$ cluster around $(1/4, 0)$ in the complex plane since they are equal to the operator $\mathcal{I}/4$ up to a compact perturbation. As a consequence, $-\mathcal{L}$ (respectively $-S$) is a pseudo inverse operator of $S$ (respectively $-\mathcal{L}$) and can serve as a preconditioner. This is an interesting property since the application of this preconditioner in a FMM environment only involves some evaluations of standard integral operators. This first application of Calderón relations to preconditioning has been developed by Steinbach and Wendland in [61]. It has been next applied to the EFIE for acoustics and electromagnetism by Christiansen and Nédélec in [30]. Extensions and other studies related to this approach are available in [9, 10, 11].

To show the improvement induced by a preconditioner based on Calderón relations, we consider the transmission scattering problem which consists in solving an exterior Helmholtz problem with wavenumber $k_2$ coupled with an interior Helmholtz problem for a wavenumber $k_2\sqrt{N}$ with transmission boundary conditions. This physically corresponds to scattering by a penetrable homogeneous isotropic scatterer. Following [11], we propose a Calderón preconditioner for the two-field integral equation solution to the transmission problem. We refer to [11] for more details. The Calderón preconditioner for the two-field integral equation is denoted by $C$. We consider on Figure 6(a) the convergence history of GMRES(50) for the preconditioned linear system in the case of the unit square cylinder (centered at the origin and with sidelength 2). We represent the dependence of the preconditioned algorithm according to both the wavenumber $k_2$ and the density $n_\lambda$ of discretization points per wavelength. The index $\sqrt{N}$ for the interior problem is $\sqrt{N} = 2 + i$. We can observe that the convergence is independent of the density $n_\lambda$ since it can be shown that the preconditioned integral equation is Fredholm second-kind. However, the convergence depends moderately on $k_2$, which is one of the limitations for Calderón preconditioners. Another example is given by the scattering problem by a penetrable kite-shaped object (see Figure 6(b)) for $\sqrt{N} = 1.55 + 0.64i$. The same conclusions can be made from Figure 6(c). We can see on Figure 6(d) (for $k_2 = 40$ and $n_\lambda = 10$) that even if some eigenvalues spread out the complex plane and imply a $k_2$-dependence of the iterative solver, a large cluster of eigenvalues characterizes the preconditioned matrix and results in the $n_\lambda$ independence. This first example shows the impact that the point of view of analytical preconditioning can have on solving a scattering problem. Let us finally remark that examples in [11] show that ILU preconditioners fail in general leading to a breakdown of the GMRES.

### 7.2 Pseudodifferential operator preconditioning

A second approach for preconditioning the EFIE uses the following result which precises the principal symbol of the single-layer $\mathcal{L}$ and normal derivative trace $S$ of the double-layer potentials.

**Proposition 8.** Let $\mathcal{L}$ and $S$ be respectively the single-layer and normal derivative trace of the double-layer potentials defined by the expressions (24). Let $\xi$ be the dual variable of $x$ by Fourier transform for $x$ restricted to $\Gamma$. Then, the principal symbols
(a) Convergence history of GMRES(50) for the unit square cylinder.

(b) The kite-shaped scatterer.

(c) Convergence history of GMRES(50) for the kite-shaped scatterer.

(d) Eigenvalue distribution.

Figure 6: Calderón preconditioner for transmission problems.
of $L$ and $S$, denoted by $\sigma_p(L)$ and $\sigma_p(S)$, are given by

$$\sigma_p(L) = \frac{i}{2 \sqrt{k^2 - |\xi|^2}} \quad \text{and} \quad \sigma_p(S) = -\frac{\sqrt{k^2 - |\xi|^2}}{2i}.$$  \hspace{1cm} (44)$$

Following an approach similar to the one developed in Section 3.3 but for integral equations, an appropriate preconditioner for the sound-soft scattering problem based on the EFIE representation is $Op(\sigma_p(L)^{-1}) = -4Op(\sigma_p(S))$ since then

$$-Op(\sigma_p(S))L = \frac{I}{4} + R,$$  \hspace{1cm} (45)

where $R$ is a pseudodifferential operator of order less or equal to $-1$. One of the crucial points in this approach is that $k$ is also considered as a symbol (associated with the time derivative operator $\partial_t$ if we come back to a wave equation) of order $1$. Then, the symbol $\sigma_p(S)$ is homogeneous of order $1$ and defines a corresponding classical pseudodifferential operator of order $1$. We see here that the equation (45) is typically a pseudodifferential operator version of the second Calderón relation (43). The main difference is that the operator $Op(\sigma_p(S))$ is a correct approximation of the inverse of $L$ in both its hyperbolic and elliptic zones. This is not the case of $S$ which is only a good approximation of the inverse in the elliptic part since the error term $-(N^T)^2$ is compact (for large values of $|\xi|$ compared to $k$). Consequently, the convergence rate of the iterative Krylov solver is independent of the mesh refinement parameter $n_\lambda$ and the dependence according to $k$ is weakened. For the sound-hard scattering problem, a suitable choice is $-4Op(\sigma_p(L))$ for preconditioning $S$ and the same conclusions arise.

Concerning the implementation in a FMM code, including the operator $Op(\sigma_p(S))$ can be made independently of the integral equations. For effectiveness, a complex Padé approximation of the square-root must be considered (see Section 8.2), resulting in the numerical solution of a coupled system of surface dissipative Helmholtz equations on $\Gamma$. Their approximate solution can be considered by using an ILU preconditioner and an iterative scheme at the cost $O(N_V)$, which is much less than applying an integral operator. We refer to [10] for the interested reader where much more details about the implementation are given. Some partial elements are also developed in Section 8.3.

To show the robustness of such an approach, we report on Figures 7 the number of MVPs required for solving the sound-hard scattering problem by a strip of length 2 with GMRES(50) for a tolerance $\varepsilon = 10^{-6}$. We use the EFIE and represent the number of MVPs with respect to the density $n_\lambda$ (for $k = 15$, figure 7(a)) and the wavenumber $k$ (for $n_\lambda = 20$, figure 7(b)). The EFIE is referred to as ”DBIE” here, the pseudodifferential preconditioner based on $-4Op(\sigma_p(L))$ and a Padé approximation by ”Padé-type”, the Calderón integral preconditioner $[L]$ by ”Calderon”. Furthermore, an algebraic SPAI (SParse Approximate Inverse) preconditioner with sparsity level $N_v = 5$ is also used for comparison. The choice $N_v = 5$ makes the preconditioning matrix already quite dense (about 20% of nonzero coefficients). Another drawback is that it is built on the full initial EFIE matrix $[S]$ which is not available when considering a FMM solution. On this simple example, we can see that the number of iterations
is independent of both $n_\lambda$ and $k$. We report on Figure 7(c) the convergence history for all methods. We can see the superiority here of the two analytical preconditioners over the algebraic SPAI. A second example is given on Figure 7(d) for a cobra-like shaped scatterer which is an open curved resonator modeling an inlet. We can again observe the very good behaviour of the iterative solvers compared with analytical preconditioners.

In references [10], other numerical examples show that some problems can arise for the Calderón preconditioner if the scatterer is composed of two parallel strips or screens due to resonance phenomenae. It seems that, for this kind of situations, the pseudodifferential preconditioners are more robust. However, for a single three-dimensional open surface, some problems are still open like for instance how to correctly handle the edges effects in a pseudodifferential approach. In the case of Calderón operators, this point is quite naturally treated. A hybrid Calderón-pseudodifferential preconditioner is proposed in [35].
8 A second direction to improve the convergence: generalized Combined Field Integral Equations

We restrict our presentation to a Neumann boundary condition. Indeed, we have seen in Section 6 that the standard combined field integral equations (both BW and CFIE) are second-kind Fredholm integral equations for a sound-soft obstacle. As a consequence, the convergence rate of an iterative solver applied to these equations is independent of the density $n_\lambda$ but still depends slightly on $k$. In the same spirit as what is proposed below, this dependence can be weakened by developing generalized (direct and indirect) combined field integral equations. In the case of the sound-hard obstacle, much work is required since the standard integral equations are first-kind Fredholm integral equations. Furthermore, our construction of new second-kind integral equations preserves the well-posedness of these new integral equations, meaning that they are all free of any spurious resonance.

8.1 Construction of generalized combined field integral equations

The starting point of the method proposed in [12, 13, 35] is based on the exterior Helmholtz integral formulation

$$ u^+ = -L_{\gamma_1^+} u^+ + D_{\gamma_0^+} u^+, \text{ in } \Omega^+. \quad (46) $$

Applying the exterior normal derivative trace to (46), we get thanks to Proposition 5

$$ \gamma_1^+ u^+ = (-\frac{T}{2} + N)\gamma_1^+ u^+ + S\gamma_0^+ u^+, \text{ in } H^{1/2}(\Gamma). \quad (47) $$

Let us assume that the exact exterior Neumann-to-Dirichlet (NtD) map $V_{\text{ex}}$ is known

$$ V_{\text{ex}} : H^{-1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma) $$

$$ \gamma_1^+ u^+ \mapsto \gamma_0^+ u^+ = V_{\text{ex}} \gamma_1^+ u^+. \quad (48) $$

Then, from (47) and (48), the following identity holds

$$ -\frac{T}{2} + N + SV_{\text{ex}} = I. \quad (49) $$

The NtD operator $V_{\text{ex}}$ is a nonlocal pseudodifferential operator of order $-1$. The equation (49) means that plugging the NtD operator into the integral formulation leads to the identity operator which can be solved trivially in one iteration (direct solver). Unfortunately, the NtD operator cannot be computed explicitly for a general surface, otherwise, this would mean that an explicit integral equation can be written for a scattering problem and solved in one step.

An alternative is to consider an accurate approximation $\tilde{V}$ of the exact NtD operator (48) such that

$$ \varphi = \tilde{V} \psi, $$
with \((\varphi, \psi)\) an approximation of the Cauchy data \((\gamma_0^+ u^+, \gamma_1^+ u^+)\). In the same spirit as for the exact NtD operator, we propose to solve the following integral equation

\[
\left( -\frac{I}{2} + \mathcal{N} + S\tilde{V} \right)\psi = -\gamma_1^+ u^{\text{inc}}, \quad \text{in } H^{1/2}(\Gamma), \tag{50}
\]

based on the exterior integral representation

\[
u^+ = -L\psi + D\varphi, \quad \text{in } \Omega^+.	ag{51}\]

Let us for example consider the lowest order approximation \(\tilde{V} = -i/k\) (Sommerfeld radiation condition). This choice leads to the standard BW integral equation (41) with the optimal parameter of Kress [46]. Hence, the integral equation (50) can be seen as a generalization of the standard BW integral equation. A similar approach can also be developed for constructing a generalized CFIE

\[
((1 - \alpha)\frac{i}{k}(-\frac{I}{2} + D) - \frac{\alpha}{k^2}S\tilde{V})\phi = -((1 - \alpha)\frac{i}{k}\gamma_0^+ u^+ + \tilde{V}\gamma_1^+ u^{\text{inc}}), \quad \text{in } H^{1/2}(\Gamma), \tag{52}
\]

by composition of the operator \(S\) (EFIE) with \(-\tilde{V}\) and then adding the contribution of the MFIE by a suitable linear combination. One of the aims of the pseudodifferential operator \(\tilde{V}\) is to regularize the operator \(S\) of order 1. It should therefore be of order \(-1\) to get the identity operator. This is not possible by considering the lowest order approximation which is of order zero. For this reason, high-order approximations of the NtD operator must be considered. This can be done for example by adapting techniques related to the Beam Propagation Method [42] or On-Surface Radiation Conditions (OSRCs) methods [6, 7, 8, 14, 43, 49]. In particular, we refer to the recent review chapter book which gives an overview of OSRCs approaches. From [14], an accurate approximation of the NtD map is given by the square-root operator

\[
\tilde{V} = \frac{1}{ik}(1 + \frac{\Delta_\Gamma}{k^2\delta})^{-1/2},
\tag{53}
\]

where the operator \(\Delta_\Gamma\) is the usual Laplace-Beltrami operator over the surface \(\Gamma\) and the parameter \(k_\delta = k + i\delta\) is a complex wavenumber. The aim of the damping parameter \(\delta > 0\) is to regularize the square-root operator in the transition zone of grazing rays [14]. An optimal value of this parameter, related to the mean curvature of \(\Gamma\) and to \(k\) is given in [14]. Incorporating the operator \(\tilde{V}\), the generalized combined integral equations (50) and (52) are uniquely solvable [35] for any frequency \(k > 0\) and damping parameter \(\delta > 0\). Moreover, they are second-kind Fredholm integral equations unlike the standard formulations (50) and (39). This is a positive point in view of an iterative Krylov solution.

### 8.2 The special case of the unit sphere

The eigenvalues of the operator \(-\Delta_\Gamma\) are expressed by \(\mu_m = m(m + 1)\). A direct computation gives the eigenvalues \(B^{N,\delta}_m\) and \(C^{N,\delta}_m\) of respectively the generalized BW
and the CFIE operators as
\[ B_m^{N, \delta} = -i k^2 (h_m^{(1)})' (k) [i j_m'(k) (1 - \frac{\mu_m}{k_\delta^2})^{-1/2} + j_m(k)], \]
and
\[ C_m^{N, \delta} = k^2 (h_m^{(1)})' (k) [-i (1 - \alpha) j_m(k) + \alpha (1 - \frac{\mu_m}{k_\delta^2})^{-1/2} j_m'(k)]. \]

We draw on Fig. 8 the eigenvalues of the generalized integral operators by taking \( k = 30 \) and \( m_{\text{max}} = 12k \) modes. The eigenvalues of the generalized BW and CFIE operators cluster around the points \((1, 0)\) and \((1/2, 0)\) respectively. This observation is partially related to the property that these integral equations are Fredholm second-kind but also to the fact that an accurate approximation of the NtD operator is injected. By using suitable asymptotic expansions of the Bessel and Hankel functions [1], we justify this remark by the following approximations of the eigenvalues [35]

- in the elliptic zone (evanescent modes) for large values of \( m \)
  \[ B_m^{N, \delta} = \frac{1}{2} + \frac{k_\delta}{2k} + \mathcal{O}\left(\frac{1}{m^3}\right), \quad \text{and} \quad C_m^{N, \delta} = \frac{1}{2} + \alpha (\frac{k}{2k_\delta} - \frac{1}{2}) + \mathcal{O}\left(\frac{1}{m^3}\right), \quad \alpha \in [0, 1[. \]

- in the hyperbolic zone (propagative modes) for large wavenumbers \( k \)
  \[ B_m^{N, \delta} = 1 + \mathcal{O}\left(\frac{1}{k}\right), \quad \text{and} \quad C_m^{N, \delta} = \frac{1}{2} + \mathcal{O}\left(\frac{1}{k}\right). \]

The coupling between low- (propagative) and high-order (evanescent) modes is observable as a loop around the accumulation points \((1, 0)\) and \((1/2, 0)\) for the generalized BW and CFIE respectively. From these observations, we can expect the fast convergence of a Krylov solver for computing the solution to (50) or (52).
8.3 Numerical issues: implementation and examples

Let us denote by $[P]$ the matrix associated with the linear discretization of a given integral operator $P$. The discretization of (50) leads to the $N_V \times N_V$ dense complex linear system

$$(-\frac{[\mathcal{I}]}{2} + [\mathcal{N}] + [\mathcal{S}[\hat{\mathcal{V}}]])\psi_h = g_h.$$  \hspace{1cm} (54)

The complex valued vectors $\psi_h$ and $g_h$ of $\mathbb{C}^{N_V}$ are respectively the $P_1$ interpolated unknown density $\psi$ and the right-hand side of (50). The matrix representation $[I]$ of the identity operator $\mathcal{I}$ is the surface mass matrix. We refer for example to [5, 36] for the direct approximation of the integral operators $\mathcal{N}$ and $\mathcal{S}$. Of course, a FMM implementation can also be derived in the background of Galerkin methods for a fast evaluation of MVP. Concerning the discretization of the pseudodifferential operator $\hat{\mathcal{V}}$, a rational Padé approximant of the square-root operator is used. In [14], the authors use the rotating branch-cut technique introduced by Milinazzo et al. [54]. It consists in using the rational approximation defined by

$$\sqrt{1+X} \approx e^{i\theta_p/2} R_{N_p}((1+X)e^{-i\theta_p} - 1) = C_0 + \sum_{j=1}^{N_p} \frac{A_j X}{1+B_j X},$$

where the parameter $\theta_p$ is the rotation angle of the usual branch-cut $\{ z \in \mathbb{C}, z < -1 \}$ of the square-root operator, and $R_{N_p}$ denotes the usual Padé approximant of order $N_p$. The complex-valued coefficients $C_0$, $(A_j, B_j)_{j=1,\ldots,N_p}$ are related to the real Padé coefficients and the angle $\theta_p$ [14]. Since the square-root operator is implemented in an iterative solver, we must be able to compute $y = [\hat{\mathcal{V}}]x$ efficiently, for a given vector $x \in \mathbb{C}^{N_V}$. This can be achieved by writing down

$$(1 + \frac{[\Delta_f]}{k^2 [\mathcal{I}]})y = \frac{1}{ik}(1 + \frac{[\Delta_f]}{k^2 [\mathcal{I}]})^{1/2}x.$$\hspace{1cm} (55)

Then, the MVP $y = [\hat{\mathcal{V}}]x$ is computed by solving $N_p$ dissipative surface Helmholtz equations

$$[\frac{B_j}{k^2 [\Delta_f]}][\mathcal{I}]x_j = [\mathcal{I}]x, \quad j = 1, \ldots, N_p,$$

using a variational formulation and boundary elements and then by computing $y$ solution to

$$([\mathcal{I}] + [\frac{[\Delta_f]}{k^2 [\mathcal{I}]})y = \frac{1}{ik} (C_0 [\mathcal{I}]x + \sum_{j=1}^{N_p} \frac{A_j}{k^2 [\Delta_f]}[\mathcal{I}]x_j).$$\hspace{1cm} (56)

The matrix $[\Delta_f]$ is the surface stiffness matrix on $\Gamma_h$. Let us mention that the solution of the $(N_p + 1)$ linear systems (55) and (56) is computed by an ILUT preconditioned GMRES and only requires 2 or 3 iterations to get the solution [35]. Therefore, applying the square-root operator results in a cost of the order $O(N_V)$ which is less than applying an elementary integral operator (even with a FMM implementation).
Figure 9: Sound-hard unit square cylinder: number of MVPs for the four integral formulations with respect to the wavenumber $k$ (left: $n_\lambda = 10$) and the density $n_\lambda$ of discretization points per wavelength (right: $k = 10$).

We present now some numerical results to compare the efficiency of the GMRES without restart and for a tolerance equal to $\varepsilon = 10^{-6}$ when using the usual and generalized BW and CFIE. We report on Fig. 9 an example of computation for the scattering of an incident plane wave of incidence 45 degrees by the unit square cylinder. For the usual formulations, we can see that the number of MVPs grows linearly according to the density $n_\lambda$. Indeed, these two formulations are first-kind Fredholm. Furthermore, the number of iterations also depends on $k$ (see the next example for the standard BW formulation). The problem is related to the fact that injecting the Sommerfeld approximation is not enough to handle the $k$ dependence of the convergence. These two points can be corrected by considering the generalized formulations. These conclusions are confirmed for the three-dimensional case. In Fig. 10, we present the case of the scattering of an incident plane wave of incidence zero degree by an ellipsoidal scatterer of semi-axis $a = 1$ and $b = c = 0.5$ respectively along the $x_1$, $x_2$, and $x_3$-directions and centered at the origin. Here again, the convergence of the GMRES is independent of $k$ and $n_\lambda$ while this is not the case for the two standard formulations.

8.4 Other recent directions

Other recent and closely related approaches have been derived e.g. by Levadoux and al [2, 52], Bruno and al [20]. We refer to their papers for more details. Let us note that generalized combined field integral equations have also been proposed recently in the framework of electromagnetism for Maxwell’s equations.

9 Conclusion

The aim of this chapter was to introduce some recent achievements into the topic of preconditioning of integral equations of acoustics. Most particularly, we discussed the
high frequency regime which is a very active area where much work remains to do. A selected review of some advances on analytical preconditioning has been proposed. Different points of view can be adopted like for example the integral or pseudodifferential approaches. Many open questions are still to address on this problem and can have implications on other close situations like electromagnetism or elasticity where the numerical solution by means of integral equations is also extremely challenging.

Other future exciting directions of research include: understanding of the effect of non convexity and geometrical singularities on an iterative solver, coupling of analytical and algebraic preconditioners, application of pseudodifferential operator theory to the design of hybrid analytical-algebraic preconditioners for the finite element solution of PDEs...
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