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Abstract

This paper presents a generic features selection method and its applications on some document analysis problems. The method is based on a genetic algorithm (GA), whose fitness function is defined by combining Adaboost classifiers associated with each feature.

Our method is not linked to a classifier achieving the final recognition task; we have used a combination of weak classifiers to evaluate a subset of features. So we select features that can further be used in the most appropriate classifiers.

This method has been tested on three applications: Drop caps classification, handwritten digits recognition and text detection. The results show the efficiency and robustness of the proposed approach.

1 Introduction

When dealing with data, for example in a pattern recognition context, it is essential to analyze the properties of the data. In fact, the efficiency of a method often relies more on the quality of features chosen by the expert than on the classifier type used during the recognition process. In order to choose the best features, a complete analysis should be done and achieved on a very large amount of training data. This is seldom done in real applications. Features are often tried and empirically chosen. A very common idea is that you get more information when using a very large number of features. In fact some non discriminative features or features too sensitive to noise can decrease the recognition rate. Besides, a very particular feature can be efficient to discriminate some shapes occurring not too often. Rather than processing with a large number of trials, we think a selection step would be more efficient. It would enable not to limit the number of first considered features, while features in a reasonable number would be computed in the final system. This can explain feature selection has been a hot topic research in recent years.

Among all these studies, one of the most common is based on Genetic Algorithms (GAs). They have proven to be efficient for feature selection. Most often, the approach is based on the wrapper method [4]. It needs a classifier (SVM, Neural network, Near-Neighbour..) to evaluate each individual of the population [1, 5, 10] and a training phase at each iteration of GA which is very time consuming.

We propose a new feature selection method, based on GA, which avoids these training steps. Thus, classifiers are trained before running the GA but the evaluation of the individuals is done at each iteration using always the same classifier. The fitness function is based on Adaboost classifiers associated with the features. More precisely, an Adaboost classifier is trained for each feature before launching the GA for feature selection. Then, the Adaboost classifiers selected at each GA iteration are combined similarly to the method proposed in [11].

In this paper, our generic feature selection method is experimented on different document analysis problems relying on a feature vector. In section 2, GA and Adaboost are reviewed. We then recall the proposed selection method and stress on the interesting points, particularly the speed of the process compared with more classical approaches. Section 3 is devoted to some applications dealing at different levels of document observation. The first is at character level, the second one deals with images and the third one works at the page level in order to extract text parts.

2 Feature selection

The main aim of feature selection is to determine a minimal feature subset while keeping a suitably high accuracy in original features representation. In many real contexts, feature selection is needed due to the large amount of noise and the irrelevant or misleading features. Before describing our method involving GAs and Adaboost classifiers, the key ideas they rely on, are summarized.
2.1 Genetic algorithm and selection

GAs belong to a group of methods, called evolutionary algorithms, that have been applied to feature selection [8]. Besides, GAs have been studied and proven effective in conjunction with various classifiers, including nearest neighbours and neural networks [1].

GAs are optimization procedures inspired by natural selection mechanisms. In general, GAs start with an initial set of random potential solutions called population [3].

A GA generally has four components. A population of individuals where each individual in the population represents a potential solution; a fitness function which is an evaluation function. It enables to decide whether an individual is a good solution or not. A selection function indicates how to pick good individuals from the current population for creating the next generation; and genetic operators such as crossover and mutation operators which explore new regions of search space.

Each individual in the population, representing a solution to the problem, is called a chromosome. Chromosomes represent candidate solutions to the optimization problem to be solved. In GAs, chromosomes are typically represented by bit binary vectors and the resulting search space corresponds to a high dimensional boolean space. It is assumed that the quality of each candidate solution can be evaluated using the fitness function.

2.2 Adaboost

Boosting algorithms increase the performance of weak binary classifiers by reinforcing training on misclassified samples. In particular, Adaboost (Adaptative boosting) is a widely used boosting algorithm that weights \((\alpha_i)\) a set of weak classifiers \((h_i)\) according to the classification error. Thereby, the final classifier is given by:

\[
h(x) = \begin{cases} 
1 & \text{if } \sum_{i=1}^{t} \alpha_i h_i \geq \text{threshold} \\
0 & \text{otherwise}
\end{cases}
\]

Where 1 means that the sample has been classified as belonging to the class to be identified.

2.3 Proposed method

In this section, we introduce the proposed method. A large set of features is assumed to be available in order to characterize a given class. This method begins by training an Adaboost classifier for each feature to be used in the fitness function. This part is independent of the GA and then is performed only once. Then, a GA is applied several times to find an optimal subset of features.

2.3.1 Selection process

The process of our feature selection method [2] is shown in Figure 1. It is composed of two steps: Train Adaboost classifier for each feature and use a GA to select the best chromosome (or feature subset).

Instead of selecting features that can be computed for any shape we are first adapting the features to the training set in order to increase the discriminating power of each feature in the context. This is done by building classifiers based on each feature and on an Adaboost process.

At the end of the first step, each Adaboost classifier associated with a feature, relies on the sign of a decision function. In Adaboost, the decision function defined is a linear combination of weak classifiers. This set of decision functions enables to define the fitness function of the genetic algorithm. Then, the GA is applied iteratively, beginning with the initial set of features, and then on the new population built from the previously selected subset of features. The best features subset is selected at the last iteration process. More precisely, the selection process stops when the recognition rate on a validation database begins to decrease.

2.3.2 Fitness function

Fitness function is one of the most important part in genetic algorithm. This function evaluates the quality of each individual in a population, that is a feature subset.

In this context, a chromosome (individual) is a \(n\) dimensional binary vector, where \(n\) is the total number of features. If the \(i\)-th bit of the vector is 1, then the \(i\)-th feature is included in the subset. On the contrary, if the \(i\)-th is 0, the feature is not included. The fitness function is determined for each chromosome in the population. It is calculated as the error rate of a classifier, the decision function of which is the mean value of Adaboost classifiers decision functions, present in the chromosome (computed in the first step). \(CL\) is the classifier of a chromosome:

\[
CL = \frac{1}{|I|} \sum_{i \in I} H_i = \frac{1}{|I|} \sum_{i \in I} \sum_k \alpha_k h_{ki}
\]
where \( H_i \) is an Adaboost classifier trained for the \( i \)-th feature, \( I \) is the set of selected features and \(|I|\) the size of \( I \). Then, the Fitness function is defined:

\[
Fitness = Error(CL).
\]

For example, let \( X = 10010011 \), be a chromosome. Then \( I = \{1, 4, 7, 8\} \), \(|I| = 4\) and the mean is computed on classifiers: \( H_1, H_4, H_7 \) and \( H_8 \).

### 2.3.3 Feature Selection

The initial population is randomly generated. However, we add a singular chromosome composed of all features in order to ensure that the selected features perform better than the whole features.

The iterations in the feature selection process end when the termination criterion is satisfied. In our case, the criterion is the recognition rate associated with the best individual in the current GA last generation. The iterative process ends up when this rate decreases (see Figure 2) and the selected features correspond to the best individual in the penultimate iteration.

![Figure 2. Recognition rate on validation database](image)

The feature selection method we have proposed is dealing with binary classification problem. To extend it to multi classes problems, N one vs all training databases are built where N is the number of classes. Our method is applied on each database and N subsets of features are extracted. The final subset to deal with the multiclass problem is the union of all selected subsets.

### 3 Application

The three applications presented in this section use the same original set of features. They are based on the possible patterns included in a 2x3 mask of pixels. With 256 grey levels the number of possible patterns would be \(256^6\), that is a too important number. To reduce the number of patterns involved in the application, the grey levels scale was divided into a relatively small number of classes. Thus, a quantization was applied on the original image to obtain a new 3 grey levels image. In this new image, there are 729 potential patterns \((3^6 = 729)\) and the rank of each pattern is computed. This set of features makes the first descriptor. We call it the pattern descriptor.

To show the efficiency of our selection method, it has been tested on the three following applications: handwritten digits recognition, dropcaps classification and text detection in ancient documents.

#### 3.1 Handwritten digits recognition

Various methods were proposed to solve the handwritten digits recognition problem. In our case the goal is not to find the most powerful system of recognition but to show the power of our feature selection method and how it can be applied in this kind of problems.

In this application, the MNIST database was used. It contains about 70,000 handwritten digit images of 28 \( \times \) 28 distributed in ten classes, 60,000 handwritten digits in the training set and 10,000 handwritten digits in the test set.

We have computed in this database five descriptors, described as follows. The first one is the pattern descriptor described previously, the second one is similar to the first but we have applied another quantization on the original image to obtain 2 grey levels images and 3x3 mask. The three others are classical descriptors: Zernike, \( R \)-signature and pixels. 47 Zernike descriptors (ZER) are composed of the first twelve Zernike moments [7]. The \( R \)-signature (RS) is a descriptor based on the Radon transform proposed in [9]. Finally, the pixels descriptor (pixels) simply consists to take each pixel as a feature in the MNIST images.

As our aim is to drastically decrease the number of features while keeping a "good" recognition rate we focus in Table 1 on the variations of these values.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Recog rate %</th>
<th>Features %</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>+0.04</td>
<td>-34</td>
</tr>
<tr>
<td>ZER</td>
<td>-1.7</td>
<td>-23.4</td>
</tr>
<tr>
<td>Pixels</td>
<td>-0.02</td>
<td>-25.3</td>
</tr>
<tr>
<td>2x3 mask + 3 means</td>
<td>-1.7</td>
<td>-27.5</td>
</tr>
<tr>
<td>3x3 mask+ 2 means</td>
<td>+0.04</td>
<td>-21.9</td>
</tr>
</tbody>
</table>

We can notice that many features have been kept, indeed there are 10 classes. The reduction has been done for each one vs all problem (Table 2) and in fact features are specialized for each class.
Table 2. Variation of Recognition rate and feature number for each class using 3x3 pattern

<table>
<thead>
<tr>
<th>Class, i</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recog rate %</td>
<td>-0.2</td>
<td>-0.5</td>
<td>-0.1</td>
<td>+0.5</td>
<td>+2.5</td>
<td>-0.68</td>
<td>-1.2</td>
<td>-2</td>
<td>-0.9</td>
<td>+2.1</td>
<td>+0.04</td>
</tr>
<tr>
<td>Feature Number %</td>
<td>-87.5</td>
<td>-98.24</td>
<td>-90.4</td>
<td>-63.08</td>
<td>-88.47</td>
<td>-97.46</td>
<td>-64.06</td>
<td>-88.86</td>
<td>-60.74</td>
<td>-89.64</td>
<td>-21.9</td>
</tr>
</tbody>
</table>

3.2 Dropcaps classification

The second application is about the dropcaps classification. This database is coming from the Centre d’Etude Supérieur de la Renaissance of Tours. In this database there are three styles of dropcaps that are shown in Figure 3.

![Figure 3. Styles of dropcaps](image)

A 1-NN classifier was chosen for the classification step and the pattern descriptor previously defined was used. We have compared the recognition rates using all features (729 features) and using the features selected by our method. It selects 80 features at the second iteration and 6 features at the third. The results are shown in Table 3.

Table 3. Recognition rate before and after selection

<table>
<thead>
<tr>
<th>Style1</th>
<th>Style2</th>
<th>Style3</th>
<th>Features</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>729</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>80</td>
<td>Iteration 2</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>6</td>
<td>Iteration 3</td>
</tr>
</tbody>
</table>

Our results were compared to those obtained with another method proposed in [6]. This method uses seven features to classify the drop caps. These features are based on the Zipf law. They are in fact factors built from the all set of initial features. The first six features are shown in Figure 4. Features $S_1, S_2$ and $S_3$ correspond to 3 slopes. $B_1, B_2$ and $B_3$ represent the abscissa of these three points. The seventh is the slope of the inverse Zipf graph’s line.

![Figure 4. Features extracted using Zipf graph](image)

![Figure 5. Selected pattern](image)

Table 4. Comparison between our method and Zipf method

<table>
<thead>
<tr>
<th></th>
<th>Style1</th>
<th>Style2</th>
<th>Style3</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>Zipf method</td>
<td>100</td>
<td>95</td>
<td>100</td>
<td>7</td>
</tr>
</tbody>
</table>

The use of the rank of pattern as a feature helps to keep information about the used patterns. Thus, to get an interpretation of the selection process, we have analysed the six selected features (shown in Figure 5) by studying the mean of rank for each selected pattern for each style.

These results show that most of the selected patterns have high rank. To localize the seven selected features on the Zipf graph we have computed the Log of rank and we have found that the selected features are in the colored region as shown on Figure 6, by studying the mean of rank for each selected pattern for each style. The high value of rank indicates that the most relevant patterns are relatively rare.

3.3 Text extraction

The pattern descriptor previously defined is also used
for text detection in ancient documents. The image is divided into small imagettes of size 32x32 and each of them is classified as text or non-text. This simple idea was tested using 50 pages extracted from an ancient book of Andreas Vesalius (1514-1564). These pages were scanned by the "Centre d’Etude Supérieur de la Renaissance" of Tours. The Figure 7 shows an example of detection for some pages.

Our feature selection method was applied and at the second iteration, 89 features were selected from 729 and the Figure 8 shows the results of detection after selection.

The results show that the visual quality of detection has essentially been unchanged after applying our feature selection method.

4 Conclusion

To solve the problem of feature selection, we have introduced an approach that takes into account not only the feature as input of the GA but also some knowledge about the data. This knowledge is embedded in the Adaboost classifiers that in fact replace the features in the selection process.

The flexibility of the method enables to apply it to problems with various specificities. In the three presented applications we have reduced the number of features and the recognition rates are improved.

We intend to pursue our work in order to improve the segmentation of document images by increasing the number of classes (text, graphic, image ...) Thus an attributed graph could be associated with the page layout and be included in a page browsing system.
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