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\textbf{Abstract.} We present a new model of loss processes in insurance. The process is a
couple $(N, L)$ where $N$ is a univariate Markov-modulated Poisson process (MMPP) and $L$ is
a multivariate loss process whose behaviour is driven by $N$. We prove the strong consistency
of the maximum likelihood estimator of the parameters of this model, and present an EM
algorithm to compute it in practice. The method is illustrated with simulations and real sets
of insurance data.
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1 Introduction

A Markov-modulated Poisson process (MMPP) is a doubly stochastic Poisson process whose
intensity is driven by a non-observable continuous-time Markov chain with finite state space.
A comprehensive survey of the properties of MMPPs is given in [15]. Such processes are
used to model communication networks (see [18, 21]), environmental phenomena as in [13],
and the surplus of an insurance company as in [1]. It has then been crucial to develop
methods to estimate the parameters of such processes. From a theoretical point of view, the
strong consistency of the maximum likelihood estimator (MLE) for an MMPP is shown by
Rydén in [32]; his proof is strongly influenced by [23], in which consistency for the MLE for
general hidden Markov models (HMMs) is established. The properties of the MLE in this
context have been extensively studied since Baum and Petrie [3]; in addition to consistency
in [23], asymptotic normality was proved in [5]. Now, from a practical point of view, the
MLE of an MMPP can be computed via several methods, see [14, 19, 28, 30, 35]. In the
latter paper, an EM algorithm is presented, and it has become the standard tool to estimate the MLE. For other references on EM algorithms, we refer the reader to Baum et al. [4], who first presented such algorithm for HMMs; recent surveys on EM algorithms include the monograph by McLachlan and Krishnan [27]. Other possible approaches include matching moments and covariance functions, see [17, 31], or maximizing a split-time likelihood, as introduced by Rydén in [33, 34], further studied by Vandekerckhove [36] in the context of hidden mixtures of Markov processes. In [25], Loisel suggested that correlation between lines of business of an insurance company could be caused by common shocks and modulation by a common Markovian environment process. Our goal is to extend the MLE approach to estimate the parameters of a process \((N, L)\) where \(N\) is a univariate MMPP and \(L\) is a (possibly multivariate) loss process whose behavior is driven by \(N\), in order to estimate the parameters of such a process in two real sets of insurance data. We also carry out a simulation study of loss processes for 2 and 3 lines of business modulated by a common environment process. Our results confirm that the method works quite well as long as the observation period contains enough changes of the Markovian environment process.

2 Model, assumptions and notation

We consider an MMPP \((J, N)\), where \(J\) is an irreducible continuous-time Markov process with generator \(L\) on the state space \([1, \ldots, r]\), where \(r \in \mathbb{N} \setminus \{0\}\), and \(N\) is a univariate counting process such that, when \(J\) is in state \(i\), \(N\) is a Poisson process with intensity \(\lambda_i\). We further consider a loss process \(S = (S_1, \ldots, S_n)\) (namely, the \(S_k\) are piecewise constant processes with nonnegative increments) whose behavior is driven by \(N\) in the following sense: assume that the \(S_k\) can only jump when \(N\) does, and that if \(N\) jumps at time \(t\) and if \(J\) is in state \(i\), then a simultaneous jump of the processes \(S_{k_1}, \ldots, S_{k_p}\) at time \(t\) occurs with probability \(p_i(e)\) where \(e = \{k_1, \ldots, k_p\}\) is a subset of \([1, \ldots, n]\). We then assume that the random variables \(E_s\), such that the \(S_k\) with \(k \in E_s\) jumped (and only these) at the time of the \(s\)-th jump of \(N\), are independent given the process \((J, N)\). Finally, assume that the value of the jump \(X_s\) has distribution \(P_{\theta(i, e)}\), where \((P_{\theta})_{\theta \in \Theta}\) is a parametric statistical model, that is

\[
P(X_s = x \mid J(\tau_s) = i, E_s = e) = P_{\theta(i, e)}(\forall m, m \in e, m \Rightarrow X_m = x_m)
\]

where \(\tau_s\) is the time of the \(s\)-th jump of \(N\), with clearly \(x_m = 0\) if \(m \notin e\). Note that this model can be seen as a common shock model as in [24]; it is assumed that given the process \((J, N)\) and the sequence \((E_s)\), the \(X_s\) are independent random variables.

The context of our work is the following: let us assume that the process \(S\) has been observed until time \(T\), so that the available data is:

\[
D_T = \{J(t), N(t), S(t) \mid t \leq T\}
\]
1. The number $r$ of states of $J$;
2. The full knowledge of the processes $N$ and $S$ between time 0 and time $T$, both assumed to be times when $N$ jumps.

The goal is to estimate the unknown parameters of the model, namely:
1. The elements $\ell_{ij}$ of the transition intensity matrix $L$ of $J$;
2. The jump intensities $\lambda_i$ of $N$;
3. The probabilities $p_i(e)$, where $e$ is a subset of $\{1, \ldots, n\}$;
4. The parameters $\theta(i, e)$.

Remark that the process $J$ is not observed, which induces technical difficulties. For the sake of shortness, we let $\Phi$ be the global parameter of the model. The distribution of the process with parameter $\Phi$ is then denoted by $P_{\Phi}$.

## 3 Asymptotic properties of the maximum likelihood estimator

Our aim is to estimate the parameters with a maximum likelihood estimator (MLE). Let then $Y_i = \tau_i - \tau_{i-1}$ be the amount of time between the $(i-1)$-th and the $i$-th shock, and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_r)$.

The available data is:
1. The values $0 < t_1 < \ldots < t_k = T$ of the $\tau_i$, i.e. the times when $N$ jumps (equivalently, the inter-event times $y_1, \ldots, y_k$, where $y_j = t_j - t_{j-1}$, $t_0 = 0$);
2. $e_1, \ldots, e_k$ the successive values of the $E_k$;
3. $x_1, \ldots, x_k$ the successive values of the jumps of $S$.

Let now

$$f_{ij}(t, \Phi) dt := P_{\Phi}(T_i \in dt, J(t) = j \mid J(0) = i)$$

$$\overline{F}_{ij}(t, \Phi) := P_{\Phi}(T_i > t, J(t) = j \mid J(0) = i).$$

Therefore (see [28]), we have

$$f(t, \Phi) = \exp(t(L(\Phi) - \Lambda(\Phi)))\Lambda(\Phi), \quad \overline{F}(t, \Phi) = \exp(t(L(\Phi) - \Lambda(\Phi))).$$
Let then
\[
p(e, \Phi) = \text{diag}(p_i(e, \Phi))_{1 \leq i \leq r},
\]
\[
\mathbb{P}_{\theta(\cdot, e, \Phi)}(X = x) = \text{diag}(\mathbb{P}_{\theta(\cdot, e, \Phi)}(X = x))_{1 \leq i \leq r},
\]
and in matrix notation
\[
\forall e \subset \{1, \ldots, n\}, e \neq \emptyset, \quad g(t, e, x, \Phi) = f(t, \Phi) \cdot p(e, \Phi) \cdot \mathbb{P}_{\theta(\cdot, e, \Phi)}(X = x)
\]
\[
g(t, \emptyset, x, \Phi) = f(t, \Phi) \cdot p(\emptyset, \Phi) \cdot \mathbb{1}_{(x=0)}.
\]

With these notations, the \((i, j)\)-th element of the matrix \(g(t, e, x, \Phi)\) is
\[
\forall e \subset \{1, \ldots, n\}, e \neq \emptyset, \quad g_{ij}(t, e, x, \Phi) = f_{ij}(t, \Phi) \cdot p_{ij}(e, \Phi) \cdot \mathbb{P}_{\theta(\cdot, e, \Phi)}(X = x)
\]
\[
g_{ij}(t, \emptyset, x, \Phi) = f_{ij}(t, \Phi) \cdot p_{ij}(\emptyset, \Phi) \cdot \mathbb{1}_{(x=0)}.
\]

It is now sufficient to specify the starting distribution of \(J\) to compute the likelihood of the observations. Denote by \(P(\Phi)\) the transition matrix of the discrete-time Markov chain \(J = J(\tau_i)\); integrating \(f\), one gets
\[
P(\Phi) = (\Lambda(\Phi) - L(\Phi))^{-1} \Lambda(\Phi).
\]

According to [32], \(P(\Phi)\) has a unique stationary distribution \(\pi(\Phi)\) and we have, if \(a(\Phi)\) is the only stationary distribution of the continuous-time process \((J(t))_{t \geq 0}\) and \(\eta\) is the column vector of size \(r\) with all entries equal to 1,
\[
\pi(\Phi) = \frac{1}{a(\Phi) \Lambda(\Phi) \eta} a(\Phi) \Lambda(\Phi).
\]

We assume that the starting distribution of \(J\) is \(\pi(\Phi)\); the process \((J_i, Y_i, E_i, X_i)\) is then \(\mathbb{P}_\Phi\)-stationary, because the bivariate process \((J_i, Y_i)\) is a Markov renewal process (see e.g. [12, p. 313]). Thus, the likelihood of the observed data under the distribution \(\mathbb{P}_\Phi\) is
\[
\mathcal{L}((y_i, e_i, x_i)_{1 \leq i \leq k}, \Phi) = \pi(\Phi) \left( \prod_{i=1}^k g(y_i, e_i, x_i, \Phi) \right) \eta.
\]

Assuming now that we know the states \(j_0, j_1, \ldots, j_k\) of the (hidden) Markov process \(J\) at the times when \(N\) jumps, the complete likelihood of the data is
\[
\mathcal{L}((j_i)_{0 \leq i \leq k}, (y_i, e_i, x_i)_{1 \leq i \leq k}, \Phi) = \pi_{j_0}(\Phi) \left( \prod_{i=1}^k g_{j_{i-1}, j_i}(y_i, e_i, x_i, \Phi) \right).
\]

To give a result on the strong consistency of the MLE, we first need some notations: for an arbitrary parameter \(\Phi\), denote by \(F_\Phi\) the set of all parameters \(\Phi'\) such that for all \(e\)
\[
(\forall j \quad \lambda_j(\Phi) p_j(e, \Phi) = 0) \Leftrightarrow (\forall j \quad \lambda_j(\Phi') p_j(e, \Phi') = 0).
\]

\(F_\Phi\) can be thought of as the set of the elements \(\Phi'\) such that a simultaneous jump of the processes \(S_{k_1}, \ldots, S_{k_q}\) is a.s. impossible under the law \(\mathbb{P}_\Phi\) if and only if it is a.s. impossible
under the law $\mathbb{P}_{\Phi}$. Write further $\Phi \sim \Phi'$ whenever $(Y_i, E_i, X_i)_i$ has the same law under $\mathbb{P}_{\Phi}$ and under $\mathbb{P}_{\Phi'}$.

We finally write down the hypotheses we need to state our main result:

$(A_1)$ For all $e \neq \emptyset$, the distributions $\mathbb{P}_{\theta(i, e)}$ have the same support, with no atom at 0.

$(A_2)$ For all $e \neq \emptyset$ and all $\Phi, \Phi'$, there exists a neighborhood $G$ of $\Phi'$ such that for every subset $G_{\Phi'}$ of $G$ and all $i, j \in \{1, \ldots, r\}$,

$$\int \ln \sup_{\varphi \in G_{\Phi'}} \mathbb{P}_{\theta(i, e, \varphi)}(m \in e \Rightarrow X_m = x_m) \mathbb{P}_{\theta(j, e, \varphi)}(m \in e \Rightarrow X_m = x_m) \, dx < \infty.$$ 

$(A_3)$ For all $e \neq \emptyset$, all $i \in \{1, \ldots, r\}$ and all $x, \varphi \mapsto \mathbb{P}_{\theta(i, e, \varphi)}(m \in e \Rightarrow X_m = x_m)$ is a continuous function.

This allows us to state our main result:

**Theorem 1.** Assume that $(A_1 - A_3)$ hold. Let $\Phi_0$ be the true value of the parameter, and let $C$ be a compact set of $F_{\Phi_0}$ such that $\Phi_0 \in C$. Let $\hat{\Theta}_p$ be the MLE for $\Phi_0$ on $C$, computed with $p$ observations. Then if $O \subset C$ is an open set in $F_{\Phi_0}$ containing the equivalence class of $\Phi_0$ modulo $\sim$, one has $\hat{\Theta}_p \in C$ a.s. for $p$ large enough.

**Proof of Theorem 1.** We closely follow the proof of Theorem 1 in [32]: pick $\Phi$ and $\Phi' \in F_{\Phi_0}$ such that $\Phi' \sim \Phi$. Lemma 8 implies that there exists $\varepsilon > 0$ such that $H(\Phi, \Phi') < H(\Phi, \Phi) - 2\varepsilon$. Now, with the notations of Lemma 3, Lemma 5 entails that there exists $N \in \mathbb{N} \setminus \{0\}$ with

$$\frac{1}{N} \mathbb{E}_\Phi \left( q_{0N}(\Phi') \right) - H(\Phi, \Phi') < \varepsilon$$

so that

$$\frac{1}{N} \mathbb{E}_\Phi \left( q_{0N}(\Phi') \right) < H(\Phi, \Phi) - \varepsilon.$$ 

We then pick a neighborhood $G$ of $\Phi'$ in $F_{\Phi_0}$ given by Lemma 3; in particular, for every subset $G_{\Phi'}$ of $G$ containing $\Phi'$,

$$\mathbb{E}_\Phi \left( \ln \sup_{\varphi \in G_{\Phi'}} q_{0N}(\varphi) \right) < \infty.$$ 

Letting $B_{1/t}$ be the open ball centered at $\Phi'$ with radius $1/t$, the continuity of $q_{0N}$ gives:

$$\ln \sup_{\varphi \in G \cap B_{1/t}} q_{0N}(\varphi) \xrightarrow{t \to \infty} \ln q_{0N}(\Phi').$$

Set now $A_t = \left\{ \sup_{\varphi \in G \cap B_{1/t}} q_{0N}(\varphi) \leq 1 \right\}$, and let $A_t^c$ denote the complement of $A_t$. Notice that

$$\ln \sup_{\varphi \in G \cap B_{1/t}} q_{0N}(\varphi) = - \ln \left( \sup_{\varphi \in G \cap B_{1/t}} q_{0N}(\varphi) \right) 1_{A_t} + \ln \left( \sup_{\varphi \in G \cap B_{1/t}} q_{0N}(\varphi) \right) 1_{A_t^c}$$

5
which entails
\[
\left| \ln \sup_{\varphi \in G \cap B_{1/\epsilon}} q_{0N}(\varphi) \right| \leq \left| \ln q_{0N}(\Phi') \right| + \left| \ln \sup_{\varphi \in G} q_{0N}(\varphi) \right|.
\]
We can then use the dominated convergence theorem to get a neighborhood \(G_{\Phi'} \subset G\) of \(\Phi'\) in \(F_{\Phi_0}\) such that
\[
\frac{1}{N} \mathbb{E}_{\Phi} \left| \ln \sup_{\varphi \in G_{\Phi'}} q_{0N}(\varphi) \right| \leq \frac{1}{N} \mathbb{E}_{\Phi} (\ln q_{0N}(\Phi')) + \frac{\varepsilon}{2} < H(\Phi, \Phi') - \frac{\varepsilon}{2}.
\]
Now, because \(Z_{st} = \ln \sup_{\varphi \in G_{\Phi'}} q_{st}(\varphi)\) is \(\mathbb{P}_{\Phi}\)-subadditive and ergodic, Kingman’s theorem (see [22]) implies that there exists a finite constant \(H(\Phi, \Phi', G_{\Phi'})\) such that
\[
\lim_{n \to \infty} \frac{1}{n} \mathbb{E}_{\Phi} \left[ \ln \sup_{\varphi \in G_{\Phi'}} q_{0n}(\varphi) \right] = H(\Phi, \Phi', G_{\Phi'})
\]
and
\[
\lim_{n \to \infty} \frac{1}{n} \ln \sup_{\varphi \in G_{\Phi'}} q_{0n}(\varphi) = H(\Phi, \Phi', G_{\Phi'}) \quad \mathbb{P}_{\Phi} - \text{a.s.}
\]
Theorem 3.1 in [22] entails
\[
H(\Phi, \Phi', G_{\Phi'}) \leq \frac{1}{N} \mathbb{E}_{\Phi} \left[ \ln \sup_{\varphi \in G_{\Phi'}} q_{0N}(\varphi) \right] < H(\Phi, \Phi') - \frac{\varepsilon}{2}.
\]
Putting
\[
p_{st}(\varphi \mid J(0) = j) = \mathcal{L}(Y_i, E_i, X_i)_{s+1 \leq i \leq t}, \varphi \mid J(0) = j
\]
and remarking that for all \(\varphi \in G_{\Phi'}\)
\[
q_{0n}(\varphi) = \left( \sum_{I \in C(\varphi)} \pi_i(\varphi) \right) \max_{I \in C(\varphi)} p_{0n}(\varphi \mid J(0) = i) \\
\geq \sum_{I \in C(\varphi)} \pi_i(\varphi) p_{0n}(\varphi \mid J(0) = i) \\
\overset{\text{max}}{=} p_{0n}(\varphi),
\]
one gets \(\ln \sup_{\varphi \in G_{\Phi'}} p_{0n}(\varphi) - \ln \sup_{\varphi \in G_{\Phi'}} q_{0n}(\varphi) \leq 0\) and thus
\[
\limsup_{n \to \infty} \left\{ \frac{1}{n} \ln \sup_{\varphi \in G_{\Phi'}} p_{0n}(\varphi) \right\} \leq H(\Phi, \Phi', G_{\Phi'}) < H(\Phi, \Phi') - \frac{\varepsilon}{2}.
\]
Cover now the compact set \(O^c \cap C\) by the \(G_{\Phi'}\), \(1 \leq i \leq d\). We have
\[
\sup_{\varphi \in O^c} \left\{ \ln p_{0n}(\varphi) - \ln p_{0n}(\Phi_0) \right\} \leq \max_{1 \leq i \leq d} \left\{ \ln \sup_{\varphi \in G_{\Phi'}} p_{0n}(\varphi) - \ln p_{0n}(\Phi_0) \right\} \longrightarrow -\infty
\]
with \(\mathbb{P}_{\Phi_0}\)-probability 1. This shows that necessarily \(\hat{\Phi}_p \in C\) a.s. for \(p\) large enough, and completes the proof.
Notice that since our model is not identifiable, any convergence result has to be stated modulo $\sim$. In that sense, this result is the best possible one.

Under some additional assumptions, one can apply the asymptotic normality theorem in [5] in order to obtain the one of our estimator. This result is rather technical: we refer the reader to [16] for details.

4 An EM algorithm to compute the MLE

We now give an EM algorithm, adapted from [35], allowing us to compute the MLE in our context. Recall the available data:

1. The values $0 < t_1 < \ldots < t_k = T$ of the $n_i$, i.e. the times when $N$ jumps (equivalently, the inter-event times $y_1, \ldots, y_k$, where $y_j = t_j - t_{j-1}, \ t_0 = 0$);
2. $e_1, \ldots, e_k$ the successive values of the $E_k$;
3. $x_1, \ldots, x_k$ the successive values of the jumps of $S$.

We want to estimate

1. The elements $\ell_{ij}$ of the transition intensity matrix $L$ of $J$;
2. The jump intensities $\lambda_i$ of $N$;
3. The probabilities $p_i(e)$, where $e$ is a subset of $\{1, \ldots, n\}$;
4. The parameters $\theta(i, e)$.

We let $0 < u_1 < \ldots < u_m < T$ be the jump times of $J$ in the time interval $[0, T]$, $u_0 = 0$ and $u_{m+1} = T$; let further $s_i$ be the state of $J$ on the interval $[u_{i-1}, u_i]$. $\Delta u_i = u_i - u_{i-1}$ and $z_i$ be the number of jumps of $N$ in the interval $[u_{i-1}, u_i]$.

Recall that, if $N'$ is an homogeneous Poisson process, then given $\{N'(t) = n\}$, the event times of $N'$ in the interval $[0, t]$ are uniformly distributed. Consequently, Bayes’ formula implies that the complete likelihood of the data is

$$
\mathcal{L}_c = \pi_{s_1} \left[ \prod_{i=1}^{m} \frac{\ell_{s_i,s_{i+1}}}{\ell_{s_i,s_i}} \cdot (-\ell_{s_i,s_i} \exp(\ell_{s_i,s_i} \Delta u_i)) \right] \exp(\ell_{s_{m+1},s_{m+1}} \Delta u_{m+1}) \times \left[ \prod_{i=1}^{m+1} \frac{(\lambda_i \Delta u_i)^{z_i}}{z_i!} \exp(-\lambda_i \Delta u_i) \cdot \frac{z_i!}{(\Delta u_i)^{z_i}} \right] \times \prod_{i=1}^{r} \left[ \prod_{\{c_{1}, \ldots, n\} \subset \{1, \ldots, n\}} p_i(e) \operatorname{card}(A_i(e)) \prod_{j \in A_i(e)} \mathbb{P}_{\theta_i(e)}(\forall m \in e, \ X_m = x_{m,j}) \right] \cdot p_i(\emptyset) \operatorname{card}(A_i(\emptyset))
$$
where \( A_i(e) = \{ j \in \{1, \ldots, k \} \mid J(t_j) = i, e_j = e \} \) stands for the set of the jump times of \( N \) when the \( S_k \) with \( k \in e \) (and only these) jump and \( J \) is in state \( i \); \( A_i(\emptyset) \) stands for the set of the jump times of \( N \) when none of the \( S_k \) jumps and \( J \) is in state \( i \).

From that identity, we deduce that the complete log-likelihood is

\[
\ln \mathcal{L}^c = \sum_{i=1}^{r} \mathbb{I}_{\{X(0) = i\}} \ln(\pi_i) + \sum_{i=1}^{r} T_i \ell_{ii} + \sum_{i=1}^{r} \sum_{j=1}^{r} m_{ij}(T) \ln(\ell_{ij}) + \sum_{i=1}^{r} (n_i \ln(\lambda_i) - \lambda_i T_i) \\
+ \sum_{i=1}^{r} \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} \text{card}(A_i(e)) \ln(p_i(e)) \\
+ \sum_{i=1}^{r} \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} \sum_{k=1}^{\kappa} \ln \mathbb{P}_{\theta(i, e)}(\forall m \in e, X_m = x_{m,j}) \mathbb{I}_{\{j \in A_i(e)\}}
\]

where

1. \( T_i = \int_0^T \mathbb{I}_{\{J(u) = i\}} \, du \) is the time spent by the process \( J \) in state \( i \) until time \( T \);
2. \( m_{ij}(T) = \text{card}\{s : 0 < s \leq T \mid J(s-) = i, J(s) = j\} \) is the number of jumps from state \( i \) to state \( j \) of the process \( J \);
3. \( n_i = \sum_{j=1}^{k} \mathbb{I}_{\{J(t_j) = i\}} \) is the number of events that occurred when \( J \) is in state \( i \).

**The M step.** We now compute the conditional expectation of \( \ln \mathcal{L}^c(\Phi) \) under a parameter \( \varphi \), given the event \( \{N(u), S(u), 0 \leq u \leq T\} \); one has

\[
\mathbb{E}_\varphi(\ln \mathcal{L}^c(\Phi) \mid N(u), S(u), 0 \leq u \leq T) = \sum_{i=1}^{r} \mathbb{I}_{\{X(0) = i\}} \ln(\pi_i) + \sum_{i=1}^{r} \tilde{T}_i \ell_{ii} + \sum_{i=1}^{r} \sum_{j=1}^{r} m_{ij}(\tilde{T}) \ln(\tilde{\ell}_{ij}) + \sum_{i=1}^{r} (\tilde{n}_i \ln(\lambda_i) - \lambda_i \tilde{T}_i) \\
+ \sum_{i=1}^{r} \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} \text{card}(\tilde{A}_i(e)) \ln(p_i(e)) + \sum_{i=1}^{r} \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} \sum_{j=1}^{k} \ln \mathbb{P}_{\theta(i, e)}(\forall m \in e, X_m = x_{m,j}) \mathbb{I}_{\{j \in \tilde{A}_i(e)\}}
\]

where \( \tilde{A} = \mathbb{E}_\varphi(A \mid N(u), S(u), 0 \leq u \leq T) \).

For \( T \) large enough, the first term may be neglected; recalling that

\[
\ell_{ii} = -\sum_{j=1}^{r} \ell_{ij}, \quad p_i(\emptyset) = 1 - \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} p_i(e), \quad \text{card}(\tilde{A}_i(\emptyset)) = \tilde{n}_i - \sum_{e \subset \{1, \ldots, n\} \setminus \emptyset} \text{card}(\tilde{A}_i(e)),
\]

one gets, for all \( i, j \in \{1, \ldots, r\} \) and \( i \neq j \), the identities

\[
\tilde{p}_i(e) = \frac{\text{card}(\tilde{A}_i(e))}{\tilde{n}_i}, \quad \tilde{\ell}_{ij} = \frac{m_{ij}(\tilde{T})}{\tilde{T}_i}, \quad \tilde{\lambda}_i = \frac{\tilde{n}_i}{\tilde{T}_i},
\]

\[
\sum_{j=1}^{k} \frac{\partial}{\partial \theta(i, e)} \ln \mathbb{P}_{\theta(i, e)}(\forall m \in e, X_m = x_{m,j}) \bigg|_{\theta(i, e) = \tilde{\theta}(i, e)} \mathbb{I}_{\{j \in \tilde{A}_i(e)\}} = 0.
\]
where $\hat{p}_i(c)$, $\hat{\ell}_{ij}$ and $\hat{\lambda}_i$ are the desired estimators, and the last set of equations is to be solved taking the properties of the statistical model $(P_\varphi)$ into account.

**The E step.** According to Lemma 9, if $A(e) = \bigcup_{i=1}^r A_i(e) = \{ j \in \{1, \ldots, k \} \mid e_j = e \}$, then

\[
\hat{T}_i = \int_0^T \frac{\mathbb{P}_\varphi(J(v) = i, N(u), S(u), 0 \leq u < v)}{\mathbb{P}_\varphi(N(u), S(u), 0 \leq u \leq T)} \times \mathbb{P}_\varphi(N(u), S(u), v \leq u \leq T) \mid J(v) = i \, dv,
\]

\[
\hat{n}_i = \sum_{q=1}^k \frac{\mathbb{P}_\varphi(J(t_q) = i, N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_\varphi(N(u), S(u), 0 \leq u \leq T)},
\]

\[
\mathbb{I}_{(j \in A_i(e))} \mathbb{I}_{(j \in A(e))} = \sum_{j=1}^k \frac{\mathbb{P}_\varphi(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_\varphi(N(u), S(u), 0 \leq u \leq T)},
\]

\[
\operatorname{card}(A_i(e)) = \sum_{j=1}^k \frac{\mathbb{P}_\varphi(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_\varphi(N(u), S(u), 0 \leq u \leq T)},
\]

\[
\hat{m}_{ij}(T) = \ell_{ij}(\varphi) \int_0^T \frac{\mathbb{P}_\varphi(J(v) = i, N(u), S(u), 0 \leq u < v)}{\mathbb{P}_\varphi(N(u), S(u), 0 \leq u \leq T)} \times \mathbb{P}_\varphi(N(u), S(u), v \leq u \leq T) \mid J(v) = j \, dv.
\]

Let $w_i$ be the column vector of size $r$ with all entries except the $i$-th equal to 0, and its $i$-th entry equal to 1. Firstly,

\[
\mathbb{P}_\varphi(N(u), S(u), 0 \leq u < v, J(v) = i) = \pi(\varphi) \left( \prod_{q=1}^{N(v)} g(y_q, \epsilon_q, x_q, \varphi) \right) \mathbf{T}(v - t_{N(u), \varphi})w_i.
\]

Secondly, if $w_i^T$ is the transpose of $w_i$,

\[
\mathbb{P}(N(u), S(u), v \leq u \leq T, \varphi \mid J(v) = i)
\]

\[
= w_i^T g(t_{N(v)+1} - v, \epsilon_{N(v)+1}, x_{N(v)+1}, \varphi) \left( \prod_{q=N(v)+2}^k g(y_q, \epsilon_q, x_q, \varphi) \right) \eta,
\]

and finally

\[
\mathbb{P}_\varphi(J(t_q) = i, N(u), S(u), 0 \leq u \leq T)
\]

\[
= \pi(\varphi) \left( \prod_{p=1}^q g(y_p, \epsilon_p, x_p, \varphi) \right) w_i w_i^T \left( \prod_{p=q+1}^k g(y_p, \epsilon_p, x_p, \varphi) \right) \eta.
\]

$\theta$ is generally estimated with a numerical (e.g., quasi-Newton) method.

**Procedure.** Here, we describe a way to implement our algorithm, by induction on $\ell \in \mathbb{N}$.

Define, if $\Phi_\ell$ is the parameter estimate at step $\ell$,

1. $G_\ell(0) = \pi(\Phi_\ell)$ and $\forall 0 \leq q \leq k - 1, \; G_\ell(q + 1) = G_\ell(q) \cdot g(y_{q+1}, \epsilon_{q+1}, x_{q+1}, \Phi_\ell);$

2. $D_\ell(k) = \eta$ and $\forall 0 \leq q \leq k - 1, \; D_\ell(k - q - 1) = g(y_{k-q}, \epsilon_{k-q}, x_{k-q}, \Phi_\ell) \cdot D_\ell(k - q).$
Set then $A_{ij}(\Phi_t) = B_i(\cdot, \Phi_t) = C_i(\Phi_t) = 0$ and do, for all $q \in \mathbb{N}$ such that $1 \leq q \leq k$,

\[ A_{ij}(\Phi_t) \leftarrow A_{ij}(\Phi_t) + \int_{t_{q-1}}^{t_q} G_t(q-1) \mathbb{T}(t-t_{q-1}, \Phi_t)w_i w_j^t g(t_q - t, e_q, x_q, \Phi_t) D_t(q) dt, \]

\[ B_i(q, \Phi_t) \leftarrow G_t(q)w_i^t D_t(q), \]

\[ C_i(\Phi_t) \leftarrow C_i(\Phi_t) + B_i(q, \Phi_t). \]

The estimates at step $\ell + 1$ are then

\[ \tilde{p}(\ell) = \frac{\sum_{j=1}^{k} \mathbb{1}_{[j \in A_G]} B_i(j, \Phi_t)}{C_i(\Phi_t)}, \quad \tilde{e}_{ij} = e_{ij}(\Phi_t) \frac{A_{ij}(\Phi_t)}{A_{ii}(\Phi_t)}, \quad \tilde{\lambda}_i = C_i(\Phi_t) \frac{A_i(\Phi_t)}{A_i(\Phi_t)}, \]

and the $\tilde{\theta}(i, e)$ that maximize the functionals

\[ \theta \mapsto \sum_{j=1}^{k} \ln P_\theta(\forall m \in e, X_m = x_{m,j})B_i(j, \Phi_t)\mathbb{1}_{[j \in A_G]}(\Phi). \]

5 A posteriori reconstruction of the states, with a maximum likelihood method

Once the parameters of the model are estimated, it can be interesting to estimate the successive states of the Markov chain $(J_t)$. To this end, we can adapt the procedure described in [28]: consider the log-likelihood of both the observed and missing data

\[ (j_0, \ldots, j_k) \mapsto \ln(p_{j_0}(\hat{\Phi}))) + \sum_{i=1}^{k} \ln g_{j_{i-1}, j_i}(y_i, e_i, x_i, \hat{\Phi}). \]

An estimator of $(j_0, \ldots, j_k)$ is then a $(k+1)$-tuple $(\hat{j}_0, \ldots, \hat{j}_k)$ which maximizes this functional. Such an estimator has excellent properties, see [8]. From a practical point of view, one may reconstruct the states using the Viterbi algorithm (see [37]), namely:

1. Set $V_0 = 0$ and $C_j = [j]$ for all $j \in \{1, \ldots, r\}$, and $q = 1$.
2. If $q \geq k + 1$, go to step 6. Otherwise, set

\[ \alpha_{i,j}^{(q)} = \ln g_{ij}(y_{k-q+1}, e_{k-q+1}, x_{k-q+1}, \hat{\Phi}). \]

3. For all $i, j \in \{1, \ldots, r\}$, compute $\beta_{i,j}^{(q)} = \alpha_{i,j}^{(q)} + V_j$ and an index $j_1^{(q)}$ such that $j_1^{(q)} = \max_{j \in \{1, \ldots, r\}} \beta_{i,j}^{(q)}$.
4. For all $i \in \{1, \ldots, r\}$, replace $V_i$ by $\beta_{i,j_1^{(q)}}$ and $C_i$ by $[j_1^{(q)}, C_i]$.
5. Replace $q$ by $q + 1$ and go back to step 2.
6. Find an index $i$ such that $V_i = \max_{j \in \{1, \ldots, r\}} V_j$. An estimate of the states is then the sequence $(\hat{j}_0, \ldots, \hat{j}_k) = C_i$. 

10
6 Numerical illustrations

6.1 Computing a first estimate

Providing a first estimate for an iterative algorithm is usually a daunting task. Here, we
describe a procedure, adapted from the one described in [28], that worked quite well in our
examples:

1. Compute the average of the inter-event times \( \hat{\lambda} = k/T \), and mobile averages of the
inter-event times \( y_i \), denoted by \( z_i \) (for the first and last times of the observed sample,
put \( z_i = y_i \)).

2. Set \( \hat{J}() = 0 \); pick \( q_1 \leq q_2 < \cdots < q_{r-1} \). For all \( i \in \{1, \ldots, k\} \):
   (a) if \( z_i > 1/(q_i \hat{\lambda}^*) \), set \( \hat{J}(t_i) = 1 \);
   (b) for all \( j \in \{1, \ldots, r-2\} \), if \( 1/(q_j+1 \hat{\lambda}^*) < z_i \leq 1/(q_j \hat{\lambda}^*) \), set \( \hat{J}(t_i) = j + 1 \);
   (c) if \( z_i \leq 1/(q_{r-1} \hat{\lambda}^*) \), set \( \hat{J}(t_i) = r \).

3. Compute \( \hat{n}_j = \sum_{i=1}^{k-1} \mathbb{I}_{\{\hat{J}(t_i) = j\}} \) for \( j \in \{1, \ldots, r\} \).

4. Compute, for all \( i, j \in \{1, \ldots, r\} \)
   \[ \hat{P}_{ij} = \frac{\sum_{\ell=2}^{k} \mathbb{I}_{\{\hat{J}(t_{\ell-1}) = i, \hat{J}(t_\ell) = j\}}}{\hat{n}_i}, \]
   which is the first estimate of \( P_{ij} \), the probability that the Markov chain \( (J(t_k))_{k \geq 0} \)
jumps from state \( i \) to state \( j \).

5. Calculate, for all \( j \in \{1, \ldots, r\} \), \( \hat{\pi}_j = \frac{\hat{n}_j + \mathbb{I}_{\{\hat{J}(t_k) = j\}}}{k} \), the first estimate of \( \pi_j \).

6. Thanks to the identities
   \[ \forall j \in \{1, \ldots, r\} \quad \lambda_j = \lambda^* \pi_j a_j^{-1} \quad \text{and} \quad L = \Lambda (\text{Id} - \hat{P}^{-1}), \]
   (where \( \lambda^* = \sum_{j=1}^{r} \lambda_j a_j \) is the average jump rate of \( N \)), consider \( L \) and \( \Lambda \) as functions
   of \( a_1, \ldots, a_{r-1} \), and maximize the complete likelihood with respect to the parameters
   \( a_1, \ldots, a_{r-1} \) given \( \hat{\lambda}^*, \hat{\pi}_1, \ldots, \hat{\pi}_r, \hat{P}, y_1, \ldots, y_k \) and \( \hat{J} \); let \( \hat{a}_1, \ldots, \hat{a}_{r-1} \) be the estimate
   obtained this way.

7. For all \( j \in \{1, \ldots, r\} \), compute \( \hat{\lambda}_j = \hat{\lambda}^* \hat{\pi}_j \hat{a}_j^{-1} \), let \( \hat{\Lambda} \) be the diagonal matrix with
   coefficients \( \hat{\lambda}_1, \ldots, \hat{\lambda}_r \) in that order and compute \( \hat{L} = \hat{\Lambda} (\text{Id} - \hat{\hat{P}}^{-1}) \). These are rough
   estimates for \( \Lambda \) and \( L \).
8. Use $\hat{L}$ and $\hat{\Lambda}$ as initial values for an EM algorithm to provide estimates for $L$ and $\Lambda$ (see [35]), which we denote by $\overline{L}$ and $\overline{\Lambda}$. Compute the corresponding stationary distributions $\overline{\pi}$ and $\overline{\pi}$.

9. Perform a state reconstruction of $J$ with the Viterbi algorithm using $\overline{L}$ and $\overline{\Lambda}$, and let $\overline{J}$ be the process obtained this way.

10. For all $j \in \{1, \ldots, r\}$, calculate $\overline{\pi}_j = \sum_{i=1}^{k-1} \mathbb{I}(\overline{J}(t_i) = j)$.

11. For all $i_1, \ldots, i_n \in \{0, 1\}$ and $j \in \{1, \ldots, r\}$, if $e$ is the subset of $\{1, \ldots, n\}$ such that $k \in e \Leftrightarrow i_k = 1$, compute

$$
\overline{p}_j(e) = \frac{1}{\overline{\pi}_j} \sum_{\ell=1}^{k-1} \mathbb{I}(\overline{J}(t_\ell) = j) \mathbb{I}(\forall p \in \{1, \ldots, n\}, S_p(t_\ell) - S_p(t_{\ell-1}) > 0 \Leftrightarrow i_\ell = 1)
$$

which is the initial estimate of $p_j(e)$.

12. For all $j = 1, \ldots, r$ and $e \neq \emptyset$, consider the $X_i$ such that $\overline{J}(t_i) = j$ and $E_i = e$ as independent and identically distributed random variables with parameter $\theta(j, e)$, and estimate $\theta(j, e)$ with a standard method (maximum likelihood method for instance).

This procedure is adapted in the particular case when $\lambda_1 < \cdots < \lambda_r$ strongly differ, which shall be the case in our numerical study below.

### 6.2 A non-life insurance example

We now use our algorithm on a real set of non-life insurance data. From January 2004 to November 2009, 594 accidents corresponding to blazes causing industrial damages or losses were observed. The days of these events were recorded, and so were, if necessary, the compensations for the victims; the processes $N$ and $S$ obtained this way are shown on Figure 1–2. This situation corresponds to the case $\alpha = n = 1$ of our model. We finally choose $r = 2$, which is justified by the fact that the MLE, computed only for $L$ and $\Lambda$ with $r = 3$ sets all parameters corresponding to the third state to 0. Before modeling the claims themselves, the parameters of this model are

1. $\ell_{12}$ and $\ell_{21}$, the jump rates of the hidden Markov process $J$;
2. $\lambda_1$ and $\lambda_2$, the jump intensities of the shock counting process $N$;
3. $p_1(1)$ and $p_2(1)$, the probabilities that, when an accident happens, the insurance firm has to compensate.
Figure 1: The counting process $N$

Figure 2: The loss process $S$

As for the claim sizes, a quick analysis of the data shows that some claims have a small size and a few others are very large, which prevents us from modeling the situation by a log-Normal, Gamma or Generalized Pareto distribution (GPD). In actuarial statistics, one may
either try to separate so-called attritional claims and large claims thanks to some threshold as in many Solvency II partial internal models, or deal directly with a mixture of distributions, or with a distribution that looks like Lognormal or Gamma distributions for small values and gets more and more Pareto-type for large values, like the Champernowne distribution (see [9, 10] and [20]). Another possibility is to use a classical kernel density estimator after transforming the data (see [6]). Here, we use a mixture of a light-tailed and a heavy-tailed distribution, namely a Gamma distribution and a GPD. \( P_{\theta} \) then has density

\[
x \mapsto q \frac{(bx)^{\alpha-1}}{\Gamma(\alpha)} e^{-bx} I_{\{x>0\}} + (1-q) \left( 1 + \frac{\xi(x - \mu)}{\sigma} \right)^{-1-1/\ell} I_{\{x>\mu\}}
\]

where \( a, b, \sigma, \xi > 0, 0 < q < 1 \) and \( \mu = 49.33 \) is the minimal (observed) claim size (the unit is the euro).

Consequently, the parameters to be estimated are \( \ell_{12}, \ell_{21}, \lambda_1, \lambda_2, p_1(1), p_2(1), a_1, a_2, b_1, b_2, \sigma_1, \sigma_2, \xi_1, \xi_2, q_1 \) and \( q_2 \).

Estimating the parameters via the EM algorithm, with a quasi-Newton algorithm to estimate the parameters \( a_i, b_i, \sigma_i, \xi_i \) and \( q_i \) during the M step gives the following results:

\[
\hat{L} = \begin{pmatrix} -0.0065 & 0.0065 \\ 0.0018 & -0.0018 \end{pmatrix}, \quad \hat{\lambda} = \begin{pmatrix} 0.462 & 0 \\ 0 & 0.214 \end{pmatrix}, \\
\hat{\rho}(1) = \begin{pmatrix} 0.963 & 0 \\ 0 & 0.947 \end{pmatrix}, \quad \hat{\rho}(0) = \begin{pmatrix} 0.037 & 0 \\ 0 & 0.053 \end{pmatrix}, \\
\hat{a} = \begin{pmatrix} 4.52 \\ 4.14 \end{pmatrix}, \quad \hat{b} = \begin{pmatrix} 0.011 \\ 0.0073 \end{pmatrix}, \quad \hat{\sigma} = \begin{pmatrix} 1145 \\ 1216 \end{pmatrix}, \quad \hat{\xi} = \begin{pmatrix} 1.45 \\ 1.31 \end{pmatrix}, \quad \hat{q} = \begin{pmatrix} 0.230 \\ 0.335 \end{pmatrix}.
\]

The claim sizes thus have infinite means in both states in theory. This means that the tail of the claim size distribution is very heavy. However, reinsurance mechanisms and other guarantees may enable the insurer to provide insurance coverage of those risks up to some high threshold level. A further analysis then shows that

1. Sojourn times in state 1 are on average 3.5 times shorter than in state 2;
2. There are more accidents when \( J \) is in state 1 than in state 2;
3. Because \( \hat{\rho}_1(1) \) is slightly greater than \( \hat{\rho}_2(1) \), these accidents cause more losses to the insurance firm;
4. Losses in state 1 are more likely to be heavy-tailed than in state 2.

An a posteriori reconstruction of the states of \( J \) is given in Figure 3.

### 6.3 A life insurance data set

Let us now present an application in the life insurance field. From January 2006 to July 2010, 1507 closures of savings accounts (also called surrenders) were observed. The months
of these events were recorded, along with the amount of money withdrawn. Early surrenders
can be regarded as claims for the insurance company in some cases, because it corresponds
to a drop in future business, and because sometimes the insurer has been unable to charge all
the fees (that are often partly paid by the policyholder at each time period and not upfront)
before the surrender. Surrender risk is complex: tax and penalty relief, interest rate levels,
competition between insurance companies, as well as other factors are at stake. For a review
on surrender triggers, the interested reader might consult [29] or [26]. In the present data
study, we are interested in the big picture in a quite stable regime (and not in prediction
of future surrender rates): in the considered period, the portfolio seems to have been pretty
stable, mainly sensitive to external competition (which is difficult to observe in practice). We
assume that conditionally with respect to the state of the environment, the probability for
one policyholder to surrender her contract does not depend on the amount of savings. To set
a precise date for the $k$—th surrender, we draw a uniform random variable and add it to the
month of this event to obtain an exact date. Here, the “claims” are the amounts of money
withdrawn; the processes $N$ and $S$ are represented on Figure 4—5. Again, this situation fits
the case $\alpha = n = 1$ of our model; we use a two-state model for this situation, so that the
parameters are

1. $\ell_{12}$ and $\ell_{21}$, the jump rates of the hidden Markov process $J$;

2. $\lambda_1$ and $\lambda_2$, the jump intensities of the shock counting process $N$. 

Figure 3: A posteriori reconstruction of the states of $J$
Note that in this example, there is no need to estimate $p_1(1)$ and $p_2(1)$. On the graphs below, the unit of time is the month:

Figure 4: The counting process $N$

Figure 5: The process $S$ representing the cumulative amount of money withdrawn
In state 1, we use a mixture of a light-tailed and a heavy-tailed distribution, namely a Weibull distribution and a GPD, the density of $\mathbb{P}_\mu$ then being

$$x \mapsto q \left( \frac{x - \mu}{b} \right)^{a-1} e^{-(x-\mu)/b} \mathbb{I}_{\{x > \mu\}} + (1 - q) \frac{1}{\sigma} \left( 1 + \frac{\xi(x - \mu)}{\sigma} \right)^{-1-1/\xi} \mathbb{I}_{\{x > \mu\}}$$

where $a, b, \sigma, \xi > 0$, $0 < q < 1$ and $\mu = 1.1$ is the minimal (observed) amount (the unit is the euro). In state 2, we fit a GPD, whose density is

$$x \mapsto \frac{1}{\sigma} \left( 1 + \frac{\xi(x - \mu)}{\sigma} \right)^{-1-1/\xi} \mathbb{I}_{\{x > \mu\}}$$

where $\mu, \sigma, \xi > 0$. Of course, surrender amounts are not completely independent at the microscopic level as each policyholder has a certain balance on his savings account that is known at a precise date. We are aware that in theory, the $X_i$ are not independent and identically distributed in each state, but in practice there are enough policyholders and enough randomness in the surrendered amounts for this assumption to be acceptable in practice at the macroscopic level in each state of the environment (this is supported by statistical tests).

Consequently, the parameters to be estimated are $\ell_{12}$, $\ell_{21}$, $\lambda_1$, $\lambda_2$, $a$, $b$, $\sigma_1$, $\sigma_2$, $\xi_1$, $\xi_2$ and $q$.

Estimating the parameters via the EM algorithm, with a quasi-Newton algorithm to estimate the parameters $a, b, \sigma, \xi$, and $q$ during the M step gives the following results:

$$\hat{L} = \begin{pmatrix} -0.254 & 0.254 \\ 0.373 & -0.373 \end{pmatrix}, \quad \hat{\Lambda} = \begin{pmatrix} 34.2 & 0 \\ 0 & 17.4 \end{pmatrix},$$

$$\hat{a} = 1.65, \quad \hat{b} = 9141, \quad \hat{\sigma} = \begin{pmatrix} 22350 \\ 14591 \end{pmatrix}, \quad \hat{\xi} = \begin{pmatrix} 0.17 \\ 0.40 \end{pmatrix}, \quad \hat{q} = 0.306.$$

An a posteriori reconstruction of the states of $J$ is shown in Figure 6. Note that results show that during some fierce competition periods, surrender rates become more important (they double from one state to the other). In the state where surrender rates are higher, the surrendered amount fitted distribution is composed of a light-tailed part and a heavy-tailed part, whereas for smaller surrender rates, this distribution does not incorporate any light-tailed part. This suggests that policies with smaller facial amounts are more sensitive to changes in the environment. Once again, here, the heavy-tailed part must be regarded as a statistical fit, and the tail would have to be cut at an appropriate level a posteriori.

### 6.4 Simulations in the multivariate setting

#### 6.4.1 Motivation

One of the main purposes of insurance is risk diversification and mutualization: the law of large numbers and the central limit theorem often apply in practice when independence between individual risks is not too unrealistic. For example, this works quite well for motor
insurance portfolios (without motor liability insurance) at the national level. However, when it comes to hurricane risks or earthquake risks, individual risks are only conditionally independent with respect to the occurrence or not of such events in the country. This correlation makes it difficult to diversify those risks at the national level, and one often uses reinsurance: risks are then diversified at the global level (floods in Australia, tsunamis in Asia, hurricanes in the East Coast of North America, earthquakes in Japan, Monte Carlo and San Francisco, storms in Europe for instance). Nevertheless, those risks are not really independent, as some (often ignored) correlation factors are present. Even if they are geographically scattered, meteorological phenomena like the El Nino-La Nina Southern Oscillation (ENSO) may simultaneously influence claim occurrence and severity in those different zones. For example, it is now accepted that the probabilities of severe floods in Australia, strong snowstorms in North America and hurricanes on the US East Coast increase during La Nina episodes, while other kinds of events are more likely during El Nino episodes. To build a model for ENSO and to understand all its impacts on different areas of the world is far beyond the scope of this paper. Of course, ENSO is observed and can be (partly) measured, its behavior is not really Markovian and claim arrival processes feature seasonality. There are certainly other kinds of unobserved environment processes that jointly modulate claim processes in different regions of the world. In our illustrative example, we just imagine that some unobserved Markov process influences claim frequencies in three regions A (\(k = 1\)), B (\(k = 2\)) and C (\(k = 3\)). Regions A and B are assumed to be close to each other, so that common shocks
(events that simultaneously cause claims in both regions) are possible. In our example, phase changes are more frequent than for the ENSO cycle. We simulate the corresponding multivariate risk process, and we check whether it would be possible or not for us to estimate the parameters of the model and to re-build the states of the environment modulating process (without observing it of course).

6.4.2 A model with 2 states of the environment

We first assume that \( r = 2 \): in state 1, claims are less frequent and less severe in the three zones, and common shocks are not present (\( p_1(e) = 0 \) if \( \text{Card}(e) \geq 2 \)). In state 2, claims are more likely and more severe in average, and common shocks are possible for zones \( A \) and \( B \) (\( p_2(\{1,2\}) > 0 \)). Take \( \lambda_1 = 20 \), \( \lambda_2 = 200 \), \( p_1(\{1\}) = p_1(\{2\}) = 0.3 \), \( p_1(\{3\}) = 0.4 \), \( p_2(\{1\}) = p_2(\{2\}) = 0.2 \), \( p_2(\{3\}) = 0.4 \) and \( p_2(\{1,2\}) = 0.2 \). The univariate claim severity distributions are chosen to be GP distributed as in (1), with the parameters being

\[
\begin{align*}
\mu(\{1\}) &= \mu(\{2\}) = \mu(\{3\}) = 1, \\
\sigma(1, \{1\}) &= \sigma(1, \{2\}) = \sigma(1, \{3\}) = 1, \\
\sigma(2, \{1\}) &= \sigma(2, \{2\}) = \sigma(2, \{3\}) = 20, \\
\xi(1, \{1\}) &= \xi(1, \{2\}) = \xi(1, \{3\}) = 1/2, \\
\xi(2, \{1\}) &= \xi(2, \{2\}) = \xi(2, \{3\}) = 2.
\end{align*}
\]

Univariate claims are therefore more severe in average and in the tail for state 2 for all three lines. As far as the bivariate claims in state 2 are concerned, we model them by a bivariate GPD as in [7, 11]; namely, their density has the form

\[
(x, y) \mapsto \frac{\alpha}{\sigma_1 \sigma_2} \left( 1 + \frac{x - \mu_1}{\sigma_1} + \frac{y - \mu_2}{\sigma_2} \right)^{-\alpha - 2} \mathbb{1}_{x > \mu_1} \mathbb{1}_{y > \mu_2} \left( \frac{3}{3} \right), \quad \sigma(2, \{1,2\}) = \begin{pmatrix} 30 \\ 20 \end{pmatrix}, \quad \alpha(2, \{1,2\}) = 2.
\]

Assume that we observe the multivariate claim process during 30 years, and that the average time spent in state 1 (before switching to state 2) is 1 year, while the average time spent in state 2 (before switching to state 1) is 3 months. Namely, \( \ell_{12} = 1 \) and \( \ell_{21} = 4 \).

The estimate of \( \mu(e) \), \( e \neq \emptyset \) is chosen as the vector of the minima of the claims arising when a shock affects simultaneously the lines \( L_{k_1}, \ldots, L_{k_p} \), with \( e = \{k_1, \ldots, k_p\} \). Results are given below:

\[
\hat{\lambda}_{12} = 1.064, \quad \hat{\lambda}_{21} = 3.891, \\
\lambda_1 = 21.21, \quad \lambda_2 = 195.7, \\
\hat{\mu}_1(\{1\}) = 0.340, \quad \hat{\mu}_1(\{2\}) = 0.276, \quad \hat{\mu}_1(\{3\}) = 0.384.
\]
\[ \hat{\mu}_2(\{1\}) = 0.227, \hat{\mu}_2(\{2\}) = 0.182, \hat{\mu}_2(\{3\}) = 0.394, \]
\[ \hat{\mu}_2(\{1, 2\}) = 0.197, \]
\[ \hat{\sigma}(\{1\}) = 1.002, \hat{\sigma}(\{2\}) = 1.000, \hat{\sigma}(\{3\}) = 1.004, \]
\[ \hat{\sigma}(\{1, 2\}) = 18.22, \hat{\sigma}(\{2, 3\}) = 19.18, \hat{\sigma}(\{2\}) = 24.83, \]
\[ \hat{\xi}(\{1\}) = 0.552, \hat{\xi}(\{2\}) = 0.507, \hat{\xi}(\{1, 2\}) = 0.493, \]
\[ \hat{\xi}(\{1, 2\}) = 2.206, \hat{\xi}(\{2, 3\}) = 2.220, \hat{\xi}(\{2\}) = 1.888, \]
\[ \hat{\mu}(\{1, 2\}) = \begin{pmatrix} 3.142 \\ 3.040 \end{pmatrix}, \hat{\sigma}(\{1, 2\}) = \begin{pmatrix} 25.98 \\ 18.06 \end{pmatrix}, \hat{\sigma}(\{2\}) = 1.79. \]

The estimation procedure works quite well and the states are correctly retrieved, see Figure 9. Of course, if the observation period was shorter, or if the phase change intensities were smaller, then it would be impossible to estimate transition rates accurately.

![Figure 7: The counting processes: top left: the true process \( J \), top right: the counting process related to \( S_1 \), bottom left: the counting process related to \( S_2 \), bottom right: the counting process related to \( S_3 \)](image)

**6.4.3 A model with 3 states of the environment**

We now assume that \( r = 3 \) and that common shocks are not present (for \( i = 1, 2, 3, p_i(c) = 0 \) if \( \text{Card}(c) \geq 2 \)). In state 1, claims are not very frequent and not very severe in the three zones. In state 2, claims are more likely and more severe in average for the three zones. State 3 corresponds to exceptional conditions that favor extremely severe claims for zones A
Figure 8: The loss processes $S_k$, top left: the true process $J$, top right: the loss process $S_1$, bottom left: the loss process $S_2$, bottom right: the loss process $S_3$

Figure 9: Reconstruction of the hidden Markov process $J$: top: the true process $J$, bottom: the reconstructed process $\hat{J}$
and B but protect zone C. Take $\lambda_1 = 20$, $\lambda_2 = 200$, $\lambda_3 = 1000$, $p_1(\{1\}) = p_1(\{2\}) = 0.3$, $p_1(\{3\}) = 0.4$, $p_2(\{1\}) = p_2(\{2\}) = 0.3$, $p_2(\{3\}) = 0.4$, $p_3(\{1\}) = p_3(\{2\}) = 0.45$ and $p_1(\{3\}) = 0.1$. The claim severity distributions are once again modeled by GP distributions, with

$$\mu(\{1\}) = \mu(\{2\}) = \mu(\{3\}) = 1,$$
$$\sigma(1, \{1\}) = \sigma(1, \{2\}) = \sigma(1, \{3\}) = 1,$$
$$\sigma(2, \{1\}) = \sigma(2, \{2\}) = \sigma(2, \{3\}) = 20,$$
$$\sigma(3, \{1\}) = \sigma(3, \{2\}) = 200, \sigma(3, \{3\}) = 0.5,$$
$$\xi(1, \{1\}) = \xi(1, \{2\}) = \xi(1, \{3\}) = 1/4,$$
$$\xi(2, \{1\}) = \xi(2, \{2\}) = \xi(2, \{3\}) = 1/2,$$
$$\xi(2, \{1\}) = \xi(2, \{2\}) = 1, \xi(2, \{3\}) = 1/3,$$

These parameters are chosen so that claims for zone C in state 3 are very small compared to those for zones A and B. Assume that we observe the multivariate claim process during 30 years, that the average time spent in state 1 (before switching to another state) is 1 year (resp. 3 months for state 2, 1 month for state 3), and that jumps from state 1 to state 3 or from state 3 to state 1 are a.s. impossible. Assume finally that when one leaves state 2, the probability to go to state 1 is 2/3. The intensity transition parameters are then $\ell_{12} = 1$, $\ell_{13} = 0$, $\ell_{21} = 8/3$, $\ell_{23} = 4/3$, $\ell_{31} = 0$, $\ell_{32} = 12$.

Again, the estimate of $\mu(\{i\})$, $i = 1, 2, 3$ is chosen as the minimum of the claims affecting line $i$. The results are the following:

\[
\hat{\ell}_{12} = 1.691, \hat{\ell}_{13} = 0, \hat{\ell}_{21} = 2.513, \hat{\ell}_{23} = 1.288, \hat{\ell}_{31} = 0, \hat{\ell}_{32} = 10.76,
\]
\[
\hat{\lambda}_1 = 27.44, \hat{\lambda}_2 = 198.3, \hat{\lambda}_3 = 976.3,
\]
\[
\hat{\mu}_1(\{1\}) = 0.289, \hat{\mu}_1(\{2\}) = 0.332, \hat{\mu}_1(\{3\}) = 0.379,
\]
\[
\hat{\mu}_2(\{1\}) = 0.306, \hat{\mu}_2(\{2\}) = 0.298, \hat{\mu}_2(\{3\}) = 0.396,
\]
\[
\hat{\mu}_3(\{1\}) = 0.448, \hat{\mu}_3(\{2\}) = 0.444, \hat{\mu}_3(\{3\}) = 0.109,
\]
\[
\hat{\lambda}_1 = 0.003, \hat{\lambda}_2 = 1.001, \hat{\lambda}_3 = 1.000,
\]
\[
\hat{\sigma}(1, \{1\}) = 1.013, \hat{\sigma}(1, \{2\}) = 1.065, \hat{\sigma}(1, \{3\}) = 1.016,
\]
\[
\hat{\sigma}(2, \{1\}) = 19.17, \hat{\sigma}(2, \{2\}) = 19.85, \hat{\sigma}(2, \{3\}) = 20.83,
\]
\[
\hat{\sigma}(3, \{1\}) = 191.9, \hat{\sigma}(3, \{2\}) = 191.2, \hat{\sigma}(3, \{3\}) = 0.472,
\]
\[
\hat{\xi}(1, \{1\}) = 0.356, \hat{\xi}(1, \{2\}) = 0.298, \hat{\xi}(1, \{3\}) = 0.251,
\]
\[
\hat{\xi}(2, \{1\}) = 0.504, \hat{\xi}(2, \{2\}) = 0.437, \hat{\xi}(2, \{3\}) = 0.433,
\]
\[
\hat{\xi}(2, \{1\}) = 0.957, \hat{\xi}(2, \{2\}) = 0.948, \hat{\xi}(2, \{3\}) = 0.443.
\]

Once again, results are correct because we have enough environment process changes during our observation period, see Figure 12. Results are slightly less accurate than in the 2-dimensional case, for example regarding $\lambda_1$. Note that even if results would be completely
inaccurate for large numbers of lines or numbers of states of the environment, estimation and
reconstruction results are acceptable for 3 lines and 3 states of the environment.

![Graphs](image)

Figure 10: The counting processes: top left: the true process $J$, top right: the counting
process related to $S_1$, bottom left: the counting process related to $S_2$, bottom right: the
counting process related to $S_3$
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Figure 11: The loss processes $S_k$, top left: the true process $J$, top right: the loss process $S_1$, bottom left: the loss process $S_2$, bottom right: the loss process $S_3$

Figure 12: Reconstruction of the hidden Markov process $J$: top: the true process $J$, bottom: the reconstructed process $\hat{J}$


7 Appendix A: Auxiliary results

We first state three technical lemmas in order to adapt the intermediate results in [32]:

**Lemma 1.** Let \((X, \mathcal{M}, \mu)\) be a finite measure space. Assume that \(f\) and \(g\) are two Borel nonnegative functions on \(X\) such that \(\ln f\) and \(\ln g\) are \(\mu\)-integrable. Then \(\ln(f + g)\) is \(\mu\)-integrable.

**Lemma 2.** For all \(\Phi\) and \(\Phi' \in F_\Phi\), set \(C(\Phi') = \{i \in \{1, \ldots, r\} \mid \pi_i(\Phi') > 0\}\). Then, for all \(i \in C(\Phi')\), one has
\[
\mathbb{E}_\Phi \left[ \max_{i \in C(\Phi')} |\ln g_i(Y_1, E_1, X_1, \Phi')| \right] < \infty.
\]

Recall that a double-index process \((W_{st})_{s,t}\) is said to be *subadditive* (see [22]) if

1. \(\forall s < u < t\) \(W_{st} \leq W_{su} + W_{ut}\);
2. \(W_{st}\) is stationary relative to the shift \(W_{st} \rightarrow W_{s+1,t+1}\);
3. \(\mathbb{E}|W_{0t}| < \infty\);
4. \(\exists A \in \mathbb{R} \quad \mathbb{E}(W_{0t}) \geq -At\).

In such a case (see [22, Theorems 1.5 and 1.7]), there exists an integrable random variable \(\xi\) such that

1. \(\frac{W_{0t}}{t} \rightarrow \xi\) a.s. and in \(L^1\);
2. If the invariant \( \sigma \)-algebra relative to the shift in 2. is a.s. trivial, then \( \xi \) is a.s. constant.

**Lemma 3.** Pick an arbitrary parameter \( \Phi \), and set for all \( \Phi' \in F_\Phi \)

\[
q_{st}(\Phi') = \max_{j \in \mathcal{C}(\Phi')} \mathcal{L}((y_i, e_i, x_i)_{i+1 \leq i \leq t}, \Phi' | J(0) = j).
\]

Then the process \( (W_{st} = \ln q_{st}(\Phi')) \) is \( \mathbb{P}_\Phi \)-subadditive, and there exists a neighborhood \( G \) of \( \Phi' \) in \( F_\Phi \) such that for all \( G \Phi' \subset G \) containing \( \Phi' \), the process \( (Z_{st} = \ln \sup_{\varphi \in G \Phi} q_{st}(\varphi)) \) is \( \mathbb{P}_\Phi \)-subadditive.

We now write results analogous to the lemmas of [32] in order to show our main theorem.

**Lemma 4.** For all \( \Phi \), \( \ln \mathcal{L}(Y_1, E_1, X_1, \Phi | (Y_i, E_i, X_i)_{i \leq 0}) \) is \( \mathbb{P}_\Phi \)-integrable. Let

\[
H(\Phi) = \mathbb{E}_\Phi(-\ln \mathcal{L}(Y_1, E_1, X_1, \Phi | (Y_i, E_i, X_i)_{i \leq 0})).
\]

Then

1. \( \frac{1}{n} \mathbb{E}_\Phi(\ln \mathcal{L}(Y_1, E_1, X_1)_{1 \leq i \leq n}, \Phi')) \xrightarrow{n \to \infty} -H(\Phi); \)

2. \( \frac{1}{n} \ln \mathcal{L}(Y_1, E_1, X_1)_{1 \leq i \leq n}, \Phi') \xrightarrow{n \to \infty} -H(\Phi) \quad \mathbb{P}_\Phi\text{-a.s.} \)

**Lemma 5.** For all \( \Phi \) and all \( \Phi' \in F_\Phi \), there exists a finite real number \( H(\Phi, \Phi') \) such that

1. \( \frac{1}{n} \mathbb{E}_\Phi(\ln \mathcal{L}(Y_1, E_1, X_1)_{1 \leq i \leq n}, \Phi')) \xrightarrow{n \to \infty} H(\Phi, \Phi'); \)

2. \( \frac{1}{n} \ln \mathcal{L}(Y_1, E_1, X_1)_{1 \leq i \leq n}, \Phi') \xrightarrow{n \to \infty} H(\Phi, \Phi') \quad \mathbb{P}_\Phi\text{-a.s.} \)

3. \( \frac{1}{n} \ln \mathcal{L}(Y_1, E_1, X_1)_{1 \leq i \leq n}, \Phi' | J(0) = j) \xrightarrow{n \to \infty} H(\Phi, \Phi') \quad \mathbb{P}_\Phi\text{-a.s.} \)

To adapt Lemma 6 of [32], define

\[
\Omega = \{y_i, e_i, x_i, u_i(i-1), \ldots, u_i(i-1)\}_{i=1}^\infty
\]

where \( y_i \in \mathbb{R}_+ \), \( e_i \in \{0, 1\}^n \), \( x_i \in \mathbb{R}_+^n \), \( u_i(i-1) \in [0, 1] \). \( \Omega \) is equipped with its Borel \( \sigma \)-algebra \( B \) (to define a topology on \( \Omega \), use a weighted sum of metrics so that \( \Omega \) is complete and separable).

Define by induction

\[
u_j(0, \Phi) = \pi_j(\Phi), \quad u_j(k, \Phi) = \frac{\sum g_i(y_k, e_k, x_k, \Phi) u_i(k-1, \Phi)}{\sum g_i(y_k, e_k, x_k, \Phi) u_i(k-1, \Phi)}
\]

so that Bayes’ formula yields \( u_j(k, \Phi) = \mathbb{P}_\Phi(J_k = j | (y_i, e_i, x_i)_{1 \leq i \leq k}) \).

Let now \( P_n \) be the set of all subsets of \( \{1, \ldots, n\} \) and define, for all Borel sets \( B \subset \mathbb{R}_+^k \times \mathbb{R}_+^n \times [0, 1]^r \times [0, 1]^k \),

\[
\mathbb{P}_{\Phi, \Phi}(B) = \mathbb{P}_\Phi((y_i, e_i, x_i, u(i-1, \Phi'))_{1 \leq i \leq n} \in B).
\]
We let \( S : \Omega \to \Omega, (y_i, e_i, x_i, u(i-1, \Phi)) \mapsto (y_{i+1}, e_{i+1}, x_{i+1}, u(i, \Phi)) \) be the standard shift transformation, and

\[
\hat{p}^{(j)}_{\Phi, \Phi'} = \frac{1}{j} \sum_{i=0}^{j-1} \mathbb{P}_{\Phi, \Phi'} \circ S^{-i}.
\]

Finally, we let \( Y_i, E_i, X_i \) and \( U(i - 1, \Phi') \) be the corresponding coordinate mappings.

**Lemma 6.** For all \( \Phi \) and \( \Phi' \in F_\Phi \), there exist an increasing sequence of integers \((j_k)\) and a probability measure \( \hat{\mathbb{P}}_{\Phi, \Phi'} \) on \( \Omega \) such that

1. For all \( p \), the law of \(((Y_i, E_i, X_i, U(i - 1, \Phi')))_{1 \leq i \leq p} \) under the probability \( \hat{p}^{(j_k)}_{\Phi, \Phi'} \) converges weakly to the law of \(((Y_i, E_i, X_i, U(i - 1, \Phi')))_{1 \leq i \leq p} \) under the probability \( \hat{\mathbb{P}}_{\Phi, \Phi'} \);

2. The process \(((Y_i, E_i, X_i, U(i - 1, \Phi')))_{i} \) is \( \hat{\mathbb{P}}_{\Phi, \Phi'} \)-stationary;

3. The process \(((Y_i, E_i, X_i))_{i} \) has the same law under \( \hat{\mathbb{P}}_{\Phi, \Phi'} \) and under \( \mathbb{P}_\Phi \).

**Lemma 7.** Let \( \Phi \) be an arbitrary parameter and \( \Phi' \in F_\Phi \). Then

\[
H(\Phi, \Phi') = \hat{\mathbb{E}}_{\Phi, \Phi'} \left( \ln \left( \sum_{i=1}^{r} U_i(0, \Phi') g_i(Y_i, E_i, X_i, \Phi') \right) \right).
\]

For all \( \Phi \) and \( \Phi' \in F_\Phi \), set now \( K(\Phi, \Phi') = H(\Phi, \Phi) - H(\Phi, \Phi') \): this real number is well defined and finite. We state a result similar to Lemma 8 of [32]:

**Lemma 8.** Pick \( \Phi \) and \( \Phi' \in F_\Phi \). Then \( K(\Phi, \Phi') \geq 0 \), and \((K(\Phi, \Phi') = 0) \iff (\Phi \sim \Phi') \).

We finally write a result that solves the E step of the EM algorithm in Section 4:

**Lemma 9.** Retain the notations of Section 4, and let

\[
A(e) = \bigcup_{i=1}^{r} A_i(e) = \{ j \in \{1, \ldots, k \} \mid e_j = e \}.
\]

Then

\[
\hat{\ell}_i = \int_0^T \hat{\mathbb{P}}_{\Phi}(J(v) = i, N(u), S(u), 0 \leq u < v) \frac{\mathbb{P}_{\Phi}(N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_{\Phi}(N(u), S(u), v \leq u \leq T)} dv,
\]

\[
\hat{\pi}_i = \sum_{q=1}^{k} \hat{\mathbb{P}}_{\Phi}(J(t_q) = i, N(u), S(u), 0 \leq u \leq T) \frac{\mathbb{P}_{\Phi}(N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_{\Phi}(N(u), S(u), 0 \leq u \leq T)},
\]

\[
\mathbb{1}_{j \in A_i(e)} = \mathbb{1}_{j \in A_i(e)} \hat{\mathbb{P}}_{\Phi}(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T),
\]

\[
\text{card}(A_i(e)) = \sum_{j=1}^{k} \mathbb{1}_{j \in A_i(e)} \hat{\mathbb{P}}_{\Phi}(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T),
\]

\[
\hat{m}_{ij}(T) = \hat{\ell}_{ij}(\varphi) \int_0^T \hat{\mathbb{P}}_{\Phi}(J(v) = i, N(u), S(u), 0 \leq u < v) \frac{\mathbb{P}_{\Phi}(N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_{\Phi}(N(u), S(u), v \leq u \leq T)} dv.
\]
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8 Appendix B: Proofs

Proof of Lemma 1. Start by writing
\[
\int_X |\ln(f + g)| \, d\mu = \int_{\{f + g \geq 1\}} \ln(f + g) \, d\mu - \int_{\{f + g < 1\}} \ln(f + g) \, d\mu.
\]
Now \( f \leq f + g \), so that \( -\ln(f + g) \mathbb{1}_{\{f + g < 1\}} \leq -\ln f \mathbb{1}_{\{f + g < 1\}} \). Therefore
\[
\int_X |\ln(f + g)| \, d\mu \leq \int_{\{f + g \geq 1\}} \ln(f + g) \, d\mu + \int_X |\ln f| \, d\mu.
\]
Thus, it is enough to prove that \( \int_{\{f + g \geq 1\}} \ln(f + g) \, d\mu < \infty \).
Notice that if \( x, y \) are positive real numbers \( \geq 2 \), then
\[
\ln \left( \frac{1}{x} + \frac{1}{y} \right) \leq 0
\]
which leads to
\[
\ln(x + y) \leq \ln x + \ln y.
\]
Consequently
\[
\int_{\{f + g \geq 1\}} \ln(f + g) \, d\mu = \int_{\{f + g \geq 1, f \geq 2, g \geq 2\}} \ln(f + g) \, d\mu + \int_{\{f + g \geq 1, f < 2, g < 2\}} \ln(f + g) \, d\mu
\]
\[
+ \int_{\{f + g \geq 1, f \geq 2, g < 2\}} \ln(f + g) \, d\mu + \int_{\{f + g \geq 1, f < 2, g \geq 2\}} \ln(f + g) \, d\mu
\]
\[
\leq \int_{\{f + g \geq 1, f \geq 2, g \geq 2\}} (\ln f + \ln g) \, d\mu + \mu(X) \cdot 2 \ln 2
\]
\[
+ \int_{\{f + g \geq 1, f \geq 2, g < 2\}} \ln(f + 2) \, d\mu + \int_{\{f + g \geq 1, f < 2, g \geq 2\}} \ln(g + 2) \, d\mu
\]
\[
\leq 2 \int_X [|\ln f| + |\ln g|] \, d\mu + \mu(X) \cdot 4 \ln 2
\]
which gives \( \int_{\{f + g \geq 1\}} \ln(f + g) \, d\mu < \infty \) and ends the proof of this lemma.

Proof of Lemma 2. First, note that
\[
\mathbb{E}_\Phi \left[ \max_{i \in \mathcal{C}(\Phi')} |\ln g_i(Y_1, E_1, X_1, \Phi')| \right] \leq \sum_{i \in \mathcal{C}(\Phi')} \mathbb{E}_\Phi |\ln g_i(Y_1, E_1, X_1, \Phi')|;
\]
we shall then prove that for all \( \Phi' \in F_\Phi \) and \( i \in \mathcal{C}(\Phi') \), \( \mathbb{E}_\Phi |\ln g_i(Y_1, E_1, X_1, \Phi')| < \infty \). Before proceeding, notice that, denoting by \( K = \max_{i, e} \lambda_i(\Phi') \rho_i(e, \Phi') > 0 \), one has
\[
g_{ij}(y, e, x, \Phi') \leq K \cdot \mathbb{P}_{\theta(i, e, \Phi')}(m \in e \Rightarrow X_m = x_m).
\]
Now, for all \( \Phi \) and \( \Phi' \in F_\Phi \),
\[
\mathbb{E}_\Phi |\ln g_i(Y_1, E_1, X_1, \Phi')| = \sum_e \int |\ln g_i(y, e, x, \Phi')| \mathcal{L}(dy, e, dx, \Phi).
\]
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Using the equality $g_i = \sum_j g_{ij}$ and Lemma 1, it is enough to show that for all $i$ and all $j$, $e$ such that $\lambda_j(\Phi^p)p_j(e, \Phi^e) > 0$, the function

$$y \mapsto \ln \left[ \exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} \lambda_j(\Phi^e)p_j(e, \Phi^e)\mathbb{P}_{\theta(j,e, \Phi)}(m \in e \Rightarrow X_m = x_m) \right]$$

is $L(i, e, \Phi)$–integrable. The hypothesis on the statistical model $(\mathbb{P}_\theta)$ first gives, for all $i, j$,

$$\int |\ln \mathbb{P}_{\theta(j,e, \Phi)}(m \in e \Rightarrow X_m = x_m)| \mathbb{P}_{\theta(i,e, \Phi)}(m \in e \Rightarrow X_m \in dx_m) < \infty.$$ 

Because $J$ is a $\mathbb{P}_\Phi$–irreducible Markov process, for all $j \neq i$, there exists an integer $n(i, j)$ such $(L(\Phi^e) - \Lambda(\Phi^e))_{i,j}^{n(i,j)} > 0$, which we pick minimal among the integers satisfying this property. Consequently, in a neighborhood of 0,

$$\exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} = (L(\Phi^e) - \Lambda(\Phi^e))_{i,j}^{n(i,j)} \cdot \frac{y^{n(i,j)}}{n(i,j)!} + O(y^{n(i,j)+1})$$

so that the functions

$$y \mapsto \ln \left[ \exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} \lambda_j(\Phi^e)p_j(e, \Phi^e) \right] \mathcal{L}(y, e, \Phi)$$

are integrable in a neighborhood of 0.

Using a corollary of Perron-Frobenius' theorem (see e.g. [2, Appendix A.4.8]) entails that there exists a matrix $A$ with positive entries, and two real numbers $\mu > \delta' > 0$ such that, as $y \to +\infty$,

$$\exp(y(L(\Phi^e) - \Lambda(\Phi^e))) = \exp(-\delta'y)A + O(\exp(-\mu y));$$

thus, for all $i, j \in \{1, \ldots, r\}$, there exists $a_{i,j} > 0$ such that

$$\exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} = \exp(-\delta'y)a_{i,j} + O(\exp(-\mu y)).$$

Therefore, there exists $\delta, c > 0$ such that $\exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} \leq c\exp(-\delta y)$, and the functions

$$y \mapsto \ln \left[ \exp(y(L(\Phi^e) - \Lambda(\Phi^e)))_{i,j} \lambda_j(\Phi^e)p_j(e, \Phi^e) \right] \mathcal{L}(y, e, \Phi)$$

are integrable in a neighborhood of $+\infty$. Finally, Lemma 2 follows.

**Proof of Lemma 3.** Focus first on the process $W$. A proof similar to the one of [32] shows that the first and second hypothesis of Kingman's theorem hold. To prove the third and fourth ones, write

$$q_{0p}(\Phi^e) = \max_{k_0 \in \mathcal{C}(\Phi^e)} \sum_{k_1, \ldots, k_p \in \mathcal{C}(\Phi^e)} \prod_{s=1}^p g_{k_{s-1}, k_s}(Y_s, E_s, X_s, \Phi^e),$$
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so that, because \(\ln \max_{1 \leq i \leq n} \alpha_i \leq \max_{1 \leq i \leq n} |\ln \alpha_i|\),

\[
|\ln q_{0p}(\Phi')| \leq \max_{k_0 \in \mathcal{C}(\Phi')} \ln \left[ \sum_{k_{s,e,s}, k_{s-1,s,e} \in \mathcal{C}(\Phi')} \prod_{s=1}^{p} g_{k_{s-1,k_s}(Y_s, E_s, X_s, \Phi')} \right]
\leq \sum_{k_0 \in \mathcal{C}(\Phi')} \ln \left[ \sum_{k_{s,e,s}, k_{s-1,s,e} \in \mathcal{C}(\Phi')} \prod_{s=1}^{p} g_{k_{s-1,k_s}(Y_s, E_s, X_s, \Phi')} \right].
\]

To show that the third hypothesis holds, that is \(\mathbb{E}_\Phi |\ln q_{0p}(\Phi')| < \infty\), we notice that applying Lemma 1 and using the properties of the logarithm function, it is enough to show that for all \(s, e_s, k_{s-1}, k_s \in \mathcal{C}(\Phi')\) such that \(\lambda_{k_s}(\Phi')p_{k_s}(e_s, \Phi') > 0\),

\[
\int |\ln g_{k_{s-1,k_s}(y_s, e_s, x_s, \Phi')}|\mathcal{L}((dy_j, e_j, dx_j)_{1 \leq j \leq p}, \Phi) < \infty,
\]

which is exactly Lemma 2, and thus the third requirement is met.

Let us now justify that the fourth hypothesis holds. Using the definition of \(F_{\Phi}\) and the convergence \(\lim_{x \to 0^+} x \ln x = 0\), we see that we may restrict the sums to the indexes \(e_j\) such that there exists an index \(i \in \{1, \ldots, r\}\) with \(\lambda_i(\Phi')p_i(e_j, \Phi') > 0\). Let \(I\) be the set of these indexes.

Put then \(\gamma = \min\{\lambda_j(\Phi')p_j(e, \Phi'), j, e\) such that \(\lambda_j(\Phi')p_j(e, \Phi') > 0\}\}. We set indexes \(e_j \in I\) for all \(j \in \{1, \ldots, p\}\). There exist \(k_1(e_1), \ldots, k_p(e_p)\) such that

\[
\forall j \in \{1, \ldots, p\} \quad \lambda_{k_j(e_j)}(\Phi')p_{k_j(e_j)}(e_j, \Phi') \geq \gamma > 0.
\]

Since

\[
q_{0p}(\Phi') = \max_{j_0 \in \mathcal{C}(\Phi')} \sum_{j_1, \ldots, j_p \in \mathcal{C}(\Phi')} \prod_{s=1}^{p} g_{j_{s-1},j_s}(Y_s, E_s, X_s, \Phi')
\geq \max_{k_0 \in \mathcal{C}(\Phi')} \prod_{s=1}^{p} g_{k_{s-1}(E_{s-1}), k_s(E_s)}(Y_s, E_s, X_s, \Phi')
\]

and

\[
g_{k_{s-1}(E_{s-1}), k_s(E_s)}(y_s, e_s, x_s, \Phi')
\geq \gamma \exp(y_s(L(\Phi') - \Lambda(\Phi')))_{k_{s-1}(e_{s-1}), k_s(e_s)} p_{\theta}(k_s(e_s), e_s, \nu')(m \in e_s \Rightarrow X_m = x_{m,s})
\]

we get, for all \(k_0 = k_0(e_0) \in \mathcal{C}(\Phi')\),

\[
\mathbb{E}_\Phi |\ln q_{0p}(\Phi')| \geq pC \ln \gamma + \sum_{e_s \in I \quad 1 \leq s \leq p} \int \ln \exp(y_s(L(\Phi') - \Lambda(\Phi')))_{k_{s-1}(e_{s-1}), k_s(e_s)} \mathcal{L}((dy_j, e_j, dx_j)_{1 \leq j \leq p}, \Phi)
+ \sum_{e_s \in I \quad 1 \leq s \leq p} \int \ln \mathbb{P}_{\Phi}(\nu')(m \in e_s \Rightarrow X_m = x_{m,s}) \mathcal{L}((dy_j, e_j, dx_j)_{1 \leq j \leq p}, \Phi)
\]
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where \( C = \text{card}(I) \). We can eliminate the condition \( e_j \in I \) because the terms with \( e_j \notin I \) do not contribute, and thus

\[
\mathbb{E}_\Phi \ln q_{0p}(\Phi') \geq \; \; pC\ln \gamma \; + \; \sum_{1 \leq \ell \leq p} \left[ \int \ln \exp (y_s (L(\Phi') - \Lambda(\Phi'))) \right]_{k_{\ell-1}(e_{\ell-1}), k_{\ell}(e_{\ell})} \mathcal{L} (dy_s, e_{s-1}, e_s, \Phi) \\
+ \; \sum_{1 \leq s \leq p} \left[ \int \ln P_0(k_s, e_s, \Phi) (m \in e_s \Rightarrow X_m = x_{m,s}) \mathcal{L} (e_s, dx_s, \Phi) \right]
\]

The stationarity of the process \(((Y_i, E_i, X_i))\), yields

\[
\sum_{1 \leq s \leq p} \int \ln P_0(k_s, e_s, \Phi) (m \in e_s \Rightarrow X_m = x_{m,s}) \mathcal{L} (e_s, dx_s, \Phi) \left| \right. \leq p \sum_{e_1} \int \ln P_0(k_{e_1}, e_1, \Phi) (m \in e_1 \Rightarrow X_m = x_{m,1}) \mathcal{L} (e_1, dx_1, \Phi) < \infty
\]

and

\[
\sum_{2 \leq s \leq p} \int \ln \exp (y_s (L(\Phi') - \Lambda(\Phi'))) \right]_{k_{\ell-1}(e_{\ell-1}), k_{\ell}(e_{\ell})} \mathcal{L} (dy_s, e_{s-1}, e_s, \Phi) \\
\leq (p - 1) \sum_{e_1, e_2} \int \ln \exp (y_2 (L(\Phi') - \Lambda(\Phi'))) \right]_{k_{e_1}(e_1), k_{e_2}(e_2)} \mathcal{L} (dy_2, e_1, e_2, \Phi) < \infty.
\]

The term with \( s = 1 \) is also finite, which ensures that \( W \) meets the fourth requirement.

We now turn to the process \( Z \). Once again, a proof similar to the one of [32] shows that the first and second hypothesis are satisfied for any \( G \). To show the third one, let \( G \) be an arbitrary subset of \( \mathcal{F}_\Phi \) containing \( \Phi' \). Set \( B = \{ \sup_{\varphi \in G} q_{0p}(\varphi) \leq 1 \} \). The inequality

\[
q_{0p}(\varphi) \leq \prod_{i=1}^{p} q_{i-1, i}(\varphi)
\]

and the stationarity of the process \(((Y_i, E_i, X_i))\), together imply

\[
\mathbb{E}_\Phi \ln \sup_{\varphi \in G} q_{0p}(\varphi) = - \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{0p}(\varphi) \Phi | B \right] + \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{0p}(\varphi) \Phi | B \right] \leq \mathbb{E}_\Phi \left[ \ln q_{0p}(\Phi') | B \right] + p \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{0p}(\varphi) \Phi | B \right].
\]

Put then \( C = \{ \sup_{\varphi \in G} q_{01}(\varphi) \leq 1 \} \) and write

\[
\mathbb{E}_\Phi \ln \sup_{\varphi \in G} q_{01}(\varphi) = - \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{01}(\varphi) \Phi | C \right] + \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{01}(\varphi) \Phi | C \right] \leq \mathbb{E}_\Phi \left[ \ln q_{01}(\Phi') | C \right] + \mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G} q_{01}(\varphi) \Phi | C \right]
\]

Because \( \forall p \; \mathbb{E}_\Phi \ln q_{0p}(\Phi') | B < \infty \), it is sufficient to prove that there exists a neighborhood \( G \) of \( \Phi' \) in \( \mathcal{F}_\Phi \) such that for every subset \( G_{\Phi'} \) of \( G \) containing \( \Phi' \),

\[
\mathbb{E}_\Phi \left[ \ln \sup_{\varphi \in G_{\Phi'}} q_{01}(\varphi) \Phi | C \right] < \infty.
\]
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Since

\[ g_{01}(\varphi) = \max_{i \in \mathcal{L}(\varphi)} g_i(Y_1, E_1, X_1, \varphi) \leq \sum_{i \leq i \leq r} g_i(Y_1, E_1, X_1, \varphi) \]

one has

\[ \sup_{\varphi \in G} g_{01}(\varphi) \leq \sum_{i \leq i \leq r} \sum_{j \leq j \leq r} \sup_{\varphi \in G} g_{ij}(Y_1, E_1, X_1, \varphi). \]

Lemma 1 therefore shows that it is enough to find a neighborhood \( G \) of \( \Phi' \) in \( F_\varphi \) such that for all \( e \in I \), all \( j \) such that \( \lambda_j(\Phi')p_j(e, \Phi') > 0 \) and every subset \( G_{\Phi'} \) of \( G \) containing \( \Phi' \), we have

\[ \int \left| \ln \sup_{\varphi \in G_{\Phi'}} g_{ij}(y, e, x, \varphi) \right| \mathcal{L}(dy, e, dx, \Phi) < \infty \]

for all \( i \in \{1, \ldots, r\} \).

The hypothesis on the statistical model (\( P_\varphi \)) and the fact that \( J \) has a finite state space together imply that there exists a neighborhood \( G_2 \) of \( \Phi' \) such that for all \( i, j \) and every \( G_{\Phi'} \) of \( G_2 \) containing \( \Phi' \),

\[ \int \left| \ln \sup_{\varphi \in G_{\Phi'}} P_\theta(i, e, \varphi)(m \in e \Rightarrow X_m = x_m) \right| P_\theta(j, e, \varphi)(m \in e \Rightarrow X_m = x_m) \, dx < \infty; \]

it is finally enough to find, for every \( e \), a neighborhood \( G_1 \) of \( \Phi' \) such that for every subset \( G_{\Phi'} \) of \( G_1 \) containing \( \Phi' \),

\[ \int \left| \ln \sup_{\varphi \in G_{\Phi'}} \exp(y(L(\varphi) - \Lambda(\varphi)))_{i, j} \cdot \lambda_j(\varphi)p_j(e, \varphi) \right| \mathcal{L}(dy, e, \Phi) < \infty. \]

Pick then a neighborhood \( G_1 \) of \( \Phi' \) such that

1. \( \forall i \neq j \) \( \sup_{\varphi \in G} |\ell_{ij}(\varphi) - \ell_{ij}(\Phi')| < \ell_{ij}(\Phi') \Pi_{(\ell_{ij}(\Phi') > 0)} + \Pi_{(\ell_{ij}(\Phi') = 0)}; \)
2. \( \forall j \) \( \sup_{\varphi \in G} |\lambda_j(\varphi) - \lambda_j(\Phi')| < \lambda_j(\Phi') \Pi_{(\lambda_j(\Phi') > 0)} + \Pi_{(\lambda_j(\Phi') = 0)}; \)
3. \( \forall e, j \sup_{\varphi \in G} |p_j(e, \varphi) - p_j(e, \Phi')| < p_j(e, \Phi') \Pi_{(p_j(e, \varphi') > 0)} + \Pi_{(p_j(e, \varphi') = 0)}; \)

so that if \( \varphi \in G = G_1 \cap G_2 \), the parameters are bounded, and if one of the parameters is positive under \( P_{\Phi'} \), then it is also under \( P_\varphi \). Set

\[ M = \sup_{\varphi \in G} \max_{j, e} \lambda_j(\varphi)p_j(e, \varphi). \]

For all \( \varphi \in G \), the inequalities

\[ \varepsilon \exp(y(L(\varphi) - \Lambda(\varphi)))_{i, j} \leq \exp(y(L(\varphi) - \Lambda(\varphi)))_{i, j} \cdot \lambda_j(\varphi)p_j(e, \varphi) \leq M \]

hold, if \( \varepsilon > 0 \) is the infimum of the \( \lambda_k(\varphi)p_k(e, \varphi) \), for \( \varphi \in G \) and \( e \) such that there exists \( k \) with \( \lambda_k(\Phi)p_k(e, \Phi') > 0 \). Therefore, for all \( \varphi \in G \),

\[ \varepsilon \exp(y(L(\varphi) - \Lambda(\varphi)))_{i, j} \leq \sup_{\varphi \in G} \exp(y(L(\varphi) - \Lambda(\varphi)))_{i, j} \cdot \lambda_j(\varphi)p_j(e, \varphi) \leq M. \]
Especially,
\[
\ln(\varepsilon \exp(y(L(\Phi') - \Lambda(\Phi'))))_{i,j} \leq \ln \left[ \sup_{\varphi \in G} \exp(y(L(\varphi) - \Lambda(\varphi)))_{i,j} \cdot \lambda_j(\varphi)p_j(e, \varphi) \right] \leq \ln M
\]
and because the function
\[
y \mapsto \ln(\varepsilon \exp(y(L(\Phi') - \Lambda(\Phi'))))_{i,j} \mathcal{L}(y, e, \Phi)
\]
is integrable, the result is proved. Finally, noticing that \(Z_{0t} \geq W_{0t}\), it is clear that the fourth hypothesis holds for \(Z\), which completes the proof of our result. \(\blacksquare\)

**Proof of Lemma 4.** To show Lemma 4, notice that applying Lemma 2 yields
\[
\mathbb{E}_\Phi \left[ \max_{i \in C(\Phi)} \left| \ln g_i(Y_1, E_1, X_1, \Phi) \right| \right] < \infty
\]
and adapt the proof of Lemma 4 in [32]. \(\blacksquare\)

**Proof of Lemma 5.** Retaining the notation of Lemma 3, the process \((W_s)\) is subadditive and ergodic; the proof is then entirely similar to the proof of Lemma 5 in [32] and is therefore omitted. \(\blacksquare\)

**Proof of Lemma 6.** The argument goes through as in the proof of Lemma 6 in [32] and is omitted. \(\blacksquare\)

**Proof of Lemma 7.** The proof is the same as the proof of Lemma 7 in [32]. \(\blacksquare\)

**Proof of Lemma 8.** The proof is a straightforward adaptation of the proof of Lemma 8 in [32]. \(\blacksquare\)

**Proof of Lemma 9.** Since \(\{N(u), S(u), v \leq u \leq T\}\) and \(\{N(u), S(u), 0 \leq u < v\}\) are independent given \(\{J(v) = i\}\),
\[
\hat{T}_i = \int_0^T P_\varphi(J(v) = i \mid N(u), S(u), 0 \leq u \leq T) \, dv
\]
\[
= \int_0^T \frac{P_\varphi(J(v) = i, N(u), S(u), 0 \leq u \leq T)}{P_\varphi(N(u), S(u), 0 \leq u \leq T)} \, dv
\]
\[
= \int_0^T \frac{P_\varphi(J(v) = i, N(u), S(u), 0 \leq u \leq v)}{P_\varphi(N(u), S(u), 0 \leq u \leq T)} \times P_\varphi(N(u), S(u), v \leq u \leq T \mid J(v) = i) \, dv.
\]
To get \(\hat{n}_i\), write
\[
\hat{n}_i = \sum_{q=1}^k \frac{P_\varphi(J(t_q) = i, N(u), S(u), 0 \leq u \leq T)}{P_\varphi(N(u), S(u), 0 \leq u \leq T)}
\]
\[
= \sum_{q=1}^k \frac{P_\varphi(J(t_q) = i, N(u), S(u), 0 \leq u \leq T)}{P_\varphi(N(u), S(u), 0 \leq u \leq T)}.
\]
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Then
\[ \mathbb{I}_{\{j \in A_i(e)\}} = \mathbb{I}_{\{j \in A_i(e)\}} \mathbb{P}_r(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T). \]

Consequently, we have
\[ \text{card}(A_i(e)) = \sum_{j=1}^{K} \mathbb{I}_{\{j \in A_i(e)\}} \mathbb{P}_r(J(t_j) = i \mid N(u), S(u), 0 \leq u \leq T). \]

We finish by showing how to compute \( \bar{m}_{ij}(T) \). First, if \((U_j)\) stands for the sequence of the jump times of \( J \),

\[ m_{ij}(T) = \text{card}\{v: 0 < v \leq T \mid J(v-) = i, J(v) = j\} \]
\[ = \text{card}\{\{Q \in \mathbb{N} \setminus \{0\} \mid J(U_{Q-1}) = i, J(U_Q) = j, U_Q \leq T\}\} \]
\[ = \sum_{Q=1}^{+\infty} \mathbb{I}_{\{J(U_{Q-1}) = i, J(U_Q) = j, U_Q \leq T\}} \]

and therefore
\[ \bar{m}_{ij}(T) = \sum_{Q=1}^{+\infty} \mathbb{P}_r(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \leq T \mid N(u), S(u), 0 \leq u \leq T) \]
\[ = \sum_{Q=1}^{+\infty} \frac{\mathbb{P}_r(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \leq T, N(u), S(u), 0 \leq u \leq T)}{\mathbb{P}_r(N(u), S(u), 0 \leq u \leq T)} \]
\[ = \int_0^T \sum_{Q=1}^{+\infty} \mathbb{P}_r(J(U_{Q-1}) = i, J(v) = j, U_Q \in dv, N(u), S(u), 0 \leq u \leq T) \] 
\[ \mathbb{P}_r(N(u), S(u), 0 \leq u \leq T) dv. \]

Now, using independence given \( \{J(v) = j\} \), one has for all \( Q \in \mathbb{N} \setminus \{0\} \),

\[ \mathbb{P}_r(J(U_{Q-1}) = i, J(v) = j, U_Q \in dv, N(u), S(u), 0 \leq u \leq T) \]
\[ = \mathbb{P}_r(N(u), S(u), v \leq u \leq T \mid J(v) = j) \]
\[ \times \mathbb{P}_r(J(U_{Q-1}) = i, J(v) = j, U_Q \in dv, N(u), S(u), 0 \leq u < v). \]

Notice that for all \( Q \in \mathbb{N} \setminus \{0\} \),

\[ \mathbb{P}_r(J(U_Q) = j, U_Q - U_{Q-1} \in dv \mid J(U_{Q-1}) = i) = \frac{\ell_{ij}(\varphi)}{-\ell_{ii}(\varphi)} (-\ell_{ii}(\varphi) \exp(\ell_{ii}(\varphi) v)) dv \]
\[ \mathbb{P}_r(U_Q - U_{Q-1} > v \mid J(U_{Q-1}) = i) = \exp(\ell_{ii}(\varphi) v) \]

so that
\[ \mathbb{P}_r(J(U_Q) = j, U_Q - U_{Q-1} \in dv \mid J(U_{Q-1}) = i) = \ell_{ij}(\varphi) \mathbb{P}_r(U_Q - U_{Q-1} > v \mid J(U_{Q-1}) = i) dv. \]

Write then
\[ \mathbb{P}_r(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \in dv, N(u), S(u), 0 \leq u < v) \]
\[ = \int \sum_{j_0, \ldots, j_{Q-2}} \mathbb{P}_r \left[ \bigcap_{q=0}^{Q-2} \{J(s_q) = j_q\}, \bigcap_{q=0}^{Q-1} \{U_q \in ds_q\}, J(U_{Q-1}) = i, J(U_Q) = j, \right. \]
Given \( \left\{ \bigcap_{q=0}^{Q-2} \{ J(s_q) = j_q \}, \bigcap_{q=0}^{Q-1} \{ U_q \in ds_q \}, J(U_{Q-1}) = i, J(U_Q) = j, U_Q \in dv \right\} \), the distribution of \( \{ N(u), S(u), 0 \leq u < v \} \) is the same as the law of \( \{ N(u), S(u), 0 \leq u < v \} \) given \( \left\{ \bigcap_{q=0}^{Q-2} \{ J(s_q) = j_q \}, \bigcap_{q=0}^{Q-1} \{ U_q \in ds_q \}, J(U_{Q-1}) = i, U_Q > v \right\} \), because the jump intensities of \( N \) and the shock probabilities in the interval \([0, v]\) are determined by the values of \( J \) in \([0, v]\).

Consequently, using Bayes’ formula,

\[
P_\varphi(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \in dv, N(u), S(u), 0 \leq u < v) = \int \sum_{j_0, \ldots, j_{Q-2}} \ell_{ij}(\varphi) \cdot P_\varphi \left( \bigcap_{q=0}^{Q-2} \{ J(s_q) = j_q \}, \bigcap_{q=0}^{Q-1} \{ U_q \in ds_q \}, J(U_{Q-1}) = i, U_Q > v, \right. 
\left. N(u), S(u), 0 \leq u < v \right) dv
\]

which yields

\[
P_\varphi(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \in dv, N(u), S(u), 0 \leq u < v) = \ell_{ij}(\varphi) \cdot P_\varphi(J(U_{Q-1}) = i, U_{Q-1} \leq v, U_Q > v, N(u), S(u), 0 \leq u < v) dv,
\]

thus implying that

\[
\sum_{Q=1}^{+\infty} P_\varphi(J(U_{Q-1}) = i, J(U_Q) = j, U_Q \in dv, N(u), S(u), 0 \leq u < v)
\]

\[
= \ell_{ij}(\varphi) \sum_{Q=1}^{+\infty} P_\varphi(J(U_{Q-1}) = i, U_{Q-1} \leq v, U_Q > v, N(u), S(u), 0 \leq u < v) dv
\]

\[
= \ell_{ij}(\varphi) \int_0^T P_\varphi(J(v) = i, N(u), S(u), 0 \leq u < v) \frac{P_\varphi(N(u), S(u), 0 \leq u \leq T)}{P_\varphi(N(u), S(u), v \leq u \leq T | J(v) = j) dv} dv
\]

which completes the proof.

\[\blacksquare\]