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Abstract—This paper proposes a unified optimization framework to solve the time parameterization problem of humanoid robot paths. Even though the time parameterization problem is well known in robotics, the application to humanoid robots has not been addressed. This is because of the complexity of the kinematical structure as well as the dynamical motion equation. The main contribution in this paper is to show that the time parameterization of a statically stable path to be transformed into a dynamical stable trajectory within the humanoid robot capacities can be expressed as an optimization problem. Furthermore, we propose an efficient method to solve the obtained optimization problem. The proposed method has been successfully validated on the humanoid robot HRP-2 by conducting several experiments. These results have revealed the effectiveness and the robustness of the proposed method.
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I. INTRODUCTION

The automatic generation of motions for robots which are collision-free motions and at the same time inside the robots capacities is one of the most challenging problems. Many researchers have separated this problem into several smaller subproblems. For instance, collision-free path planning, time parameterization of a specified path, feedback control along a specified path using vision path planning, etc. In this paper, the problem of finding a time parameterization of a given path for a humanoid robot is investigated.

The time parameterization problem is an old problem in robotic research [1]. In order to better understand the objective of time parameterization of a path, let us start by defining a path and a trajectory.

A path denotes the locus of points in the joint space, or in the operational space, the robot has to follow in the execution of the desired motion, and a trajectory is a path on which a time law is specified [2].

Generally speaking, the time parameterization of a path is the problem of transforming this path into a trajectory which respects the physical limits of the robot, e.g., velocity limits, acceleration limits, torque limits, etc.

In the research works on manipulators, the time parameterization problem has the objective of reducing the execution time of the tasks, thereby increasing the productivity. Most of these approaches are based on time-optimal control theory [3], [4], [5], [6], [7].

In the framework of mobile robots, the time parameterization problem arises also to transform a feasible path into a feasible trajectory [8], [9]. The main objective, in this case, is to reach the goal position as fast as possible.

Even though the conventional methods which are based on the optimal-control theory have been successfully applied in practice on manipulators and mobile robots, the application of time optimal control theory in the case of humanoid robot is however a difficult task. This is because not only the dynamic equation of the humanoid robot motion is very complex, but also applying time optimal control theory requires the calculation of the derivative of the configuration space vector of humanoid robot with respect to the parameterized path. Although such calculation can be evaluated from differential geometry, it is a very difficult task in the case of systems with large number of degree of freedoms and branched kinematic chains, which is the case of humanoid robot. For that, we propose to solve the time parameterization problem numerically using a finite difference approach.

The remainder of this paper is organized as follows. Section II gives an overview of the dynamic stability notion and the mathematical formulation of Zero Moment Point (ZMP). The time parameterization problem is formulated as an optimization problem under constraints and an efficient method to solve it is explained in Section III. Cases studies and experimental results using the humanoid robot platform HRP-2 are given in Section IV.

II. DYNAMIC STABILITY AND ZMP: AN OVERVIEW

Let us start by introducing some definitions:

Definition 1: Statically stable trajectory is a trajectory for which the trajectory of the projection of the Center of Mass...
(CoM) of the humanoid robot on the horizontal plane is always inside of the polygon of support (i.e. the convex hull of all points of contact between the support foot (feet) and the ground).

**Definition 2:** Dynamically stable trajectory is a trajectory for which the trajectory of Zero Moment Point (ZMP) [10] is always inside of the polygon of support.

The generation of a statically stable path deals only with the kinematic constraints of the humanoid robot. It can be obtained by constraining the projection of the Center of Mass (CoM) on the horizontal plane to be always inside of the polygon of support [11], [12], [13], [14].

Theoretically, any statically stable trajectory can be transformed into a dynamically stable one by slowing down the humanoid robot’s motion.

Let the ZMP on the horizontal ground be given by the following vector

\[ p = \begin{bmatrix} p_x, p_y \end{bmatrix}^T \]  

To compute \( p \), one can use the following formula

\[ p = N \frac{n \times f^o}{|f^o|n} \]  

where the operator \( \times \) and \((.|.)\) refer to the cross and scalar products respectively, and

- \( N \) is a constant matrix
  \[ N = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \]

- the vector \( n \) is the normal vector on the horizontal ground \( n = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T \).

- The vector \( f^o \) is the result of the gravity and inertia forces
  \[ f^o = Mg - \sum_{i=0}^{n} m_i \ddot{X}_c^i \]

where \( g \) denotes the acceleration of the gravity \( g = -gn \), and \( M \) is the total mass of the humanoid robot. The quantities \( m_i, X_c^i \) are the mass of the \( i^{th} \) link and the acceleration of its center of mass \( c_i \) respectively. Note that \( m_0, X_c^0 \) are, respectively, the mass and the acceleration of the free-flyer joint (pelvis joint) of the humanoid robot.

- \( \tau^o \) denotes the moment of the force \( f^o \) about the origin of the fixed world frame. The expression of \( \tau^o \) is the following
  \[ \tau^o = \sum_{i=0}^{n} \left( m_i X_c^i \times (g - \ddot{X}_c^i) - \dot{\mathcal{L}}_c^i \right) \]

where \( \mathcal{L}_c^i \) is the angular momentum at the point \( c_i \)

\[ \dot{\mathcal{L}}_c^i = R^i \left( I_{c_i} \omega^i - (I_{c_i} \omega^i) \times \omega^i \right) \]

\( R^i \) and \( I_{c_i} \) are the rotation matrix associated to the \( i^{th} \) link and its inertia matrix respectively. \( \omega^i \) is the angular velocity of the \( i^{th} \) link can be obtained using the following formula

\[ [\omega^i]^\wedge = \frac{dR^i}{dt}R^iT \]

where \([.]^\wedge\) designs the skew operator defined as follows

\[ [.]^\wedge : \omega \in \mathbb{R}^3 \rightarrow so(3) \]

\[ [\omega]^\wedge = \begin{bmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{bmatrix} \]  

where \( so(3) \) denotes the Lie algebra of \( SO(3) \) which is the group of rotation matrices in the Euclidean space. The inverse operator of skew operator can be defined as follows

\[ [.]^\vee : \Omega \in so(3) \rightarrow \mathbb{R}^3 \]

\[ [\Omega]^\vee = \begin{bmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{bmatrix}^\vee \]

and the angular velocity can be calculated using the inverse operator as follows

\[ \omega^i = \left[ \frac{dR^i}{dt}R^iT \right]^\vee \]

Note that the skew operator and its inverse are linear operators.

Finally, \( \omega^i \) denotes the angular acceleration of the \( i^{th} \) link.

Note that \( R^0 \) and \( I_{c_0} \) are the rotation matrix associated to the free-flyer joint (pelvis joint) and its inertia matrix respectively. \( \omega^0 \) and \( \omega^0 \) are the angular velocity and the angular acceleration of the free-flyer joint respectively.

### III. TIME PARAMETERIZATION PROBLEM FORMULATION

Generally speaking, the time parameterization problem of a function \( f(x_t) \), where \( t \) denotes time, consists in finding a real function \( S_t \) in such a way \( f(x_{S_t}) \) verifies some temporal constraints.

Mathematically that means

\[ h(S_t) \leq f(x_{S_t}) \leq h(S_t) \]

In order to obtain a causal and feasible motion, the function \( S_t \) should be a strictly increasing function, that means \( \frac{dS_t}{dt} > 0 \). Therefore we will express \( S_t \) as the integral of a strictly positive function \( s_h > 0 \), as follows

\[ S_t = \int_{h=0}^{t} s_h \, dh \]

Our objective is to transform the statically stable path into a dynamically stable trajectory by minimizing a specified criterion. We will be interested in minimizing cost function of the form

\[ J(S_t) = S_{t_f} + \int_{h=0}^{t_f} L(q_{s_h}, \dot{q}_{s_h}, \ddot{q}_{s_h}, \tau_{s_h}, s_h) \, dh \]

\[ = \int_{h=0}^{t_f} s_h \, dh + \int_{h=0}^{t_f} L(q_{s_h}, \dot{q}_{s_h}, \ddot{q}_{s_h}, \tau_{s_h}, s_h) \, dh \]

\[ = \int_{h=0}^{t_1} s_h \, dh + \int_{h=t_1}^{t_2} L(q_{s_h}, \dot{q}_{s_h}, \ddot{q}_{s_h}, \tau_{s_h}, s_h) \, dh \]

\[ \text{(13)} \]
where \( q_{s_t}, \dot{q}_{s_t}, \ddot{q}_{s_t} \), and \( \tau_{s_t} \) design the configuration vector, the joint velocity, the joint acceleration and the exerted torque vector respectively. The first term of the cost function \( T_1 \) has the purpose of minimizing the final time \( t_f \), the second term \( T_2 \) captures the desire to minimize an energy related function such as the exerted joint torques or the jerk function of some specific joints of the humanoid robot.

In order to obtain a motion within the humanoid robot capacities, we will consider two cases:

1) The physical limits which are taken into account are the joint velocity and acceleration limits of the humanoid robot. In this case, the function \( L \) in Eq. (13) is defined independently of the exerted torques on humanoid robot's joints.

2) The physical limits which are taken into account are the joint velocity and torques limits of the humanoid robot, and there is no constraint on the function \( L \).

Even though the first case is included in the second one, we will propose an adequate and optimized method to solve each case.

A. Case 1: Joint velocity and acceleration limits

Let us suppose that we have a path which consists of \( K \) points. At first, we transform this path into a trajectory by considering a uniform time distribution function. In other words, we suppose that \( s_t = 1 : \forall t \) in Eq. (12). Let the sampling period of the desired trajectory be \( \Delta t \), we denote the time horizon \( T = K \Delta t \).

In this case, the time parameterization problem of transforming the initial path into a dynamically stable trajectory within the joint velocity and acceleration limits of the humanoid robot can be expressed as an optimization problem as follow

\[
\min_{s_t} J(s_t) = \min_{s_t} \left\{ \int_{t=0}^{T} s_t dt + \int_{t=0}^{T} L(q_{s_t}, \dot{q}_{s_t}, \ddot{q}_{s_t}, s_t) dt \right\}
\]

subject to

\[
s_t > 0 \tag{15}
\]

\[
p_{s_t}^- \leq p_{s_t} \leq p_{s_t}^+ \tag{16}
\]

\[
\mu \left( f_{s_t}^0 \right| n) < \left( r_{s_t}^0 \right| n) < -\mu \left( f_{s_t}^0 \right| n) \tag{17}
\]

\[
\dot{q}^- \leq \dot{q}_{s_t} \leq \dot{q}^+ \tag{18}
\]

\[
\ddot{q}^- \leq \ddot{q}_{s_t} \leq \ddot{q}^+ \tag{19}
\]

\[
\dot{q}^- \leq \ddot{q}_{s_t} \leq \ddot{q}^+ \tag{20}
\]

where \( p_{s_t} \) is the ZMP vector, \( p_{s_t}^- \) and \( p_{s_t}^+ \) design the polygon of support for the humanoid robot. \( f_{s_t}^0 \) and \( r_{s_t}^0 \) denote the applied force on the foot (feet) and the moment of this force about the origin of the fixed world frame respectively. \( \mu \) is the coefficient of the static friction. The vector \( \dot{q}_{s_t} \) and \( \ddot{q}_{s_t} \) denote the joint velocity and acceleration of the humanoid robot respectively. \( \dot{q}^+ \) and \( \dot{q}^- \) design the upper limits of acceleration and velocity respectively. \( \ddot{q}^- \) and \( \ddot{q}^- \) design the lower limits of acceleration and velocity respectively.

The constraints of the optimization problem (14) can be analyzed as follows

- Constraint (16) guarantees that the ZMP is inside of the polygon of support.
- Constraint (17) ensures that the foot is in contact with the ground (the humanoid robot will not jump).
- Constraint (18) prevents the foot from sliding around the Z-axis.
- Constraint (19) guarantees that the obtained trajectory respects the joint velocity limits of the humanoid robot.
- Constraint (20) guarantees that the obtained trajectory respects the joint acceleration limits of the humanoid robot.

Let us write \( p_{s_t}, f_{s_t}^0 \) and \( \tau_{s_t}^0 \) as functions of \( s_t \)

\[
p_{s_t} = N \frac{n \times \tau_{s_t}^0}{(f_{s_t}^0 \mid n)} \tag{21}
\]

where

\[
\tau_{s_t}^0 = \sum_{i=0}^{n} \left( m_{i} X_{i}^{c_{i}} \times (g - \ddot{X}_{i}^{c_{i}}) - \dot{L}_{i}^{c_{i}} \right) \tag{22}
\]

in which

\[
\dot{X}_{i}^{c_{i}} = \frac{\Delta X_{i}^{c_{i}}}{s_{t-1} \Delta t} \frac{\Delta X_{i}^{c_{i}}}{s_{t-1} \Delta t} s_{t-1} \Delta t
\]

\[
\dot{L}_{i}^{c_{i}} = R_{i}^{c_{i}} (I_{c_i} \omega_{i}^{c_{i}} - (I_{c_i} \omega_{i}^{c_{i}}) \times \omega_{i}^{c_{i}})
\]

The angular velocity \( \omega_{i}^{c_{i}} \) can be obtained as follows

\[
\omega_{i}^{c_{i}} = \frac{[\Delta R_{i}^{c_{i}} s_{t-1} - \Delta R_{i-1}^{c_{i}} s_{t-1} \Delta t]}{s_{t-1} \Delta t}
\]

\[
= \frac{1}{s_{t}} \left[ \left( R_{i}^{c_{i}} - R_{i-1}^{c_{i}} \right) \frac{R_{i}^{c_{i}} \Delta t}{s_{t-1} \Delta t} \right] \tag{24}
\]

where \( I_{3} \in \mathbb{R}^{3 \times 3} \) is the identity matrix.

The angular acceleration \( \ddot{\omega}_{i}^{c_{i}} \) can be calculated as follows

\[
\ddot{\omega}_{i}^{c_{i}} = \frac{\omega_{i}^{c_{i}} - \omega_{i-1}^{c_{i}}}{s_{t} \Delta t}
\]

\[
= \frac{s_{t-1}}{s_{t}^2 s_{t-1} \Delta t} \left[ I_{3} - R_{i-1}^{c_{i}} \frac{R_{i}^{c_{i}} \Delta t}{s_{t-1} \Delta t} \right] \tag{25}
\]

In similar way, we obtain

\[
\ddot{q}_{s_t} = \frac{\Delta q_{t}}{s_{t} \Delta t} \tag{26}
\]

\[
\dot{q}_{s_t} = \frac{\Delta q_{t} s_{t-1} - \Delta q_{t-1} s_{t}}{s_{t}^2 s_{t-1} \Delta t}
\]
1) Reformulation of the inequality constraints: It is clear that the constraints (16 ~ 20) are rational functions in the time parameterization function \( s_t \). In order to accelerate the convergence rate of the optimization problem and the accuracy of the obtained solution, one might think of transforming the inequality constraints from rational functions to polynomial functions.

In order to reformulate the inequality constraints, let us start by the constraint of ZMP (16):

\[
p_s^+ \leq p_{s_t} \leq p_s^- \iff \begin{bmatrix} p_{s_t} \\ -p_{s_t} \end{bmatrix} \leq \begin{bmatrix} p_s^+ \\ -p_s^- \end{bmatrix}
\]

\[
\Rightarrow \begin{bmatrix} -N (n \times \dot{\tau}_o) + (f^o|n)p_s^+ \\ N (n \times \tau_s) - (f^o|n)p_s^- \end{bmatrix} \leq 0
\]

As \( D(s_t) = s_t^2 s_{t-1} \Delta t > 0 \): \( \forall s_t \), we multiply the two sides of inequality (27) by \( D(s_t) \) and obtain

\[
p_s^+ \leq p_{s_t} \leq p_s^- \Rightarrow \begin{bmatrix} -N (n \times \dot{\tau}_o) + (f^o|n)p_s^+ \\ N (n \times \tau_s) - (f^o|n)p_s^- \end{bmatrix} \leq 0
\]

(28)

where

\[
\tilde{\tau}_o = \sum_{i=0}^n (m_i X_i^{c_i} \times (\ddot{q} - \ddot{X}_i^{c_i}) - \ddot{\omega}_i^{c_i})
\]

\[
\ddot{f}_s = M \ddot{g} - \sum_{i=0}^n m_i \ddot{X}_i^{c_i}
\]

in which

\[
\ddot{g} = g s_t^2 s_{t-1} \Delta t
\]

\[
\ddot{X}_i^{c_i} = \frac{\Delta X_i^{c_i}}{\Delta t} s_{t-1} - \frac{\Delta X_i^{c_i}}{\Delta t} s_t
\]

\[
\ddot{\omega}_i^{c_i} = R_i^T \left( I_i \ddot{\omega}_i^{c_i} \right) + \frac{s_{t-1}}{\Delta t} (I_i \ddot{\omega}_i^{c_i}) \times \dot{\omega}_i^{c_i}
\]

\[
\ddot{f}_s = M \ddot{g} - \sum_{i=0}^n m_i \ddot{X}_i^{c_i}
\]

(29)

Thus, the optimization problem (14) can be rewritten as follows

\[
\min_{s_B} \left\{ \sum_{k=1}^l s_B^k \int_{t=0}^T B_k^T \int_{t=0}^T L(q_s, q_s, q_{s,t}) dt \right\}
\]

subject to

\[
s_B \geq \begin{bmatrix} B_1^T & B_2^T & \cdots & B_l^T \end{bmatrix}^T
\]

\[
N (n \times \dot{\tau}_o) + (f^o|n)p_s^+ \leq 0
\]

\[
N (n \times \tau_s) - (f^o|n)p_s^- \leq 0
\]

\[
(f^o|n) < 0
\]

\[
\frac{\ddot{q}_s}{\Delta t} \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

(30)

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

As a result, all constraints of the optimization problem are transformed into polynomial functions with respect to \( s_t \). Recall that the original constraints of the optimization problem before the reformulation are rational function with respect to \( s_t \). By using this reformulation the convergence rate of the optimization problem has been considerably improved.

2) Discretization of The Solution Space: As it is well known, the space of the admissible solutions of the minimization problem (14) is in fact very large. In order to transform this space to a smaller dimensional space, we can use a basis of shape functions (e.g. cubic B-spline functions).

Let us consider a basis of shape functions \( B_i \) that is defined as follows

\[
B_i = [B_1^i \ B_2^i \ \cdots \ B_l^i]^T
\]

(35)

where \( B_i^j \) denotes the value of shape function number \( i \) at the instant \( t \). The dimension of \( B_i \) is \( l \) which defines the dimension of the basis of shape functions.

The projection of \( s_t \) into the basis of shape functions \( B_i \) can be given by the following formula

\[
s_t = \sum_{i=1}^l s_{B_i} B_i^t = s_B^T B_t
\]

(36)

Thus, the optimization problem (14) can be rewritten as follows

\[
\min_{s_B} \left\{ \sum_{k=1}^l s_B^k \int_{t=0}^T B_k^T \int_{t=0}^T L(q_s, q_s, q_{s,t}) dt \right\}
\]

subject to

\[
s_B \geq \begin{bmatrix} B_1^T & B_2^T & \cdots & B_l^T \end{bmatrix}^T
\]

\[
N (n \times \dot{\tau}_o) + (f^o|n)p_s^+ \leq 0
\]

\[
N (n \times \tau_s) - (f^o|n)p_s^- \leq 0
\]

\[
(f^o|n) < 0
\]

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

(37)

\[
\ddot{q}_s \leq \frac{\ddot{q}_o}{\Delta t} \leq \ddot{q}_o
\]

(38)

Thus, the optimization problem has been transformed into finding the vector \( s_B \in \mathbb{R}^l \).

In order to transform this optimization problem into a classical optimization problem, let us introduce a constant
\[ \epsilon \in \mathbb{R} : 0 < \epsilon \ll 1 \] and the following definitions

\[
J(s_B) = \left\{ \sum_{k=1}^{l} s_B^k \int_{t=0}^{T} B_i^k \, dt + \int_{t=0}^{T} L(q_{s_B}, \dot{q}_{s_B}, \tau_{s_B}) \, dt \right\}
\]

Thus the optimization problem (37) can be transformed to the following classical form

\[
\min_{s_B} J(s_B)
\]
subject to

\[ G(s_B) \leq 0 \]

The above optimization problem has been extremally studied in the literature of optimization theory. To solve this optimization problem, one can use the augmented Lagrange multiplier method, which is a very efficient and reliable method [15, 16]. Based on the augmented Lagrange multiplier method, the optimization problem (40) is transformed into the minimization of the following function

\[
\min_{s_B, \lambda_\psi} \tilde{J}(s_B, \lambda_\psi) = J(s_B) + \lambda_\psi^T \psi + \frac{1}{2} \sigma \psi^T \psi
\]

where \( \psi = \max \{ G(s_B), \frac{1}{\sigma} \lambda_\psi \} \), and \( \sigma > 0 \). Then there exist \( \lambda_\psi^* \) such that \( s_B^* \) is an unconstrained local minimum of \( \tilde{J}(s_B, \lambda_\psi) \) for all \( \sigma \) smaller than some finite \( \tilde{\sigma} \).

To solve the unconstrained optimization problem of \( \tilde{J}(s_B, \lambda_\psi) \) with respect to \( s_B \), one can use Gauss-Newton method.

Note that the function \( \tilde{J}(s_B, \lambda_\psi) \) is differentiable in \( s_B \) if and only if \( J(s_B) \) and \( G(s_B) \) are differentiable in \( s_B \).

As we have prove \( G(s_B) \) is polynomial with respect to \( s_B \) and its derivative can be calculated easily. The cost function \( J(s_B) \) is defined by the user and it is supposed to be derivable with respect to \( s_B \) and its derivative is continuous.

So in this case we can write

\[
\frac{\partial \tilde{J}(s_B, \lambda_\psi)}{\partial s_B} = \frac{\partial J(s_B)}{\partial s_B} + \max \{ 0, \lambda_\psi + \sigma G(s_B) \}^T \frac{\partial G(s_B)}{\partial s_B}
\]

As \( \lambda^* \) is unknown, an update rule is used

\[
\lambda_{\psi}^{k+1} = \lambda_{\psi}^k + \sigma \psi(s_B^k)
\]

where \( s_B^* \) is the unconstrained minimum of \( \tilde{J}(s_B, \lambda_\psi) \). Such updating rule will generate a sequence \( \lambda_{\psi}^k \) converges to \( \lambda_{\psi}^* \)

in practice, a good schedule is to choose a moderate \( \sigma_0 \), and increase it as follows

\[
\sigma^{k+1} = \alpha \sigma^k
\]

where \( \alpha \) is between 5 and 10. A threshold \( \sigma_{\text{max}} \) is chosen and the update rule of \( \sigma \) stops when \( \sigma^k \) becomes higher than \( \sigma_{\text{max}} \).

For more details on the algorithm of augmented Lagrange multiplier method see [18, 15, 17].

3) Implementation Algorithm: The algorithm of the implementation can be summarized as follows

1) Given a path which is supposed to be statically stable.
2) Split the path into various time segments depending on the place and shape of support polygon during the motion. The support polygon for each time segment is fixed.
3) Choose \( \Delta t \), this value is usually determined by the sampling period of the humanoid robot’s control loop. For instance, for the humanoid robot HRP-2 \( \Delta t = 5.0 \times 10^{-3} \text{sec} \).
4) Transform each time segment of the initial path into a trajectory by considering a uniform time distribution function \( (s_t = 1, \forall t) \).
5) Calculate \( \Delta q_t, X_t^{i\psi}, \Delta X_t^{i\psi} \) and \( R_i^t \) \( (i = 0, 1, \cdots, n) \), for each time segment of the path. Recall that the path is defined by the parameters \( \{ q_t, X_t^{i\psi}, R_i^t \} \), where \( q_t \) designs the configuration vector of the humanoid robot joints, \( X_t^{i\psi} \) and \( R_i^t \) denote the position and the rotation matrix in the Euclidean space of the free-flyer joint (pelvis joint).
6) Calculate the cubic B-spline functions.
7) Solve the optimization problem (37) for each time segment with the initial solution obtained by applying the above steps.

B. Case 2: joint velocity and torque limits

In this case, we suppose that we have a path which consists of \( K \) points. Similarly to the precedent case, we transform this path into a trajectory by considering a uniform time distribution function. We denote the time horizon \( T = K \Delta t \), where \( \Delta t \) is the sampling time.

In this case, the time parameterization problem of transforming the initial path to a dynamically stable trajectory within the joint velocity and torque limits of the humanoid robot can be expressed by the following optimization problem

\[
\min_{s_t} J(s_t) = \min_{s_t} \left\{ \int_{t=0}^{T} s_t \, dt + \int_{t=0}^{T} L(q_{s_t}, \dot{q}_{s_t}, \tau_{s_t}, s_t) \, dt \right\}
\]
subject to

\[ s_t > 0 \]
\[ p_{s_t}^- \leq p_{s_t} \leq p_{s_t}^+ \]
\[ (f_{s_t}^o | n) \leq 0 \]
\[ \mu (f_{s_t}^o | n) < (\tau_{s_t}^o | n) < -\mu (f_{s_t}^o | n) \]

where \( \tau_{s_t} \) designs the vector of exerted torques on the humanoid robot’s joints. \( \tau^- \) and \( \tau^+ \) denote the lower and upper limits of the torque vector.

By including the torque limits into the time parameterization problem, the obtained motion will not damage the motors located in the articulated joints, and the robot will not stop because of high exerted torques.

However, solving the time parameterization problem, in this case, becomes more difficult. This is because the equation of motion of the humanoid robot should be taken into account, this equation is a complicated and high nonlinear equation.

The motion equation has the following form

\[ \mathbf{M}(q_t) \ddot{q}_t + \mathbf{C}(q_t, \dot{q}_t) = \tau_t \]

where \( \mathbf{M}(q_t) \) is the mass matrix, \( \mathbf{C}(q_t, \dot{q}_t) \) is the Coriolis matrix, and includes gravity and other forces. At a glance, Eq. (46) might appear to be simple; nevertheless, the analytical expressions for a simple six-axis industrial robotic arm are extremely complex.

In order to solve the optimization problem (45), the derivative of \( \tau_{s_t} \) with respect to \( s_t \) should be calculated. This derivative can be calculated as follows

\[ \frac{d\tau_{s_t}}{ds_t} = \frac{\partial \tau_{s_t}}{\partial q_{s_t}} \frac{dq_{s_t}}{ds_t} + \frac{\partial \tau_{s_t}}{\partial \dot{q}_{s_t}} \frac{d\dot{q}_{s_t}}{ds_t} + \frac{\partial \tau_{s_t}}{\partial \ddot{q}_{s_t}} \frac{d\ddot{q}_{s_t}}{ds_t} \]

Because of the path of the vector \( q_{s_t} \), is expressed as discreet points in the configuration space, and the time parameterization algorithm will not change the positions of these points in the configuration space, therefore \( \frac{dq_{s_t}}{ds_t} = 0 \). The quantities \( \frac{d\dot{q}_{s_t}}{ds_t} \) and \( \frac{d\ddot{q}_{s_t}}{ds_t} \) can be calculated easily by using the finite difference approximation of Eq. (26).

The main difficulty is the calculation of the quantities \( \frac{\partial \tau_{s_t}}{\partial q_{s_t}} \) and \( \frac{\partial \tau_{s_t}}{\partial \dot{q}_{s_t}} \). Although, in principle, these quantities can be numerically approximated analogously by using the finite difference, we have observed that this approximation leads to ill-conditioning, and poor convergence behavior. This is because of the high non-linearity of the motion equation (46).

To overcome this problem, an analytical formulation can be derived of the quantities \( \frac{\partial \tau_{s_t}}{\partial q_{s_t}} \) and \( \frac{\partial \tau_{s_t}}{\partial \dot{q}_{s_t}} \) by using the recursive dynamic algorithm proposed in [19], [20], which is based on Lie groups and algebras. (for more details see [19], [20], [21], [22]).

Note that the quantities \( \frac{\partial \tau_{s_t}}{\partial q_{s_t}} \) and \( \frac{\partial \tau_{s_t}}{\partial \dot{q}_{s_t}} \) are calculated only one time and then they are used as constants in the time parameterization algorithm. Therefore the torque limit constraint can be reformulated as polynomial function with respect to \( s_t \) analogously to the previous case.

Thus, the time parameterization problem can be transformed into the classical optimization problem

\[ \min_{s_t} J(s_t) \]

subject to

\[ G(s_t) \leq 0 \]

Similarly to the previous case, the above problem can be solved using the discretization of solution space and the augmented Lagrange multiplier method.

C. Discussion

In this section, we discuss how to split the initial path into time segments according to the support polygon and the global optimal solution of the optimization problem.

- The support polygon is a function of \( s_B \), and it depends on the horizontal position of CoM. However, as the given path is a statically stable one, it can be split into various sections. Each section is a statically stable path which has a fixed support polygon that is independent of \( s_B \). Note that the polygon of support can be determined according to the position of feet and by verifying if the feet are in contact with the ground. This determination can be done independently from \( s_B \), this is because the position vector of the joints \( X_t \) is an invariant quantity in the time parameterization algorithm.

- The optimal solution obtained by solving the optimization problem of time parameterization is a local optimum. However, if we prove that the optimization problem is convex, then the obtained solution is the global optimum. To this end, we should prove that the function \( \tilde{J} \) of Eq. (41) is a convex function. The functions \( J \) and \( \psi \) of Eq. (41) are convex, because the first one is defined by the user and it is supposed to be convex and the second one is convex on account of the convexity of \( G(s_B) \). Consequently, the function \( \tilde{J} \) is convex and the obtained local optimum solution is the global optimum.

IV. CASE STUDIES AND EXPERIMENTAL RESULTS

The considered example is a collision-free reaching motion in a cluttered environment. Fig. 2 shows snapshots of the simulated motion. In the initial configuration, the robot is standing on its right foot and surrounded by a torus, a cylinder and a box. In this example, the task for the humanoid robot is to move its left hand to a specified position, and at same time to keep the projection of its CoM inside of the support polygon (statically stable motion). Producing such kind of motion is a very challenging task. This is because the environment is very cluttered, and the support polygon is small (standing on the right foot). During the motion the humanoid robot should avoid the collision between its left leg and an obstacle which consists of a cylinder and a box, at the same time the left hand should avoid the collision with the torus to reach the desired position. This collision-free path is created using an efficient method proposed by Kanehiro et al [14].

Once the collision-free path is available, this path is converted to a trajectory using a uniform time distribution function.
The sampling time $\Delta t$ has been chosen to be equal to $5.0 \times 10^{-3}$ sec. The duration of the initial trajectory is equal to $71$ sec.

In this section, we will consider three scenarios:

A. First Scenario:

The time parameterization problem has the form of Eq. (37), in which $L(q_{sB}, \dot{q}_{sB}, \ddot{q}_{sB}) = 0$. In this scenario, the objective of time parameterization is to transform the initial path into a minimum time and dynamically stable trajectory.

The effect of the number of B-spline functions on the duration of the obtained trajectory and the required number of iterations to reach the optimal solution is reported in Table I.

<table>
<thead>
<tr>
<th>Number of B-spline</th>
<th>Duration of obtained trajectory (sec)</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>18.35</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>14.81</td>
<td>9</td>
</tr>
<tr>
<td>40</td>
<td>12.68</td>
<td>19</td>
</tr>
<tr>
<td>120</td>
<td>8.92</td>
<td>27</td>
</tr>
</tbody>
</table>

From Table I, it is clear that the duration of the obtained trajectory decreases by increasing the number of B-spline functions. However, the number of iterations to reach the optimal solution increases while increasing the number of B-spline functions.

We have chosen to report the number of iteration instead of the computational time. This is because we are using MATA LB language to solve the optimization problems. However, the number of iterations of the augmented Lagrange multiplier method gives a good idea of the computational time [23], [24], [17]. In fact, the augmented Lagrange multiplier method is a fast and reliable method because it does not require the inversion of matrices which have, in our case, very huge dimensions.

From Fig. 3, we observe that the trajectories of ZMP ($P_x$ and $P_y$) corresponding to basis of B-spline functions of 20 and 120 functions are given in Fig. 3. The directions $x$ and $y$ for the humanoid robot are drawn in Fig. 2.

From Fig. 3, we observe that the trajectories of ZMP are always maintained inside of the polygon of support. However, the fluctuations of ZMP occur more frequently when a basis of 120 Bsplines is used, this is because the motion is faster than the motion obtained by using a basis of 40 Bsplines.

In Fig. 4, the initial, the reference and the executed trajectories of the roll axis of right shoulder joint are given. The initial trajectory is directly obtained from the statically
stable path by considering a uniform distribution of the time parameterization function \((s_t)\). The reference trajectory is the minimum time trajectory obtained by using a basis of 120 B-spline functions. We can observe that the executed trajectory of the real experiment on the humanoid robot HRP-2 is exactly following the reference trajectory. The humanoid robot HRP-2 is a position controlled robot, that means the trajectories of the humanoid robot’s joints are tracked using a high-gain PID controller.

The time parameterization functions \(s_t\) which correspond to basis of B-spline functions of 20, 40 and 120 functions are given in Fig. 5.

Snapshots of the conducted motion applied to the humanoid robot HRP2 are given in Fig. 9.

B. Second Scenario:

In this scenario, the time parameterization problem has also the form of Eq. (37), in which 

\[
L(q_{s_B}, \dot{q}_{s_B}, \ddot{q}_{s_B}) = \beta \ddot{X}_{left\, hand}.
\]

The function \(L\) captures the jerk function of the left hand joint, this joint plays the role of end-effector in the computation of the initial path. The jerk function can be approximated as follows

\[
\ddot{X}_t = \frac{\dot{X}_t - \dot{X}_{t-1}}{s_t \Delta t},
\]

where \(\dot{X}_t\) is expressed as a function of \(s_t\) as in Eq. (23). The duration of the obtained trajectories and the required number of iteration to reach the optimal solution is reported in Table II.
C. Third Scenario:

In this scenario, the time parameterization problem has the form of Eq. (45), in which \( L(q_{sB}, \dot{q}_{sB}, \ddot{q}_{sB}) = 0 \). The objective is also to find the minimum time trajectory and dynamically stable. The difference between this scenario and the first one is that the torque limits of the humanoid robot are taken into account in this scenario.

A comparison between the time parameterization function \( s_t \) which is obtained in this scenario and that one of the first scenario is presented in Fig. 7.

In order to obtain a safe motion which is not near the physical limits of the humanoid robot, we used a safety margin of 20 percent of the humanoid robot’s torque limits.

A comparison between the applied torque on the yaw axis of the hip joint with and without the consideration of torque limits is given in Fig. 8. This figure shows that the constraints on the torque limits have been successfully respected, on the other hand the duration of the obtained trajectory is more than that one of the first scenario. This is in order to respect the torque limits.

V. Conclusion

In this paper, we proposed a numerical method to solve the time parameterization problem of humanoid robot paths. The main contribution of this method is transforming a statically stable path into a minimum time and dynamically stable trajectory which respects the physical limits of the humanoid robot’s joints. We have shown that not only minimizing the trajectory time but also some energy criteria such as the jerk function can be considered.

The initial statically stable path can be calculated using inverse kinematic methods or the motion planning methods. This path, by definition, is a pure geometric description of the motion.

The effectiveness of the proposed method has been validated using the humanoid robot HRP-2.
Fig. 8. Third scenario: applied torque on the yaw axis of the hip joint.

Fig. 9. Snapshots of the real experiment using the humanoid robot HRP-2
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