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The paper presents a theoretical study of an identification problem by shape optimization

methods. The question is to detect an object immersed in a fluid. Here, the problem is
modeled by the Stokes equations and treated as a nonlinear least-squares problem. We

consider both the Dirichlet and Neumann boundary conditions. Firstly, we prove an
identifiability result. Secondly, we prove the existence of the first order shape derivatives
of the state, we characterize them and deduce the gradient of the least-squares functional.

Moreover, we study the stability of this setting. We prove the existence of the second
order shape derivatives and we give the expression of the shape Hessian. Finally, the
compactness of the Riesz operator corresponding to this shape Hessian is shown and the

ill-posedness of the identification problem follows. This explains the need of regularization
to numerically solve this problem.
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1. Introduction, notations and setting of the problem

The detection and the reconstruction of an object immersed in a fluid is a source of

many investigations. Recently, in 2005, Alvarez et al. studied in Ref. 4 the following

inverse problem: an inaccessible rigid body ω is immersed in a viscous fluid, in such

a way that ω plays the role of an obstacle around which the fluid is flowing in a
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greater bounded domain Ω. They wish to determine ω (i.e. its shape and location)

via boundary measurement on the boundary ∂Ω. Under reasonable smoothness

assumptions on Ω and ω, they prove that one can identify ω via the measurement

of both the velocity of the fluid and the Cauchy forces on some part of the boundary

∂Ω. They also give a directional stability result for the inverse problem (see Theorem

1.3 in Ref. 4). After this first result, more investigations were conducted. In 2007,

Heck et al. estimate in Ref. 19 the distance of a chosen point from the obstacle

when the fluid motion is governed by the Stokes equations. In Ref. 5, Alves et al.

use a method based on the analysis of a system of nonlinear integral equations to

determine the shape and the location of a rigid body immersed in a viscous and

incompressible fluid. In 2008, Conca et al. investigate in Ref. 11 the problem of the

detection of a moving obstacle in a perfect fluid by a boundary measurement. They

show that, when the obstacle is a ball, one may identify the position and the velocity

of its center of mass from a single boundary measurement. In 2010, using complex

analysis, Conca et al. prove in Ref. 12 that this result can not be generalized to

any solid. However, they extend this one to moving ellipses and they proved that

when the solid enjoys some symmetry properties, it can be ”partially detected”.

Numerical experiments were also conducted: the numerical reconstruction is difficult

as expected for an inverse problem.

This paper aims to explain these numerical difficulties. We focus on the question

of stability of the shape optimization problem in the case of Stokes equations with

Dirichlet and Neumann boundary conditions. Following previous works on electrical

impedance tomography (by Eppler et al. in Ref. 14 and Afraites et al. in Ref. 2,

Ref. 3), our strategy to solve this inverse problem is to minimize a least-squares

functional. Then, we present the basis of the numerical analysis of this problem by

characterizing the gradient of this functional. To study the stability, we compute the

associated shape Hessian. We prove that this shape Hessian has a pathological be-

havior at possible solutions of the inverse problem: the Riesz operator corresponding

to this shape Hessian is compact. This property explains why only simple shapes

can be recovered. A result converging in the same direction was pointed out to us

by one of the referee: this year, Ballerini proved in Ref. 8 a log-log stability estimate

for a slightly different problem.

This paper is organized as follows. Firstly, we introduce the notations and the

two problems we consider: the Dirichlet case, which is physically relevant, and the

Neumann case much less physically relevant but more challenging from the mathe-

matical point of view. Secondly, we state the main results of this work concerning

these two cases in section 2. In particular, we provide an identification result, we

prove the existence of the first order shape derivative of the state, we characte-

rize this derivative and we give the expression of the gradient of the least-squares

functional. Furthermore, we discuss higher order shape derivatives and we charac-

terize the shape Hessian at a critical point. Finally, we justify the instability of the

problem with the compactness of the Riesz operator corresponding to the shape
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Hessian at a critical shape. In section 3, we present some preliminary results: we

recall an extension proved by Simon in Ref. 23 of the usual implicit functions the-

orem and we prove some results used in section 4 where we prove the main results

of this work. The needed results on Stokes equations concerning the Neumann case

(a theorem of existence and uniqueness of the solution and a local regularity result)

are recalled in Appendix A.

Introduction of the general notations. Let us introduce the notations that we

adopt in this paper. We denote by Lp, Wm,p and Hs the usual Lebesgue and Sobolev

spaces. For k ∈ N and an open set Ω ⊂ R
N (N = 2 or 3), we denote by Ck

c (Ω)

the space of functions with continuous k first derivatives compactly supported in Ω

and by ‖ · ‖k,∞ its natural norm. We also note by D(Ω) the space of C∞ functions

compactly supported in Ω. We note in bold the vectorial functions and spaces: Lp,

Wm,p, Hs, . . . Moreover we will note respectively 〈·, ·〉Ω and 〈·, ·〉∂Ω the dual pro-

duct between
[
H1(Ω)

]′
and H1(Ω) and the dual product between H−1/2(∂Ω) and

H1/2(∂Ω). We denote by |Ω| the measure of Ω and by 1O the characteristic function

of a measurable subset O. Moreover, n represents the external unit normal to ∂Ω,

and for a smooth enough function u, we note respectively ∂nu and ∂2
nn

u the normal

derivative and the second normal derivative of u. We also denote byMN,N the space

of the matrix of size N ×N . The tangential differential operators will be noted by

the subscript Γ. In particular, for w ∈ W1,1(∂Ω) and W ∈ W 1,1(∂Ω,MN,N ), the

following operators are defined on ∂Ω:

• ∇Γw := ∇w − (∇w n)⊗ n, where ⊗ denotes the tensorial product,(1.1)

• divΓ W := divW − (∇W n)n, (1.2)

• ∆Γw := divΓ (∇Γw), which is the Laplace-Beltrami operator. (1.3)

For more details on tangential differential operators, we refer to Section 5.4.3 in

Ref. 20.

The problem setting. Let Ω a bounded, connected and Lipschitz open subset of

R
N (with N = 2 or N = 3). Let δ > 0 fixed (small). We define Oδ the set of all

open subsets ω of Ω with a C2,1 boundary such that d(x, ∂Ω) > δ for all x ∈ ω and

such that Ω \ ω is connected. We also define Ωδ an open set with a C∞ boundary

and such that

{x ∈ Ω ; d(x, ∂Ω) > δ/2} ⊂ Ωδ ⊂ {x ∈ Ω ; d(x, ∂Ω) > δ/3} .

Let U := {θ ∈ W2,∞(RN ); Supp θ ⊂ Ωδ} and U := {θ ∈ U ; ‖θ‖2,∞ < 1} be

the space of admissible deformations. If θ ∈ U , then (I + θ) is a diffeomorphism

by Banach’s fixed point Theorem. For such a θ with Supp θ ⊂ Ω and ω ∈ Oδ, we

check Ω = (I+ θ)(Ω) and we define the perturbed domain ωθ := (I+ θ)(ω) which

is so that Ω \ ωθ ∈ Oδ.

Let fb be an admissible boundary measurement and O a non-empty open subset

of ∂Ω. We will study separately both the Dirichlet case and the Neumann case.
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The Dirichlet case. Let g ∈ H5/2(∂Ω) such that g 6= 0 and satisfying the follo-

wing condition: ∫

∂Ω

g · n = 0, (1.4)

and let us consider, for ω ∈ Oδ, the following overdetermined Stokes boundary

values problem:




−div (σ(u, p)) = 0 in Ω \ ω,

divu = 0 in Ω \ ω,

u = g on ∂Ω,

u = 0 on ∂ω,

σ(u, p)n = fb on O,

(1.5)

where σ(u, p) := ν(∇u+ t∇u)−p I is the stress tensor, with ν > 0 a given constant

representing the kinematic viscosity of the liquid. Since divu = 0 in Ω \ ω, one has

−div (σ(u, p)) = −ν∆u+∇p,

in Ω \ ω and we will use indifferently both expressions.

We suppose here that there exists ω such that (1.5) has a solution. This means

that the measurement fb is perfect, that is to say without error. Thus, we consider

the following geometric inverse problem:

find ω ∈ Oδ and a pair (u, p) which satisfies the overdetermined system (1.5).

(1.6)

To solve this inverse problem, we consider, for ω ∈ Oδ, the least-squares functional

JD(ω) :=

∫

O

|σ(u(ω), p(ω))n− fb|
2,

where (u(ω), p(ω)) ∈ H1(Ω \ ω)× L2(Ω \ ω) is a solution of the Stokes problem




−div (σ(u, p)) = 0 in Ω \ ω,

divu = 0 in Ω \ ω,

u = g on ∂Ω,

u = 0 on ∂ω.

(1.7)

Since we imposed the compatibility condition (1.4), problem (1.7) has a unique

solution once a normalization condition on the pressure p is imposed (see for example

Chapter 1 in Ref. 24). This solution will be called the state. Here, we choose the

normalization ∫

O

(σ(u, p)n) · n =

∫

O

fb · n.

Then, we try to minimize the least-squares criterion JD:

ω∗ = argmin
ω∈Oδ

JD(ω). (1.8)

Indeed, if ω∗ is solution of the inverse problem (1.6), then J(ω∗) = 0 and (1.8) holds.

Conversely, if ω∗ solves (1.8) with J(ω∗) = 0, then this domain ω∗ is a solution of

the inverse problem.
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The Neumann case. We mimic the study of the Dirichlet case. Let f ∈ H3(RN )

such that f 6= 0, f ≡ 0 in Ωδ and satisfying the condition:
∫

Ω

f = 0. (1.9)

For ω ∈ Oδ, we consider the overdetermined Stokes boundary values problem:




−ν∆u+∇p = f in Ω\ω,

divu = 0 in Ω\ω,

−ν∂nu+ pn = 0 on ∂Ω,

−ν∂nu+ pn = 0 on ∂ω,

u = fb on O,

(1.10)

where ν > 0 is a given constant representing the kinematic viscosity of the liquid.

We suppose here that there exists ω such that (1.10) has a solution. This means

that the measurement fb is perfect. Thus, we consider the geometric inverse prob-

lem:

find ω ∈ Oδ and a pair (u, p) which satisfies the overdetermined system (1.10).

(1.11)

To study this inverse problem, we introduce, for ω ∈ Oδ, the least-squares functional

J(ω) :=

∫

O

|u(ω)− fb|
2,

where (u(ω), p(ω)) ∈ H1(Ω \ ω) × L2(Ω \ ω) satisfies the Stokes boundary values

problem




−ν∆u+∇p = f in Ω\ω,

divu = 0 in Ω\ω,

−ν∂nu+ pn = 0 on ∂Ω,

−ν∂nu+ pn = 0 on ∂ω.

(1.12)

Since f satisfies the condition (1.9) and since f ≡ 0 in Ωδ, the compatibility

condition of problem (1.12) is automatically satisfied. According to Appendix A.1,

it has a unique solution once a normalization condition on u is imposed. Here, we

take ∫

O

u =

∫

O

fb .

Then, we try to minimize the least-squares criterion J :

ω∗ = argmin
ω∈Oδ

J(ω). (1.13)

Indeed, if ω∗ is solution of the inverse problem (1.11), then J(ω∗) = 0 and (1.13)

holds. Conversely, if ω∗ solves (1.13) with J(ω∗) = 0, then this domain ω∗ is a

solution of the inverse problem.

Remark 1.1. In this Neumann case, we can also consider a non-homogeneous

Neumann data of the kind −ν∂nu + pn = g on ∂Ω instead of / or in addition to



January 7, 2011 9:22 WSPC/INSTRUCTION FILE
BadraCaubetDambrine-m3as

6 M. Badra, F. Caubet, M. Dambrine

the force f . In the Dirichlet case, we can also consider a force f with homogeneous

Dirichlet data on ∂Ω. These modifications do not change the conclusions of the

work but complicate the notations and computations.

Introduction of the needed functional tools. Let T > 0, that we will have to

fix small. We will use the shape calculus introduced by Murat and Simon in Ref. 22.

Thus, we consider the function

φ : t ∈ [0, T ) 7→ I+ tV ∈ W2,∞(RN ). (1.14)

where V ∈ U . Note that for small t, φ(t) is a diffeomorphism of R
N and that

φ′(0) = V vanishes on ∂Ω and even on the tubular neighborhood Ω \Ωδ of ∂Ω. For

t ∈ [0, T ), we define ωt := φ(t)(ω) where φ is defined by (1.14). For the rest of the

paper, we use a subscript ”t” to indicate that the quantity is defined on the time t

dependent domain. For instance, nt is the external unit normal of Ω \ ωt.

2. Statement of the main results

We will state the main results in the two cases we study: the Dirichlet and the

Neumann cases exposed in the previous section. We obtain similar results.

2.1. The Dirichlet case

Identifiability result We first quote an identifiability result in the Dirichlet case

(see Theorem 1.2 in Ref. 4) proved by Alvarez et al.: it states that given a fixed g,

two different geometries ω0 and ω1 in Oδ yield two different measures fb1 and fb2.

Hence problem (1.6) admits a unique solution.

Theorem 2.1 (C. Alvarez, C. Conca, L. Friz, O. Kavian, J.H. Ortega,

Ref. 4). Let Ω ⊆ R
N , N = 2 or N = 3, be a bounded Lipschitz domain, and O a

non-empty open subset of ∂Ω. Let

ω0, ω1 ∈ Dad := {ω ⊂⊂ Ω; ω is open, Lipschitz and Ω \ ω is connected}

and g ∈ H3/2(∂Ω) with g 6= 0, satisfying the flux condition (1.4). For ǫ∗ = 0 or

ǫ∗ = 1, let (uj , pj) for j = 0, 1, be a solution of





−div (σ(uj , pj)) + ǫ∗div (uj ⊗ uj) = 0 in Ω \ ωj ,

divuj = 0 in Ω \ ωj ,

uj = g on ∂Ω,

uj = 0 on ∂ωj .

Assume that (uj , pj) are such that

σ(uj , pj)n = σ(uj , pj)n on O.

Then ω0 ≡ ω1.
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Sensitivity with respect to the domain Secondly, we aim to make a sensitivity

(with respect to the shape) analysis. The Stokes problem on Ω \ ωt





−div (σ(ut, pt)) = 0 in Ω \ ωt,

divut = 0 in Ω \ ωt,

ut = g on ∂Ω,

ut = 0 on ∂ωt,

admits a unique solution (ut, pt) ∈ H1(Ω \ ωt) × L2(Ω \ ωt) satisfying the norma-

lization condition ∫

O

(σ(ut, pt)n) · n =

∫

O

fb · n.

Proposition 2.1 (First order shape derivatives of the state). The solution

(u, p) is differentiable with respect to the domain. Moreover, the derivatives u′ and

p′ belong to H2(Ωδ \ω) and to H1(Ωδ \ω). The pair (u′, p′) ∈ H1(Ω\ω)×L2(Ω\ω)

is the only solution of the following boundary values problem




−div (σ(u′, p′)) = 0 in Ω \ ω,

divu′ = 0 in Ω \ ω,

u′ = 0 on ∂Ω,

u′ = −∇uV on ∂ω,

with the normalization condition∫

O

(σ(u′, p′)n) · n = 0.

Proposition 2.2 (First order shape derivatives of the functional). For V

in U , the least-squares functional JD is differentiable at ω in the direction V with

D JD(ω) · V = −

∫

∂ω

[(σ(w, q)n) · ∂nu] (V · n),

where (w, q) ∈ H1(Ω\ω)×L2(Ω\ω) is the solution of the following Stokes boundary

values problem:




−div (σ(w, q)) = 0 in Ω \ ω,

divw = 0 in Ω \ ω,

w = 2(σ(u, p)n− fb)1O on ∂Ω,

w = 0 on ∂ω,

with the normalization condition∫

O

(σ(w, q)n) · n = 0.

Remark 2.1. The differentiability with respect to the domain of u and p as well

as Proposition 2.2 remain true under weaker assumptions. Indeed, the proof is

still valid with g ∈ H1/2(∂Ω) and ω with a C1,1 boundary (but in this case, the

expression of D JD(ω) · V has to be seen as a duality product H−1/2 ×H1/2).
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Second order analysis: justification of the instability Finally, we want to

study the stability of the optimization problem (1.8) at ω∗.

Proposition 2.3 (Characterization of the shape Hessian at a critical

shape). The solution (u, p) is twice differentiable with respect to the domain.

Moreover, for V ∈ U , we have

D2JD(ω∗) · V · V =

∫

∂ω∗

−(σ(w′, q′)n) · (∇uV ),

where (w′, q′) ∈ H1(Ω \ ω∗)× L2(Ω \ ω∗) is the solution of the following problem:





−div (σ(w′, q′)) = 0 in Ω \ ω∗,

divw′ = 0 in Ω \ ω∗,

w′ = 2σ(u′, p′)n1O on ∂Ω,

w′ = 0 on ∂ω∗,

with the normalization condition
∫

O

(σ(w′, q′)n) · n = 0.

Proposition 2.4 (Compactness at a critical point). The Riesz operator cor-

responding to D2JD(ω∗) defined from H1/2(∂ω∗) to H−1/2(∂ω∗) is compact.

Remark 2.2. We refer to Theorem IV-5-1 in Ref. 17 for the local regularity result

for the solutions in the Dirichlet case. This point is crucial for proving Proposition

2.4 with the method we adopt here.

2.2. The Neumann case

Identifiability result We first present a new identifiability result for the Neumann

case.

Theorem 2.2 (Identifiability result). Let Ω ⊆ R
N , N = 2 or N = 3, be a

bounded Lipschitz domain and O a non-empty open subset of ∂Ω. Let ω0, ω1 ∈ Oδ

and f ∈ L2(Ω) with f 6= 0 and f ≡ 0 in Ωδ satisfying the condition (1.9). Let

(uj , pj), for j = 0, 1, be a solution of





−ν∆uj +∇pj = f in Ω\ωj ,

divuj = 0 in Ω\ωj ,

−ν∂nuj + pj n = 0 on ∂Ω,

−ν∂nj
uj + pj nj = 0 on ∂ωj .

Assume that (uj , pj) are such that u0 = u1 on O. Then ω0 ≡ ω1.

Remark 2.3. This proof of identifiability will be done under the weaker assump-

tion: ω0 and ω1 have a Lipschitz boundary.
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Sensitivity with respect to the domain. Secondly, we aim to make a sensitivity

(with respect to the shape) analysis, as in the Dirichlet case. The Stokes problem

on Ω \ ωt





−ν∆ut +∇pt = f in Ω \ ωt,

divut = 0 in Ω \ ωt,

−ν∂nut + ptn = 0 on ∂Ω,

−ν∂nt
ut + ptnt = 0 on ∂ωt,

(2.1)

admits a unique solution (ut, pt) ∈ H1(Ω \ ωt) × L2(Ω \ ωt) satisfying the norma-

lization condition
∫

O

ut =

∫

O

fb.

Notice that the compatibility condition of problem (2.1) is automatically satisfied

since f satisfies the condition (1.9) and since f ≡ 0 in Ωδ.

Proposition 2.5 (First order shape derivatives of the state). The solution

(u, p) is differentiable with respect to the domain. Moreover, the shape derivatives u′

and p′ belong to H2(Ωδ\ω) and to H1(Ωδ\ω). The pair (u
′, p′) ∈ H1(Ω\ω)×L2(Ω\ω)

is the only solution of the following boundary values problem





−ν∆u′ +∇p′=0 in Ω \ ω,

divu′=0 in Ω \ ω,

−ν∂nu
′ + p′ n=0 on ∂Ω,

−ν∂nu
′ + p′ n=

(
ν∂2

nn
u− ∂npn

)
(V ·n) + p∇Γ(V ·n)− ν∇u∇Γ(V ·n) on ∂ω,

(2.2)

with the normalization condition
∫

O

u′ = 0.

Remark 2.4 (Meaning of high order derivatives on ∂ω). By the local reg-

ularity result Appendix A.2, u ∈ H3(Ωδ \ ω), p ∈ H2(Ωδ \ ω), then the quantity

ν∂2
nn
u− ∂npn belongs to H1/2(∂ω).

Proposition 2.6 (First order shape derivatives of the functional). For V

in U , the least-squares functional J is differentiable at ω in the direction V with

D J(ω) · V =

∫

∂ω

[(
ν∂2

nn
u− ∂npn

)
·w − divΓ

(
(p I− νt∇u)w

)]
(V · n),

where (w, q) ∈ H1(Ω \ ω)× L2(Ω \ ω) is the solution of the following problem:





−ν∆w +∇q = 0 in Ω \ ω,

divw = 0 in Ω \ ω,

−ν∂nw + q n = 2(u− fb)1O on ∂Ω,

−ν∂nw + q n = 0 on ∂ω,

(2.3)
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with the normalization condition
∫

O

w = 0.

Remark 2.5 (Meaning of high order derivatives on ∂ω). The expression of

shape derivative involves high order derivatives of the couple (u, p) that have to

be well defined. By the local regularity result Appendix A.2, w ∈ H3(Ωδ \ ω). It

follows that w ∈ H5/2(∂ω) and p I − νt∇u ∈ H3/2(∂ω). Therefore, the function

(p I− νt∇u)w ∈ W1,1(∂ω) has a tangential divergence on ∂ω.

Moreover, using the Sobolev embeddings in dimension N = 2 or N = 3,

w ∈ H3(Ωδ \ ω) →֒ L∞(Ωδ \ ω) and ∇w ∈ H2(Ωδ \ ω) →֒ L∞(Ωδ \ ω).

Thus, w ∈ W2,∞(Ωδ \ω), then (p I− νt∇u)w ∈ H1(Ωδ \ω) and finally we get that

divΓ (p I− νt∇u)w ∈ H−1/2(∂ω).

Remark 2.6. The differentiability with respect to the domain of u and p as well

as Proposition 2.6 remain true under weaker assumptions. Indeed, the proof is still

valid with f ∈ H1(RN ) and ω with a C1,1 boundary (but in this case, the expression

of D J(ω) · V has to be seen as a duality product H−1/2 ×H1/2).

Second order analysis: justification of the instability. Finally, we study the

stability of the optimization problem (1.13) at ω∗.

Proposition 2.7 (Characterization of the shape Hessian at a critical

shape). The solution (u, p) is twice differentiable with respect to the domain.

Moreover, for V ∈ U , we have

D2J(ω∗)·V ·V =

∫

∂ω∗

[(
ν∂2

nn
u− ∂npn

)
(V · n) + p∇Γ (V · n)− ν∇u∇Γ (V · n)

]
·w′,

where (w′, q′) ∈ H1(Ω \ ω∗) × L2(Ω \ ω∗) satisfies the following Stokes boundary

values problem:





−ν∆w′ +∇q′ = 0 in Ω \ ω∗,

divw′ = 0 in Ω \ ω∗,

−ν∂nw
′ + q′ n = 2u′

1O on ∂Ω,

−ν∂nw
′ + q′ n = 0 on ∂ω∗,

(2.4)

with the normalization condition
∫

O

w′ = 0.

Proposition 2.8 (Compactness at a critical point). The Riesz operator cor-

responding to D2J(ω∗) defined from H1/2(∂ω∗) to H−1/2(∂ω∗) is compact.
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2.3. About the lack of stability.

Statements 2.4 and 2.8 explain the difficulties encountered to solve numerically this

problem. Indeed, the gradient has not a uniform sensitivity with respect to the

deformation directions. Since J is twice differentiable, it behaves about ω∗ as its

second order approximation. the compactness result means, roughly speaking, that

in a neighborhood of ω∗ (i.e. for t small) one cannot expect an estimate of the kind

C t ≤
√
J(ωt) with a constant C uniform in V .

However we prove that, for a finite dimensional space of deformation fields, the

discrete shape Hessian is coercive: our identifiability result proves that the domain

to be recovered is a local strict minimum of the least-squares functional. Let us

take the example of a starshaped domain ω in dimension two. Assume that ∂ω is

parametrized by

∂ω =
{( g0

g1

)
+

(
g2 +

∞∑

k=1

(g2k+1cos(k t) + g2k+2sin(k t))

)(
cos(t)

sin(t)

)

=
∞∑

k=0

gkV k(t); t ∈ (0, 2π)
}
,

where gk ∈ R. Then, for all n ∈ N, we have an estimate of the kind

∀V ∈ Span(V k)0≤k≤2n+2, D2J(ω∗) · (V ,V ) ≥ Cn |V |2,

where Cn is a positive constant. But this constant Cn tends to 0 when n tends to

+∞. We even expect that this decreasing is exponential as observed in Ref. 2 for

the Laplacian case. Therefore, our functional is degenerate for the highly oscillat-

ing deformations, i.e. for the deformation directions V k with k >> 1. Thus, for

a numerical resolution, one has to exclude these highly oscillating deformations.

We therefore explain the result of Conca et al. in Ref. 12. This instability can be

avoided by regularization, for example, by adding to the least-squares functional a

penalization in terms of the perimeter. This term leads to well posed problems (see

Ref. 10 and Ref. 13). This lack of real stability is also pointed out in the recent

paper of Ballerini (Ref. 8).

3. Differentiability results

Existence and characterization of the shape derivatives of the state and of the

gradient of the least-squares functional are proved by classical arguments in shape

calculus. Differentiability of the solution of the Stokes problem and of the shape

functional is obtained through a generalized implicit function theorem proved by

Simon (see Theorem 6 in Ref. 23) that we recall the statement for the reader’s

convenience.

All the proofs are done for the Neumann case. Adaption to the Dirichlet case

is straightforward. Auxiliary results on Stokes equations with Neumann conditions

(an existence and uniqueness of the solution theorem and a local regularity result)

are recalled in Appendix A.
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Theorem 3.1 (J. Simon, Ref. 23). We give us

• an open set U in a Banach space U , u0 ∈ U , two reflexive Banach spaces

E1 and E2,

• a map F : U × E1 → E2, such that F (u, ·) ∈ L(E1, E2) for all u ∈ U ,

• a function m : U → E1 and a function f : U → E2 such that

F (u,m(u)) = f(u) ∀u ∈ U .

(i) Assume that

• u 7→ F (u, ·) is differentiable at u0 into L(E1, E2),

• f is differentiable at u0,

• ‖F (u0, x)‖E2
≥ α‖x‖E1

∀x ∈ E1, for some α > 0.

Then, the map u 7→ m(u) is differentiable at u0. Its derivative m
′(u0, ·) is the unique

solution of

F (u0,m
′(u0, v)) = f ′(u0, v)− ∂uF (u0,m(u0), v) ∀v ∈ U.

(ii) In addition, assume that for some integer k ≥ 1, u 7→ F (u, ·) and f are k times

differentiable at u0. Then, the map u 7→ m(u) is k times differentiable at u0.

We recall the main assumptions made in the introduction: f ∈ H3(RN ), Ω is

Lipschitz and ω has a C2,1 boundary. Let θ ∈ U . We set (uθ, pθ) the unique solution

in H1(Ω \ ωθ)× L2(Ω \ ωθ) of





−ν∆uθ +∇pθ = f in Ω \ ωθ,

divuθ = 0 in Ω \ ωθ,

−ν∂nuθ + pθn = 0 on ∂Ω,

−ν∂nθ
uθ + pθnθ = 0 on ∂ωθ,

(3.1)

with
∫

O

uθ =

∫

O

fb.

This boundary values problem has the following variational formulation:




∫

Ω\ωθ

{ν∇uθ :∇ϕθ − pθ divϕθ} =

∫

Ω\ωθ

f ·ϕθ ∀ϕθ ∈ H1(Ω \ ωθ),
∫

Ω\ωθ

ξθ divuθ = 0 ∀ξθ ∈ L2(Ω \ ωθ),
∫

O

uθ =

∫

O

fb.

(3.2)

Let us define the key objects of our differentiability proof:

vθ := uθ ◦ (I+ θ) ∈ H1(Ω \ ω) and qθ := pθ ◦ (I+ θ) ∈ L2(Ω \ ω).
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For k,m ∈ N, k < m, we note Xk,m(Ω\ω,Ωδ \ω) the space of functions in Hk(Ω\ω)

such that their restriction to Ωδ \ ω belongs to Hm(Ωδ \ ω). This space endowed

with the norm

‖u‖Xk,m(Ω\ω,Ωδ\ω) :=
(
‖u‖2Hk(Ω\ω) + ‖u‖2Hm(Ωδ\ω)

)1/2
,

is hilbertian. We define similarly the space X∗,m(Ω\ω,Ωδ \ω) the space of functions

in
[
H1(Ω \ ω)

]′
such that their restriction to Ωδ \ ω belongs to Hm(Ωδ \ ω).

Before establishing the first order differentiability, we prove the following three

lemmas.

Lemma 3.1 (Characterization of (vθ, qθ)). For θ ∈ U , the pair (vθ, qθ) satisfies

for all ϕ ∈ H1(Ω \ ω) and all ξ ∈ L2(Ω \ ω)





∫

Ω\ω

{[∇vθA(θ)] :∇ϕ− qθB(θ) :∇ϕ} =

∫

Ω\ω

[f ◦ (I+ θ)] ·ϕJθ,
∫

Ω\ω

(∇vθ :B(θ)) ξ = 0,
∫

O

vθ =

∫

O

fb,

with

Jθ := det (I +∇θ) ∈ W1,∞
(
Ωδ

)
,

A(θ) := νJθ(I +∇θ)−1(I + t∇θ)−1 ∈ W1,∞
(
Ωδ,MN,N

)
,

B(θ) := Jθ(I +
t∇θ)−1 ∈ W1,∞

(
Ωδ,MN,N

)
.

Lemma 3.2 (Differentiability of θ 7→ (vθ, qθ)). The function

θ ∈ U 7→ (vθ, qθ) ∈ X1,2(Ω \ ω,Ωδ \ ω)×X0,1(Ω \ ω,Ωδ \ ω)

is differentiable in a neighborhood of 0.

Lemma 3.3 (Differentiability of θ 7→ (uθ, pθ)). There exists ũθ, p̃θ some res-

pective extension of uθ ∈ H1(Ω \ ω), pθ ∈ L2(Ω \ ω) such that the functions

θ ∈ U 7→ ũθ ∈ H1(Ω) and θ ∈ U 7→ p̃θ ∈ L2(Ω)

are differentiable at 0.

Remark 3.1. We will prove this three lemmas under weaker geometrical assump-

tions: f ∈ H1(RN ) and ω with a C1,1 boundary.

Proof. (of Lemma 3.1: characterization of (vθ, qθ)). Let ϕ ∈ H1(Ω \ ω),

ξ ∈ L2(Ω \ ω) and θ ∈ U . Using

ϕθ := ϕ ◦ (I+ θ)−1 ∈ H1(Ω \ ωθ) and ξθ := ξ ◦ (I+ θ)−1 ∈ L2(Ω \ ωθ)
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as test functions in the variational formulation (3.2), we have




∫

Ω\ωθ

{
ν
[(
∇vθ(I +∇θ)−1

)
◦ (I+ θ)−1

]
:
[(
∇ϕ (I +∇θ)−1

)
◦ (I+ θ)−1

]

−
(
qθ ◦ (I+ θ)

−1
)
div (ϕ ◦ (I+ θ)−1)

}
=

∫

Ω\ωθ

f ·
[
ϕ ◦ (I+ θ)−1

]
,

∫

Ω\ωθ

[
ξ ◦ (I+ θ)−1

]
div (vθ ◦ (I+ θ)−1) = 0,
∫

O

vθ ◦ (I+ θ)−1 =

∫

O

fb.

However, div
(
ϕ ◦ (I+ θ)−1

)
=
(
∇ϕ ◦ (I+ θ)−1

)
:
(
(I + t∇θ)−1 ◦ (I+ θ)−1

)
, and

a similar equality holds with vθ instead of ϕ. Thus, the conclusion follows after the

change of variables x = (I+ θ)y and by noticing that
∫

O

vθJθ =

∫

O

[fb ◦ (I+ θ)] Jθ ⇐⇒

∫

O

vθ =

∫

O

fb,

since θ ≡ 0 on O ⊂ ∂Ω.

Proof. (of Lemma 3.2: differentiability of θ 7→ (vθ, qθ)). Let us check the

assumptions of Simon’s Theorem.

First step: notations. We need some additional tools: a third domain Ω̃δ which is

an open set with a C∞ boundary and such that Ωδ ⊂⊂ Ω̃δ ⊂⊂ Ω and a truncation

function Φ ∈ C∞
c (Ω̃δ) such that Φ ≡ 1 in Ωδ. Using the notations introduced in

Lemma 3.1, we define the spaces:

E1 :=
{
(v, q) ∈ H1(Ω \ ω)× L2(Ω \ ω) ; (Φv,Φq) ∈ H2(Ω \ ω)×H1(Ω \ ω)

}
,

E2 :=
{
(f , g) ∈

[
H1(Ω \ ω)

]′
×L2(Ω \ ω) ; (Φf ,Φg) ∈ L2(Ω \ ω)×H1(Ω \ ω)

}
× R

N .

Note that E1 and E2 are Hilbert spaces with respective norms

‖(v, q)‖2E1
:= ‖v‖2

H1(Ω\ω) + ‖q‖2L2(Ω\ω) + ‖Φv‖2
H2(Ω\ω) + ‖Φq‖2H1(Ω\ω),

‖((f , g), r)‖2E2
:= ‖f‖2[H1(Ω\ω)]′ + ‖g‖2L2(Ω\ω) + ‖Φf‖2

L2(Ω\ω) + ‖Φg‖2H1(Ω\ω) + |r|2.

Moreover, for (v, q) ∈ E1, (v, q) ∈ X1,2(Ω \ω,Ωδ \ω)×X0,1(Ω \ω,Ωδ \ω), and for

((f , g), r) ∈ E2, (f , g) ∈ X∗,0(Ω \ ω,Ωδ \ ω) × X0,1(Ω \ ω,Ωδ \ ω), and there is a

constant CE such that the following estimates hold:

‖(v, q)‖X1,2(Ω\ω,Ωδ\ω)×X0,1(Ω\ω,Ωδ\ω) ≤ CE‖(v, q)‖E1

‖(f , g)‖X∗,0(Ω\ω,Ωδ\ω)×X0,1(Ω\ω,Ωδ\ω) ≤ CE‖((f , g), r)‖E2
.

(3.3)

We also define the functions:

• f1(θ, (v, q)) ∈
[
H1(Ω \ ω)

]′
by ∀ϕ ∈ H1(Ω \ ω),

〈f1(θ, (v, q)) , ϕ〉Ω\ω :=

∫

Ω\ω

[f ◦ (I+ θ)] · Jθϕ ,
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• F1(θ, (v, q)) ∈
[
H1(Ω \ ω)

]′
by ∀ϕ ∈ H1(Ω \ ω),

〈F1(θ, (v, q)) , ϕ〉Ω\ω :=

∫

Ω\ω

{[∇vA(θ)] :∇ϕ− q B(θ) :∇ϕ} ,

• m(θ) := (vθ , qθ) and f(θ) :=

(
f1(θ, (v, q)) , 0 ,

∫

O

fb

)
,

• F (θ, (v, q)) :=

(
F1(θ, (v, q)) , ∇v :B(θ) ,

∫

O

v

)
.

By the characterization of (vθ, qθ) obtained in Lemma 3.1,

F (θ,m(θ)) = f(θ) ∀θ ∈ U .

Second step: differentiability of F and f at 0. We use the chain rule. Since the

functions

θ ∈ U 7→ Jθ ∈ L∞(Ω) and θ ∈ U 7→ (I +∇θ)−1 ∈ L∞(Ω,MN×N )

are C∞, the functions

θ ∈ U 7→ A(θ) ∈ L∞(Ω,MN×N ) and θ ∈ U 7→ B(θ) ∈ L∞(Ω,MN×N )

are C∞. Moreover, the following functions are C∞:

L∞(Ω,MN×N )×
{
v ∈ H1(Ω\ω); Φv∈H2(Ω\ω)

}
→
{
g ∈ L2(Ω\ω); Φg ∈ H1(Ω\ω)

}

(B,v)7→∇v :B,

v ∈ X1,2(Ω \ ω,Ωδ \ ω) 7→

∫

O

v ∈ R
N ,

F1 : (θ, (v, q)) ∈ U ×E1 7→ F1(θ, (v, q)) ∈
{
f ∈

[
H1(Ω \ ω)

]′
; Φf ∈ L2(Ω \ ω)

}
.

Finally, since f ∈ H1(RN ) by hypothesis, the function

θ ∈ W1,∞(Ω) 7→ f ◦ (I+ θ) ∈ L2(RN )

is C1 in a neighborhood of 0 by Lemma 5.3.3 in Ref. 20. Then, the function

f1 : (θ, (v, q)) ∈ U ×E1 7→ f1(θ, (v, q)) ∈
{
f ∈

[
H1(Ω \ ω)

]′
; Φf ∈ L2(Ω \ ω)

}

is C1. By composition, F is C∞ and f is C1 in a neighborhood of 0.

Third step: existence of α > 0 such that ‖F (0, (v, q))‖E2
≥ α‖(v, q)‖E1

. We

consider a pair (v, q) ∈ E1 and we define (ξ, η, r) ∈ E2 by F (0, (v, q)) = (ξ, η, r).

Then, we have, for all ϕ ∈ H1(Ω \ ω),




∫

Ω\ω

{ν∇v :∇ϕ− q divϕ} = 〈ξ , ϕ〉Ω\ω ,

div v = η in Ω \ ω,∫

O

v = r.
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Setting ϕi := t(0, . . . , 0, 1, 0, . . . , 0), (i = 1, . . . , N), as test functions in the first

line of the previous system, we check the compatibility condition of Appendix A.1.

Thus, according to Appendix A.1, there exists w ∈ H1(Ω\ω) such that

∫

Ω\ω

w = 0

and such that, for all ϕ ∈ H1(Ω \ ω),




∫

Ω\ω

{ν∇w :∇ϕ− q divϕ} = 〈ξ , ϕ〉Ω\ω ,

divw = η , in Ω \ ω,

and there exits a constant α1 > 0 such that

‖w‖H1(Ω\ω) + ‖q‖L2(Ω\ω) ≤ α1

(
‖ξ‖[H1(Ω\ω)]′ + ‖η‖L2(Ω\ω)

)
. (3.4)

Such a problem has a unique solution, we then get that

v = w −
1

|O|

∫

O

w + r.

Thus, by computation, there exists a constant α2 > 0 such that

‖v‖H1(Ω\ω) − |Ω \ ω|−1/2|r| ≤ α2‖w‖H1(Ω\ω).

Hence, using the above inequality and (3.4), there exists a constant α3 > 0, such

that

‖v‖H1(Ω\ω) + ‖q‖L2(Ω\ω) ≤ α3

(
‖ξ‖[H1(Ω\ω)]′ + ‖η‖L2(Ω\ω) + |r|

)
. (3.5)

Mimicking the proof of the local regularity result Appendix A.2 (see inequality

(A.9)), we use the argument stated above to prove the existence of a constant α4

such that

‖Φv‖
H2(Ω̃δ\ω) + ‖Φq‖H1(Ω̃δ\ω)

≤ α4

(
‖Φξ‖

L2(Ω̃δ\ω) + ‖Φη‖H1(Ω̃δ\ω) + ‖v‖H1(Ω\ω) + ‖q‖L2(Ω\ω) + |r|
)
.

Thus, since Φ is compactly supported in Ω̃δ,

‖Φv‖H2(Ω\ω) + ‖Φq‖H1(Ω\ω)

≤ α4

(
‖Φξ‖L2(Ω\ω) + ‖Φη‖H1(Ω\ω) + ‖v‖H1(Ω\ω) + ‖q‖L2(Ω\ω) + |r|

)
. (3.6)

Gathering (3.5) and (3.6), there exists a constant α > 0 such that

‖F (0, (v, q))‖E2
≥ α‖(v, q)‖E1

.

Fourth step: conclusion. By Simon’s Theorem,

θ ∈ U 7→ (vθ, qθ) ∈ E1

is differentiable in a neighborhood of 0. We conclude using the fact that E1 is

continuously embedded in X1,2(Ω \ ω,Ωδ \ ω)×X0,1(Ω \ ω,Ωδ \ ω) (see (3.3)).
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Proof. (of Lemma 3.3: differentiability of θ 7→ (uθ, pθ)). We use the chain

rule. We only prove the result on ũθ because the ideas are exactly the same for the

result on p̃θ.

For θ ∈ U , uθ = vθ ◦ (I + θ)−1 ∈ H2(Ωδ \ ωθ). According to Lemma 3.2 and

Stein’s extension Theorem (Theorem 5.24 in Ref. 1), there exists ṽθ, an extension

of vθ, such that θ ∈ U 7→ ṽθ ∈ H2(Ωδ) is differentiable at 0. Moreover,

θ ∈ U 7→ (I+ θ)−1 − I ∈ W1,∞(Ω)

is differentiable at 0. Thus,

ϕ1 : θ ∈ U 7→ (ṽθ, (I+ θ)
−1 − I) ∈ H2(Ωδ)×W1,∞(Ω)

is differentiable at 0. We apply Lemma 5.3.9 in Ref. 20, to get that

ϕ2 : (g,µ) ∈ H2(RN )×W1,∞(Ω) 7→ g ◦ (I+ µ) ∈ H1(RN )

is C1 in a neighborhood of 0. By composition, ϕ2 ◦ϕ1 is differentiable at 0. Then,

we define an extension of uθ as

ũθ :=

{
ϕ2 ◦ϕ1(θ) in Ωδ,

uθ in Ω \ Ωδ.

Using Lemma 3.2, the function

θ ∈ U 7→ uθ Ω\Ωδ
= vθ ◦ (I+ θ)−1

Ω\Ωδ
= vθ Ω\Ωδ

∈ H1(Ω \ Ωδ)

is differentiable at 0. Moreover, on a neighborhood V(∂Ωδ) of ∂Ωδ, ˜̃uθ = uθ = vθ.

Thus, using Lemma 3.2, θ ∈ U 7→ ũθ V(∂Ωδ) ∈ H1(V(∂Ωδ)) is differentiable at 0.

Therefore θ ∈ U 7→ ũθ ∈ H1(Ω) is differentiable at 0.

Higher order differentiability. To prove that (u, p) is twice differentiable with

respect to the shape, we use the second order differentiability of θ 7→ (vθ, qθ).

Therefore, we first prove the following lemma:

Lemma 3.4. The function

θ ∈ U 7→ (vθ, qθ) ∈ X1,3(Ω \ ω,Ωδ \ ω)×X0,2(Ω \ ω,Ωδ \ ω)

is twice differentiable in a neighborhood of 0.

Proof. We use Simon’s Theorem 3.1. Let the open set Ω̃δ defined in the proof of

Lemma 3.2 and Φ ∈ C∞
c (Ω̃δ) such that Φ ≡ 1 in Ωδ. We consider the functions

F and f defined in the proof of Lemma 3.2 with modified sets of departure and

destination:

E1 :=
{
(v, q) ∈ H1(Ω \ ω)× L2(Ω \ ω); (Φv,Φq) ∈ H3(Ω \ ω)×H2(Ω \ ω)

}
,

E2 :=
{
(f , g) ∈

[
H1(Ω \ ω)

]′
× L2(Ω \ ω); (Φf ,Φg) ∈ H1(Ω \ ω)×H2(Ω \ ω)

}
×R

N.
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We adapt the proof of Lemma 3.2 to obtain that F and f are C2 in a neighborhood

of 0. Indeed, since f ∈ H3(RN ), then the function

θ ∈ U 7→ f ◦ (I+ θ) ∈ H1(RN )

is C2 in a neighborhood of 0 (see Lemma 5.3.9 in Ref. 20). Moreover, we check last

assumption of Theorem 3.1 (the estimation) like in the proof of Lemma 3.2. We use

in particular the local regularity result Appendix A.2. Therefore, the function

θ ∈ U 7→ (vθ, qθ) ∈ X1,3(Ω \ ω,Ωδ \ ω)×X0,2(Ω \ ω,Ωδ \ ω)

is twice differentiable in a neighborhood of 0.

Lemma 3.5 (Second order shape differentiability). The solution (u, p) is

twice differentiable with respect to the domain.

Proof. Let us set vt := ut ◦ φ(t) and qt := pt ◦ φ(t) where φ(t) = I + tV . Using

the Fréchet differentiability Lemma 3.4, we obtain the Gâteaux differentiability in

the direction V , the functions

t ∈ [0, T ) 7→ vt Ωδ\ω ∈ H3(Ωδ \ ω) and t ∈ [0, T ) 7→ qt Ωδ\ω
∈ H2(Ωδ \ ω)

are two times differentiable at 0. Using Stein’s extension Theorem, there exists

P : H3(Ωδ \ ω) → H3(Ωδ) and Q : H2(Ωδ \ ω) → H2(Ωδ),

two extension operators linear continuous. Thus, using Lemma 5.3.9 in Ref. 20, the

functions

t ∈ [0, T ) 7→ P (vt) ◦ (I+ tV )−1 =: ˜̃ut ∈ H1(Ωδ)

and

t ∈ [0, T ) 7→ Q(qt) ◦ (I+ tV )−1 =: ˜̃pt ∈ L2(Ωδ)

are twice differentiable in a neighborhood of 0. Moreover, the functions

t ∈ [0, T ) 7→ ut Ω\Ωδ
= vt Ω\Ωδ

∈ H1(Ω \ Ωδ)

and

t ∈ [0, T ) 7→ pt Ω\Ωδ
= qt Ω\Ωδ

∈ L2(Ω \ Ωδ)

are twice differentiable in a neighborhood of 0 by composition. Thus, defining

ũt :=

{
˜̃ut in Ωδ

ut in Ω \ Ωδ

and p̃t :=

{
˜̃pt in Ωδ

pt in Ω \ Ωδ,

we conclude as in the proof of Lemma 3.3.
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4. Proof of the main results

The identifiability result for Neumann conditions It is directly adapted from

Theorem 1.2 in Ref. 4. The main ingredient is the following theorem due to Fabre

and Lebeau:

Theorem 4.1 (C. Fabre, G. Lebeau, Ref. 16). Let Ω0 ⊆ R
N , N ≥ 2, be

a bounded domain and D0 an open subset of Ω0. If a ∈ L∞
loc(Ω0) and (u, p) in

H1
loc(Ω0)× L2

loc(Ω0) is a solution of
{
−∆u+ (a · ∇)u+∇p = 0 in Ω0,

divu = 0 in Ω0,

with u = 0 in D0, then u = 0 in Ω0 and p is constant in Ω0.

We deduce from the above theorem the following corollary:

Corollary 4.1 (Unique continuation property). Let Ω0 ⊆ R
N , N ≥ 2, be a

Lipschitz domain. If (u, p) ∈ H1(Ω0)× L2(Ω0) is a solution of




−ν∆u+∇p = 0 in Ω0,

divu = 0 in Ω0,

−ν∂nu+ pn = 0 on O,

u = 0 on O,

(4.1)

where O ⊂ ∂Ω0 is a relatively open non-empty subset, then u = 0 and p = 0 in Ω0.

Proof. (of Corollary 4.1). We enlarge the domain by a ball: we fix a point y in

O, we set ρ := d(y, ∂O)/2 and set Ωρ := Ω0 ∪ B(y, ρ). We define

ũ =

{
u in Ω0,

0 in Ωρ \ Ω0,
and p̃ =

{
p in Ω0,

0 in Ωρ \ Ω0.

Since u ∈ H1(Ω0) and u = 0 on O, we check that p̃ ∈ L2(Ωρ) and ũ ∈ H1(Ωρ).

By summing on Ω0 and on Ωext
ρ := {Ωρ ∩B(y, ρ)} \ O, we get that for all ϕ in

C∞
c (B(y, ρ)):

∫

Ωρ

(ν∇ũ :∇ϕ− p̃ divϕ) = 0.

Then, −ν∆ũ +∇p̃ = 0 in D
′(Ωρ). Proceeding as above, we also get div ũ = 0 in

D′(Ωρ). Moreover, ũ = 0 in Ωext
ρ ⊂ Ωρ. Thus, according to the unique continuation

Theorem 4.1, ũ = 0 and p̃ is constant in Ωρ. Since p̃ = 0 in Ωext
ρ , p̃ = 0 in Ωρ then

on Ω0 by restriction.

Proof. (of Theorem 2.2). We define u := u0−u1, p := p0−p1 and ω := ω0∪ω1.

Hence, (u, p) satisfies




−ν∆u+∇p = 0 in Ω \ ω,

divu = 0 in Ω \ ω,

−ν∂nu+ pn = 0 in O,

u = 0 in O.
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Therefore, according to Corollary 4.1, u = 0 and p = 0 in Ω \ ω.

We proceed by contradiction. Assume that ω0 \ ω1 is non-empty. We know that

−ν∆u1 +∇p1 = 0 in ω0 \ ω1.

Multiplying this equation by u1 and integrating by parts in ω0 \ ω1 with f ≡ 0 in

Ωδ and −ν∂nu1 + p1 n = 0 on ∂ω1, we obtain
∫

ω0\ω1

ν|∇u1|
2 +

∫

(∂ω0)\ω1

(−ν∂nu1 + p1 n) · u1 = 0 . (4.2)

Since u0 = u1 and p0 = p1 in Ω \ω, the boundary condition satisfied by u0 on ∂ω0

provides

−ν∂nu1 + p1 n = −ν∂nu0 + p0 n = 0 on (∂ω0) \ ω1.

Hence, equality (4.2) is simply
∫

ω0\ω1

ν|∇u1|
2 = 0 .

Hence, u1 is constant in ω0 \ ω1. By Theorem 4.1, u1 and p1 are then constant in

Ω\ω1 and −ν∆u1+∇p1 = 0 in Ω\ω1. This contradicts f 6= 0 and then ω0\ω1 = ∅.

By symmetry, ω1 \ ω0 = ∅. Finally, ω0 = ω1.

First order shape derivatives of the state. We recall the variational formula-

tion of the problem (2.1) in Ω \ ωt: Find (ut, pt) ∈ H1(Ω \ ωt) × L2(Ω \ ωt) such

that




∫

Ω\ωt

{ν∇ut :∇ϕt − pt divϕt} =

∫

Ω\ωt

f ·ϕt ∀ϕt ∈ H1(Ω \ ωt),
∫

Ω\ωt

ξt divut = 0 ∀ξt ∈ L2(Ω \ ωt),
∫

O

ut =

∫

O

fb.

(4.3)

Proof. (of Proposition 2.5).

First step: first order shape differentiability. Using the Fréchet differentiability

Lemma 3.3, we obtain the Gâteaux differentiability in the direction V : there exist

ut and pt, respective extensions in Ω of ut and pt such that the functions, defined on

[0, T ), t 7→ ut ∈ H1(Ω) and t 7→ pt ∈ L2(Ω) are differentiable at 0 by composition.

We denote by u′ and p′ their respective derivative at 0.

Second step: derivative of the normalization condition. The function

t 7→

∫

O

ut =

∫

O

fb

is constant on [0, T ). Thus, its derivative is 0. By differentiation under the sum sign,

we get

∫

O

u′ = 0.
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Third step: derivative of the equalities on Ω \ ωt. Let ϕ ∈ D(Ω \ ω). As Ω \ ω is

open, we have, for t small enough, ϕ ∈ D(Ω \ ωt). Therefore, using the first line of

the variational formulation (4.3), we have for all t ∈ [0, T )
∫

Ω\ω

f ·ϕ =

∫

Ω\ωt

f ·ϕ =

∫

Ω\ωt

{ν∇ut :∇ϕ− pt divϕ}

=

∫

Ω\ωt

−{νut ·∆ϕ− pt divϕ} =

∫

Ω\ω

{−νut ·∆ϕ− pt divϕ} .

We differentiate with respect to t at t = 0
∫

Ω\ω

f ·ϕ =

∫

Ω\ω

{−νut ·∆ϕ− pt divϕ}

to obtain

0 =

∫

Ω\ω

{−ν u′ ·∆ϕ− p′ divϕ} = 〈−ν∆u′ +∇p′, ϕ〉
D′(Ω\ω),D(Ω\ω) .

As it is true for all ϕ ∈ D(Ω \ ω), we get

−ν∆u′ +∇p′ = 0 in D
′(Ω \ ω). (4.4)

Proceeding with the second line of the variational formulation (4.3) as previously,

we check that divu′ = 0 in D′(Ω \ ω).

Fourth step: variational characterization of u′ and p′. Let ϕ ∈ H2(Ω\ω). Using

Stein’s extension Theorem, ϕ admits an extension in H2(RN ) still noted ϕ. This

extension is in particular in H2(Ω \ ωt). Using ϕ as a test function in the first line

of the variational formulation (4.3), we have
∫

Ω\ωt

{ν∇ut :∇ϕ− pt divϕ} =

∫

Ω\ωt

f ·ϕ . (4.5)

To compute

I :=
d

dt

(∫

Ω\ωt

{ν∇ut :∇ϕ− pt divϕ}

)

t=0

,

we use Hadamard’s formula (see Corollary 5.2.5 in Ref. 20). Let us check its as-

sumptions. Set

η(t) := ν
[
∇vt(I +∇V )−1

]
: [(∇ϕ) ◦ φ(t)]− qt [(divϕ) ◦ φ(t)]

so that for t in a neighborhood of 0,

ν∇ut :∇ϕ− pt divϕ = η(t) ◦ φ(t)−1,

(since pt = qt ◦ φ(t)
−1 and ∇ut =

[
∇vt(I +∇V )−1

]
◦ φ(t)−1). Then, we have

• ν∇ut :∇ϕ − pt divϕ ∈ L1(Ωδ \ ωt) since ϕ belongs to H2(RN ), (ut, pt)

belongs to H2(Ωδ \ ωt)×H1(Ωδ \ ωt) and Ωδ \ ωt is bounded,

• t 7→ η(t) ∈ L1(Ωδ \ω) is differentiable at 0 by composition since t 7→ φ(t) is

differentiable at 0 and θ 7→ (vθ, qθ) is differentiable at 0 using Lemma 3.2,
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• ν∇u0 :∇ϕ−p0 divϕ = ν∇u :∇ϕ−p divϕ ∈ W1,1(Ωδ\ω) since ϕ belongs

to H2(RN ), (u, p) belongs to H2(Ωδ \ω)×H1(Ωδ \ω) and Ωδ \ω is bounded.

Thus, using Hadamard’s formula (Corollary 5.2.5 in Ref. 20), we decompose the

derivative I into I = J1 + J2 with

J1 :=

∫

Ω\Ωδ

{ν∇u′ :∇ϕ− p′ divϕ} ,

J2 :=

∫

Ωδ\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂(Ωδ\ω)

(ν∇u :∇ϕ− p divϕ)(V · n).

Since V = 0 on ∂Ωδ, we have:

J2 =

∫

Ωδ\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂ω

(ν∇u :∇ϕ− p divϕ)(V · n).

Therefore

I =

∫

Ω\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂ω

(ν∇u :∇ϕ− p divϕ)(V · n). (4.6)

By the same technics, we differentiate the right hand side of (4.5):

d

dt

(∫

Ω\ωt

f ·ϕ

)

t=0

=

∫

Ω\ω

div (f ·ϕ)V =

∫

∂ω

(f ·ϕ)(V · n). (4.7)

Gathering (4.5), (4.6) and (4.7), we get
∫

Ω\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂ω

(ν∇u :∇ϕ−p divϕ)(V ·n) =

∫

∂ω

(f ·ϕ)(V ·n).

(4.8)

We use the definition of tangential gradient and divergence and the formulae

(∂nu⊗n) : (∂nϕ⊗n) = ∂nu·∂nϕ and ∇u : (∂nϕ⊗n) = ∂nu·∂nϕ = ∇ϕ : (∂nu⊗n)

to get

∇u :∇ϕ = ∇Γu :∇Γϕ+ ∂nu · ∂nϕ.

Plugging this relation in (4.8), we obtain:
∫

Ω\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂ω

(ν∇Γu :∇Γϕ− p divΓϕ)(V · n)

=

∫

∂ω

{(f ·ϕ)(V · n)− ν∂nu · ∂nϕ(V · n) + ∂nϕ · (pn)(V · n)} .

We use the boundary condition −ν∂nu+ pn = 0 on ∂ω to simplify this relation in:
∫

Ω\ω

{ν∇u′ :∇ϕ− p′ divϕ}+

∫

∂ω

(ν∇Γu :∇Γϕ−p divΓϕ)(V ·n)=

∫

∂ω

(f ·ϕ)(V ·n).

(4.9)

Fifth step: derivative of the boundary values condition. We differentiate with

respect to t the relation −ν∂nut + pt n = 0 on ∂Ω. At t = 0, we obtain on ∂Ω that

−ν∂nu
′ + p′ n = 0.
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Let us set vt := ut ◦ φ(t). By differentiation with respect to t (see Corollary

5.2.5 in Ref. 20), we obtain u′ = v′ − ∇uV on Ωδ \ ω, where v′ is the material

derivative of vt at t = 0. Thus, u′ belongs to H2(Ωδ \ ω) as a sum of two terms in

this space. Indeed, the derivative v′ is the limit of the differential quotient (vt−v)/t

that belongs to H2(Ωδ \ω) since vt ∈ H2(Ωδ \ω) for all t ∈ [0, T ). The second term

∇uV is also in H2(Ωδ \ω) by the local regularity result Appendix A.2. The crucial

point here is the C2,1 regularity of ∂ω. Therefore, ∆u′ ∈ L2(Ωδ \ ω) and, using

(4.4), ∇p′ ∈ L2(Ωδ \ ω).

Now, consider ϕ ∈ H2(Ωδ \ ω) with compact support in Ωδ and compute
∫

Ω\ω

{ν∇u′ :∇ϕ− p′ divϕ}=

∫

Ωδ\ω

{ν∇u′ :∇ϕ− p′ divϕ}

=

∫

Ωδ\ω

(−ν∆u′ +∇p′) ·ϕ+

∫

∂(Ωδ\ω)

(ν ∂nu
′ − p′ n) ·ϕ

=

∫

∂(Ωδ\ω)

(ν ∂nu
′ − p′ n) ·ϕ by (4.4) .

Since ϕ = 0 on ∂Ωδ, the boundary term on ∂Ωδ cancels. Inserting (4.9), we obtain

∫

∂ω

(ν∂nu
′ − p′ n) ·ϕ+

∫

∂ω

(ν∇Γu :∇Γϕ− p divΓϕ) (V · n)

=

∫

∂ω

f ·ϕ (V · n) . (4.10)

We integrate by parts on the boundary ∂ω (which has no boundary)(see Proposition

5.4.9 in Ref. 20) to get
∫

∂ω

p divΓϕ (V · n) =

∫

∂ω

{Hp (V · n)ϕ · n−ϕ · ∇Γ(p (V · n))} ,

∫

∂ω

−ν∇Γu :∇Γϕ (V · n) =

∫

∂ω

{−ϕ · divΓ (−ν∇Γu (V · n)) + Hϕ · (−ν∇Γu(V · n)n)} ,

where H is the mean curvature of ∂ω. Inserting these results in (4.10), we obtain

− ν∂nu
′ + p′n = −f(V · n)− divΓ (ν∇Γu(V · n)) + νH∇Γu(V · n)n

−Hp(V · n)n+ (V · n)∇Γp+ p∇Γ(V · n). (4.11)

We used the fact that ∇Γ(p (V · n)) = (V · n)∇Γp + p∇Γ(V · n)) and the density

in L2(∂ω) of the traces on ∂ω of functions H2(Ωδ \ω) with compact support in Ωδ.

Let us simplify this expression. According to the definition of the tangential

gradient (see (1.1)), ∇Γu∇Γ(V · n) = ∇u∇Γ(V · n). We expand the tangential

divergence

divΓ (ν∇Γu(V · n)) = ν divΓ (∇Γu) (V · n) + ν∇Γu∇Γ(V · n)
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and obtain the decomposition

divΓ (ν∇Γu(V · n)) = ν∆Γu(V · n) + ν∇u∇Γ(V · n). (4.12)

Using Stokes equations −ν∆u + ∇p = f in Ω \ ω and the decomposition of the

Laplace-Beltrami operator (see Proposition 5.4.12 in Ref. 20), we compute

f = −ν
(
∆Γu+H∂nu+ ∂2

nn
u
)
+∇p on ∂ω. (4.13)

Inserting (4.12) and (4.13) in (4.11), we obtain

−ν∂nu
′ + p′n = ν∂2

nn
u(V · n)−∇p(V · n)− ν∇u∇Γ(V · n)

+ νH∇Γu(V · n)n+ (V · n)∇Γp+ p∇Γ(V · n) on ∂ω,

since (u, p) satisfies the boundary conditions −ν∂nu+ pn = 0 on ∂ω. We conclude

the proof by noting that ∇Γun = 0.

First order shape derivatives of the functional. Define, for all t ∈ [0, T ),

J(ωt) := j(t) :=

∫

O

(ut − fb)
2.

Proof. (of Proposition 2.6).

First step: derivative of j and adjoint problem. By Proposition 2.5, (u, p) is

differentiable with respect to the shape. We denote their respective derivative by

u′ and p′. Differentiating j with respect to t at 0, we obtain

j′(0) =

∫

O

2u′(u− fb).

Then, we consider the adjoint problem (2.3). According to Appendix A.1, it ad-

mits a unique solution (w, q) ∈ H1(Ω \ ω) × L2(Ω \ ω) with

∫

O

w = 0. Indeed,

the compatibility condition for the adjoint is true as consequence of our choice of

compatibility condition for the state.

Second step: writing of j′(0) as an integral on ∂ω. We proceed by successive

integrations by parts. We multiply the first equation of the adjoint problem (2.3)

by u′ to get:

∫

Ω\ω

ν∇w :∇u′ = −〈−ν∂nw + q n , u′〉∂(Ω\ω) , (4.14)

since divu′ = 0 in Ω \ω (see Proposition 2.5). Then, we multiply the first equation

of the problem (2.2) by w to obtain

∫

Ω\ω

ν∇u′ :∇w = −

∫

∂(Ω\ω)

(−ν∂nu
′ + p′ n) ·w , (4.15)
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since divw = 0 in Ω \ ω. Therefore, gathering (4.14) and (4.15) and using the

boundary conditions of (u′, p′) and (w, q) (see problems (2.2) and (2.3)), we obtain
∫

O

2(u− fb)u
′=

∫

∂ω

[(
ν∂2

nn
u− ∂npn

)
(V ·n) + p∇Γ(V ·n)− ν∇u∇Γ(V · n)

]
·w

=

∫

∂ω

{(
ν∂2

nn
u− ∂npn

)
·w (V ·n) +

[
t(p I− ν∇u)w

]
· ∇Γ(V ·n)

}
.

Finally, we integrate by parts on the boundary ∂ω to obtain
∫

O

2(u− fb)u
′ =

∫

∂ω

[(
ν∂2

nn
u− ∂npn

)
·w − divΓ

(
(p I− νt∇u)w

)]
(V · n) .

Characterization of the shape Hessian at a critical point. We consider ω∗ a

critical shape of the functional J . We assume that ω∗ has a C2,1 boundary. Thanks

to the local regularity result Appendix A.2,

(u, p) ∈ H3(Ωδ \ ω∗)×H2(Ωδ \ ω∗) and (u′, p′) ∈ H2(Ωδ \ ω∗)×H1(Ωδ \ ω∗).

Proof. (of Proposition 2.7).

First step : second order shape differentiability. By Lemma 3.5, (u, p) is twice

differentiable with respect to the domain. We denote by (u′′, p′′) the second order

shape derivatives.

Second step: second derivative of j and derivative of the adjoint problem. Con-

sider V ∈ U . We differentiate the function j twice with respect to t. At t = 0, it

holds

j′′(0) = D2J(ω) · V · V =

∫

O

{
2(u′)2 + 2u′′(u− fb)

}
.

Since ω∗ solves the inverse problem, u = fb on O. Therefore

D2J(ω∗) · V · V =

∫

O

2(u′)2.

We introduce (w, q) ∈ H1(Ω\ω)×L2(Ω\ω) with

∫

O

w = 0 the solution of the adjoint

system (2.3). As we characterized u′ and p′ (see Proposition 2.5), we characterize

w′ and q′, the shape derivatives of w and q to get

−ν∂nw
′ + q′ n =

(
ν∂2

nn
w − ∂nq n

)
(V · n) + q∇Γ(V ·n)− ν∇w∇Γ(V ·n) on ∂ω.

In particular, for ω = ω∗, u = fb on O. Uniqueness of the solution of Stokes problem

then enforces that (w, q) = (c, 0) where c is constant. Using the fact that w = c

and q = 0, we obtain system (2.4).

Third step: writing of j′′(0) as an integral on ∂ω. We multiply the first equation

of problem (2.4) by u′ to get
∫

Ω\ω∗

ν∇w′ :∇u′ = −〈−ν∂nw
′ + q′ n , u′〉∂Ω . (4.16)
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We multiply the first equation of problem (2.2) by w′ to get
∫

Ω\ω∗

ν∇u′ :∇w′ = −〈−ν∂nu
′ + p′ n , w′〉∂ω∗ . (4.17)

Therefore, gathering (4.16) and (4.17), we obtain
∫

O

2(u′)2 =

∫

∂ω∗

[(
ν∂2

nn
u− ∂npn

)
(V · n) + p∇Γ (V · n)− ν∇u∇Γ (V · n)

]
·w′.

Justifying the ill-posedness of the problem. The compactness of the Riesz

operator corresponding to the shape Hessian at possible solutions of the inverse

problem is here proved using a local regularity argument. We do not use the hy-

drodynamical potential layers as it was done in Ref. 2 for the Laplacian case. This

should provide an alternative proof.

To prove Proposition 2.8, we first decompose the shape Hessian at a critical

point: for V ∈ U ,

D2J(ω∗) · V · V = 〈Tu,p(V ),M2 ◦M1(V )〉∂ω∗ .

Here, Tu,p : H1/2(∂ω∗) → H−1/2(∂ω∗) is defined by

Tu,p(V ) =
(
ν∂2

nn
u− ∂npn

)
(V ·n) + p∇Γ(V ·n)− ν∇u∇Γ(V ·n),

and where M1 : H1/2(∂ω∗) → H1/2(∂Ω) is defined by M1(V ) = u′, the solution of

(2.2). Finally, M2 : H1/2(∂Ω) → H1/2(∂ω∗) satisfies M2(ϕ) = ψ, where ψ is the

trace on ∂ω∗ of the solution v of the following Stokes problem




−ν∆v +∇χ = 0 in Ω \ ω∗,

div v = 0 in Ω \ ω∗,

−ν∂nv + χn = 2ϕ1O on ∂Ω,

−ν∂nv + χn = 0 on ∂ω∗.

We study each operator: Lemma 4.1 states that Tu,p and M1 are linear continuous

and Lemma 4.2 claims that M2 is compact. Hence, compactness is obtained by

composition of linear continuous operator with a compact one.

Lemma 4.1. The operators Tu,p and M1 are linear continuous.

Proof. Since u and p don’t depend on V and using the continuity of the tangential

gradient operator ∇Γ, the operator Tu,p is linear continuous as multiplier by a

smooth function (see Ref. 21).

Let V ∈ H1/2(∂ω∗). We define M1(V ) =: u′ and

gb(V ) :=
(
ν∂2

nn
u− ∂npn

)
(V · n) + p∇Γ(V · n)− ν∇u∇Γ(V · n).

Since ∇Γ is linear continuous from H1/2(∂ω∗) into H−1/2(∂ω∗),

ϕ1 : V ∈ H1/2(∂ω∗) 7→ gb(V ) ∈ H−1/2(∂ω∗)



January 7, 2011 9:22 WSPC/INSTRUCTION FILE
BadraCaubetDambrine-m3as

Detecting an obstacle immersed in a fluid by shape optimization methods 27

is linear continuous. Moreover the following operator is linear continuous:

ϕ2 : B ∈ H−1/2(∂ω∗) 7→ ψ ∈ H1/2(∂Ω),

where ψ is the trace on ∂Ω of the solution v of the problem





−ν∆v +∇π = 0 in Ω \ ω∗,

div v = 0 in Ω \ ω∗,

−ν∂nv + π n = 0 on ∂Ω,

−ν∂nv + π n = B on ∂ω∗,

with

∫

O

v = 0. Finally, by composition, M1 = ϕ2 ◦ ϕ1 is linear continuous from

H1/2(∂ω∗) into H1/2(∂Ω).

Lemma 4.2. The operator M2 : H1/2(∂Ω) → H1/2(∂ω∗) is compact.

Proof. According to the local regularity result Appendix A.2, the operator

ϕ ∈ H1/2(∂Ω) 7→ v ∈ H2(Ωδ \ ω∗)

is linear continuous. Moreover, the domain Ωδ \ ω∗ is bounded and the embedding

of H2(Ωδ \ ω∗) in H1(Ωδ \ ω∗) is then compact. Thus, since the trace operator of

∂ω∗ from H1(Ωδ \ ω∗) to H1/2(∂ω∗) is linear continuous, we get, by composition,

that M2 is compact.

Appendix A. Some results on the Stokes problem with Neumann

conditions

In order to be complete, we choose to recall classical results with short proofs

about the Stokes problem with Neumann conditions: a theorem of existence and

uniqueness of the solution and a local regularity result. We refer to Ref. 9 and

Ref. 18 for a detailed study, in particular for the regularity of the solutions.

In all this appendix, we note C a generic positive constant only depending on

the geometry of the domain and which may change from line to line.

For beginning, let us introduce two notations: for Ω an open set of RN , we define

L2
0(Ω) :=

{
v ∈ L2(Ω) ;

∫

Ω

v = 0

}
,

and

V 1(Ω) :=
{
u ∈ H1(Ω) ; divu = 0

}
.

Theorem Appendix A.1 (Existence and uniqueness of the solution).

Let Ω a bounded connected Lipschitz open set of R
N (N ∈ N

∗) and ν > 0. Let

f = (f1, ..., fN ) ∈
[
H1(Ω)

]′
, g ∈ L2(Ω) and fb = (fb1, ..., fbN ) ∈ H−1/2(∂Ω) such
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that 〈fi , 1〉Ω = 〈fbi , 1〉∂Ω for all i = 1, ..., N . Then, the problem: find (u, p) in[
H1(Ω) ∩ L2

0(Ω)
]
× L2(Ω) such that





∫

Ω

ν∇u :∇v −

∫

Ω

p div v = 〈f , v〉Ω − 〈fb , v〉∂Ω ∀v ∈ H1(Ω),

∫

Ω

ξ divu =

∫

Ω

ξ g ∀ξ ∈ L2(Ω),

(A.1)

admits a unique solution and the following estimate holds:

‖u‖H1(Ω) + ‖p‖L2(Ω) ≤ C
(
‖f‖[H1(Ω)]′ + ‖g‖L2(Ω) + ‖fb‖H−1/2(∂Ω)

)
.

Moreover, for k ≥ 0, if the open set Ω has a Ck+1,1 boundary and if

(f , g,fb) ∈ Hk(Ω)×Hk+1(Ω)×Hk+ 1
2 (∂Ω),

then the pair (u, p) belongs to Hk+2(Ω)×Hk+1(Ω), satisfies





−ν∆u+∇p = f in Ω,

divu = g in Ω,

−ν∂nu+ pn = fb on ∂Ω,

and the following estimate holds:

‖u‖Hk+2(Ω) + ‖p‖Hk+1(Ω) ≤ C
(
‖f‖Hk(Ω) + ‖g‖Hk+1(Ω) + ‖fb‖

H
k+1

2 (∂Ω)

)
.

Proof. Existence and uniqueness. For the proof of the first part of Appendix A.1,

let us begin by studying the case of null divergence. According to Lax-Milgram’s

Theorem, there exists a unique u ∈ V 1(Ω) ∩ L2
0(Ω) such that

∫

Ω

ν∇u :∇v = 〈f , v〉Ω − 〈fb , v〉∂Ω ∀v ∈ V 1(Ω) ∩ L2
0(Ω), (A.2)

and we have

‖u‖H1(Ω) ≤ C
(
‖f‖[H1(Ω)]′ + ‖fb‖H−1/2(∂Ω)

)
. (A.3)

For v ∈ V 1(Ω), we define

c(v) :=
1

|Ω|

∫

Ω

v

and we use v− c(v) ∈ V 1(Ω)∩L2
0(Ω) as a test function in (A.2). According to the

compatibility condition, we check that (A.2) is also true for all v ∈ V 1(Ω) and in

particular for all v ∈ V 1(Ω) ∩ H1
0(Ω). Then, using De Rham’s Theorem (see for

example Lemma 2.7 in Ref. 7), there exists p ∈ L2(Ω), up to an additive constant,

such that
∫

Ω

ν∇u :∇v −

∫

Ω

p div v =
〈
f

H1
0
(Ω) , v

〉
H−1(Ω),H1

0
(Ω)

∀v ∈ H1
0(Ω). (A.4)
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We define ϕN (x) := t(x1, ..., xN )/N , where N is the dimension and (x1, ..., xN ) are

the coordinates of x: ϕN is such that divϕN = 1. Let v ∈ H1(Ω) and

cb(v) :=
1

|Ω|

∫

∂Ω

v · n.

Using Theorem 3.2 in Ref. 17 or Lemma 3.3 in Ref. 7, we define v2 ∈ V 1(Ω) in

such a way that v = v1 + v2 + cb(v)ϕN , where v1 ∈ H1
0(Ω) satisfies

div v1 = div (v − cb(v)ϕN ).

According to (A.2) (which remains valid for v ∈ V 1(Ω)) and (A.4) and choosing

the additive constant for p such that

∫

Ω

p = −〈f , ϕN 〉Ω + 〈fb , ϕN 〉∂Ω, we check

that ∫

Ω

ν∇u :∇v −

∫

Ω

p div v = 〈f , v〉Ω − 〈fb , v〉∂Ω .

Therefore, there is a unique pair (u, p) ∈
[
V 1(Ω) ∩ L2

0(Ω)
]
× L2(Ω) such that

∫

Ω

ν∇u :∇v −

∫

Ω

p div v = 〈f , v〉Ω − 〈fb , v〉∂Ω ∀v ∈ H1(Ω). (A.5)

Let v := ṽ + c(p)ϕN , where

c(p) :=
1

|Ω|

∫

Ω

p

and ṽ ∈ H1
0(Ω) is such that div ṽ = p − c(p) and ‖ṽ‖H1

0
(Ω) ≤ C‖p‖L2(Ω) (see

Theorem 3.2 in Ref. 17 or Lemma 3.3 in Ref. 7). Using v in (A.5), and according

to (A.3), we obtain

‖u‖H1(Ω) + ‖p‖L2(Ω) ≤ C
(
‖f‖[H1(Ω)]′ + ‖fb‖H−1/2(∂Ω)

)
.

The first part of the theorem is proved for g = 0. The case g 6= 0 is obtained by a

lifting argument. Let us define

ug := ũg + c(g)ϕN −
1

|Ω|

∫

Ω

(ũg + c(g)ϕN ) ∈ H1(Ω),

where

c(g) :=
1

|Ω|

∫

Ω

g

and where, according to Theorem 3.2 in Ref. 17 or Lemma 3.3 in Ref. 7, ũg ∈ H1
0(Ω)

is such that div ũg = g − c(g) and ‖ũg‖H1
0
(Ω) ≤ C‖g‖L2(Ω). Thus ug is such that

∫

Ω

ug = 0, divug = g in Ω and ‖ug‖H1(Ω) ≤ C‖g‖L2(Ω).

Thus, defining u0 := u− ug and

f̃ : v ∈ H1(Ω) 7→ 〈f , v〉Ω −

∫

Ω

ν∇ug :∇v ,
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the problem (A.1) is equivalent to




Find (u0, p) ∈
[
V 1(Ω) ∩ L2

0(Ω)
]
× L2(Ω) such that∫

Ω

ν∇u0 :∇v −

∫

Ω

p div v =
〈
f̃ , v

〉
Ω
− 〈fb , v〉∂Ω ∀v ∈ H1(Ω).

Regularity of the solution. For the second part of Appendix A.1 concerning the

regularity of (u, p), we refer to Section 5.3 in Ref. 9 and Ref. 18 for the homogeneous

case g = 0 and fb = 0. To obtain the result for g 6= 0 and fb 6= 0 let us define

ϕg :=
1

|Ω|

(∫

Ω

g

)
ϕN and Ψ(g) := 2νHϕg · n− νdivΓ (ϕg)τ

where (ϕg)τ is the tangential component of ϕg and H is the mean curvature of ∂Ω.

According to Theorem A in Ref. 6, there exists ũ ∈ Hk+2(Ω) such that

div ũ = g in Ω, ũ = ϕg and ν∂nũ = −(fb)τ +Ψ(g)n+ νgn on ∂Ω,

and which satisfies the following estimate:

‖ũ‖Hk+2(Ω) ≤ C
(
‖g‖Hk+1(Ω) + ‖fb‖Hk+1/2(∂Ω)

)
.

Moreover, with a continuous right inverse of the trace operator, we define a pressure

function p̃ ∈ Hk+1(Ω) such that p̃ = fb · n + Ψ(g) + g on ∂Ω and which depends

continuously on (g,fb) in Hk+1(Ω)×Hk+1/2(Ω). Then we have constructed a pair

(ũ, p̃) such that

−ν∂nũ+ p̃n = fb on ∂Ω,

and which obeys the following estimate:

‖ũ‖Hk+2(Ω) + ‖p̃‖Hk+1(Ω) ≤ C
(
‖g‖Hk+1(Ω) + ‖fb‖Hk+1/2(∂Ω)

)
.

Finally, we check that the vector field F := f + ν∆ũ−∇p̃ ∈ Hk(Ω) satisfies

‖F ‖Hk(Ω) ≤ C
(
‖f‖Hk(Ω) + ‖g‖Hk+1(Ω) + ‖fb‖Hk+1/2(∂Ω)

)
, (A.6)

and, since regularity results in the homogeneous case (see Ref. 9 and Ref. 18) ensures

that the solution to:




ν∆w +∇q = F in Ω,

divw = 0 on Ω,

−ν∂nw + q n = 0 on ∂Ω,

belongs to Hk+2(Ω)×Hk+1(Ω) and satisfies:

‖w‖Hk+2(Ω) + ‖q‖Hk+1(Ω) ≤ C‖F ‖Hk(Ω), (A.7)

the conclusion follows by remarking that (u, p) = (w + ũ, q + p̃) and by combining

(A.6) with (A.7).
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Remark Appendix A.1. As in the proof of Appendix A.1, we can obtain the

following result from Theorem A in Ref. 6: if Ω is a bounded connected open set of

R
N with a Ck+1 boundary and if

(g, b0, b1) ∈ Hk+1(Ω)×Hk+3/2(∂Ω)×Hk+1/2(∂Ω)

satisfies

∫

∂Ω

b0 ·n =

∫

Ω

g, then there exists a pair (v, π) ∈ Hk+2(Ω)×Hk+1(Ω) such

that

div v = g in Ω, v = b0 and − ν∂nv + π n = b1 on ∂Ω

and

‖v‖Hk+2(Ω) + ‖π‖Hk+1(Ω) ≤ C
(
‖g‖Hk+1(Ω) + ‖b0‖Hk+3/2(∂Ω) + ‖b1‖Hk+1/2(∂Ω)

)
.

To enunciate the following result concerning the local regularity of the solu-

tion of the Stokes problem, we recall some notations introduced in section 3: for

k,m ∈ N, k < m and for two open sets Ω1 and Ω2 such that Ω2 ⊂ Ω1, we note

Xk,m(Ω1,Ω2) the space of functions in Hk(Ω1) such that their restriction to Ω2

belongs to Hm(Ω2). Similarly, X∗,m(Ω1,Ω2) is the space of functions in
[
H1(Ω1)

]′

such that their restriction to Ω2 belongs to Hm(Ω2).

Theorem Appendix A.2 (Local regularity). Let k ∈ N, ν > 0, Ω a bounded

connected Lipschitz open set of R
N (N ∈ N

∗) and ω an open set with a Ck+1,1

boundary strictly included in Ω (that is to say there exists δ > 0 such that ω is at

least at distance δ of the boundary ∂Ω) and such that Ω \ω is connected. Let C and

C′ two smooth open subsets of Ω \ ω such that ∂ω ⊂ ∂C, ∂ω ⊂ ∂C′, C ⊂ C′ and

C′ ⊂ Ω. Let

(f , g,hext,hint) ∈ X∗,k(Ω \ ω, C′)×X0,k+1(Ω \ ω, C′)×H−1/2(∂Ω)×Hk+ 1
2 (∂ω),

such that

∫

Ω\ω

f i =
〈
hi
ext , 1

〉
∂Ω

+

∫

∂ω

hi
int for all i = 1, ..., N , where f i, hi

ext and

hi
int are the respective components of f , hext and hint. We consider (u, p) the

solution in H1(Ω \ ω) × L2(Ω \ ω) of the following Stokes problem with Neumann

boundary conditions





−ν∆u+∇p = f in Ω \ ω,

divu = g in Ω \ ω,

−ν∂nu+ pn = hext on ∂Ω,

−ν∂nu+ pn = hint on ∂ω.

(A.8)

Then (u, p) belongs to Hk+2(C)×Hk+1(C) and the following estimate holds:

‖u‖Hk+2(C) + ‖p‖Hk+1(C)

≤ C
(
‖f‖X∗,k(Ω\ω,C′) + ‖g‖X0,k+1(Ω\ω,C′) + ‖hint‖

H
k+1

2 (∂ω)
+ ‖hext‖H−1/2(∂Ω)

)
.
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Proof. First, let us consider the case k = 0. We define V := C ∪ ω, V ′ := C′ ∪ ω

and ϕ ∈ C∞
c (Ω) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 in V and ϕ ≡ 0 in Ω \ V ′. Let

(u, p) ∈
[
H1(Ω \ ω) ∩ L2

0(Ω \ ω)
]
× L2(Ω \ ω)

the solution of problem (A.8) given by Appendix A.1. Using (A.8), we check that




−ν∆(ϕu) +∇(ϕp) = f̃ in C′,

div (ϕu) = g̃ in C′,

−ν∂n(ϕu) + (ϕp)n = 0 on ∂V ′,

−ν∂n(ϕu) + (ϕp)n = hint on ∂ω,

where f̃ := ϕf −νu∆ϕ−2ν∇u∇ϕ+p∇ϕ ∈ L2(C′) and g̃ := ϕg+u ·∇ϕ ∈ H1(C′).

From Appendix A.1, ϕu ∈ H2(C′), ϕp ∈ H1(C′) and, taking into account of the

expression of f̃ and g̃, we also have

‖ϕu‖H2(C′) + ‖ϕp‖H1(C′)

≤ C
(
‖ϕf‖L2(C′) + ‖ϕg‖H1(C′) + ‖u‖H1(Ω\ω) + ‖p‖L2(Ω\ω) + ‖hint‖H1/2(∂ω)

)
.

(A.9)

Using this inequality and the estimate on ‖u‖H1(Ω\ω) and ‖p‖L2(Ω\ω) given by

Appendix A.1, we obtain the announced estimate for k = 0. Proceeding as above,

we conclude by induction.
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